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Abstract—Fifth generation wireless standards require much
lower latency than what current wireless systems can guaran-
tee. The main challenge in fulfilling these requirements is the
development of short packet transmission, in contrast to most of
the current standards, which use a long data packet structure.
Since the available training resources are limited by the packet
size, reliable channel and interference covariance estimation with
reduced training overhead are crucial to any system using short
data packets. In this paper, we propose an efficient receiver that
exploits useful information available in the data transmission
period to enhance the reliability of the short packet transmission.
In the proposed method, the receive filter (i.e., the sample
covariance matrix) is estimated using the received samples from
the data transmission without using an interference training
period. A channel estimation algorithm to use the most reliable
data symbols as virtual pilots is employed to improve quality of
the channel estimate. Simulation results verify that the proposed
receiver algorithms enhance the reception quality of the short
packet transmission.

Index Terms—5G wireless communications, short data
packets, low latency, Internet of Things, energy harvesting,
virtual pilots.

I. INTRODUCTION

IFTH generation (5G) communication networks will be

a key enabler in realizing the Internet of Things (IoT)
era and hyper-connected society [2]-[4]. To support real-
time applications with stringent delay requirements and mas-
sive machine-type devices, communication systems supporting
ultra low latency are needed [5]-[7]. For this reason, Interna-
tional telecommunication union (ITU) defined ultra reliable
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and low latency communication (uURLLC) as one of key use
cases for 5G wireless communications.! One direct way to
meet the stringent low latency requirements is to use a short-
sized packet. This is in contrast to most current wireless
systems whose sole purpose is to transmit long data packets
efficiently. Indeed, most current physical layer design relies
heavily on long codes to approach Shannon capacity. Sensors
and devices in an IoT networks transmit a very small amount
of information such as environmental data (e.g., temperature,
humidity, and pollution density), locations, and emergency
alarm, and thus asymptotic capacity-achieving principles are
not relevant to the transmission of short packets. In view
of this, 5G physical layer design (e.g., pilot transmission
strategy, coding scheme, hybrid automatic repeat request)
needs to be reevaluated and potentially redesigned as a whole.
Many papers have been dedicated to analyze performance
metrics that are relevant to short packet communication,
including the maximal achievable rate at finite packet length
and finite packet error probability instead of using two classic
information-theoretic metrics, the ergodic capacity and the
outage capacity [8]-[11]. Finite block-length analysis has been
extended to spectrum sharing networks using rate adapta-
tion [12] and wireless energy and information transmission
using feedback [13].

In this paper, we consider practical constraints that are
encountered when implementing a short packet transmission
framework. First, massive and simultaneous communications
among autonomous devices will induce inter-device interfer-
ence at the receiver in an IoT network. In order to control the
inter-device interference, a technique to use multiple receive
antennas has been proposed by utilizing the spatial degrees
of freedom (DoF) provided by multiple receive antennas to
balance interference suppression and desired signal power
improvement [14]. To implement this approach, the receiver
needs to acquire the desired CSI and the interference plus
noise covariance. While the desired CSI can be estimated
using pilot signals, direct estimation of the interfering CSI
is difficult due to the large number of interfering devices in
the IoT network. One way to tackle this problem is to use an

I Three key use cases include enhance mobile broadband (eMBB), massive
machine-type communications (mMTC), and ultra reliable and low latency
communication (uRLLC) [6].
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interference training period in which the interference (plus
noise) covariance matrix can be estimated by listening to
interference-only transmissions [15]. The main drawback of
this approach is that it incurs a severe transmission rate loss
since the target transmit device should remain silent during
the interference training period. Also, the interference training
period would not be large enough in obtaining the reliable
estimate of the interference covariance for this short-sized
packets, resulting in severe degradation in performance.

Moreover, since current systems are designed to carry
long data packets, the pilot transmission period can be made
relatively small even though the actual period of pilot signals
is large. However, the portion of time used for pilot signals
is unduly large in a short-sized packet framework if the
training period is not reduced. On the other hand, if the pilot
length is shortened, there would be a significant degradation
in performance. Since there is a trade-off between the duration
of the pilot training period and the data transmission period,
the main challenge is to perform a reliable channel estimation
while affecting the minimal impact on the duration of data
transmission period.

An aim of this paper is to propose an efficient receiver
technique that exploits information obtained during the data
transmission period to improve the reception quality of the
system in the short packet transmission. Intuitively, when time
resources are limited, we need to use all received data to
optimize the receiver performance. With this goal in mind,
we propose a receive filtering algorithm that estimates the
interference covariance matrix using the received signal from
the normal data transmission period in the IoT network. In
doing so, the interference training period becomes unnecessary
and the transmission rate loss caused by the interference
training period can be avoided. We show from analysis and
numerical experiments that the proposed method achieves a
linear scaling of SINR in the number of receive antennas.

Next, we propose a low latency frame structure adequate
for the one-shot random access where pilot and data are
transmitted simultaneously. We propose a strategy to exploit
the data symbols received from the target transmit device to
improve the channel estimation quality at the receiver. There
have been previous studies exploiting data signals for channel
estimation including the non-OFDM system with frequency-
selective channel [16], wireless LAN (IEEE 802.11n) [17], and
LTE systems with long packet [18] In this paper, we choose
the most reliable received data symbols, referred to as virfual
pilots, among all possible soft decision data symbols and then
use them to re-estimate the channel. Our proposed method
is distinct from previous efforts in the sense that select a
virtual pilot group making a dominant contribution to the
channel estimation quality. Towards this end, we design a
mean square error (MSE) based virtual pilot selection strategy.
We show from numerical simulations that the proposed method
outperforms the conventional receiver technique in the short
packet transmission (e.g., packet size is set to tens of bytes).

The remainder of the paper is organized as follows.
In Section II, we describe the structure of a packet and review
conventional receiver techniques. In Section III, we present
the proposed interference covariance matrix estimation

Fig. 1. A paired AP receives the desired signal from a target device and is
subject to interference (dashed lines) from neighboring devices.

technique suited to the short packet transmission.
In Section IV, we describe the proposed virtual pilot
based channel estimation technique. In Section V, we present
simulation results to verify the performance of the proposed
scheme. We conclude the paper in Section VI

We briefly summarize notation used in this paper.
We employ uppercase boldface letters for matrices and lower-
case boldface letters for vectors. The superscripts ()" and ()T
denote the conjugate transpose and transpose, respectively.
C denotes the field of complex numbers. || - ||, indicates
the p-norm. Iy is the N x N identity matrix. E[-] is the
expectation operator. ® is the Kronecker product operator.
CN(m, 52) denotes a complex Gaussian random variable with

mean m and variance o2.

II. SYSTEM DESCRIPTION
A. System Model and Packet Structure

We consider uplink communication in an IoT networks
such as wireless sensor networks, ad hoc network, and energy
harvesting network, with an example setup shown in Fig. 1.
We assume that the target transmit device has a single antenna
and the paired access point (AP) receiver has N antennas.
Since there are a large number of devices in the radio
transmission range, the received signal contains interference
from adjacent devices as well as the desired information.”
We assume a block-fading channel model, and each block
consists of N channel uses, among which N, uses are for
the pilot training and Ny uses are for the data transmission
(see Fig. 2(a)).

In this setup, the received signal for the £-th channel use in
the i-th fading block is given by

J
yil€1 = Poho,iso: [£] + Z Bihjis;i[€1+ m[£]
j=1

ey

2In this work, we assume that the AP receiver experiences interference
from devices in neighboring cells for both channel estimation phase and data
transmission phase. In short packet transmission, the packet length would be
far shorter than the channel coherent time and thus the channel can be fairly
static and at least slowly varying within a packet. Therefore, in the short packet
regime, impact of mis-aligned coherence block would not be significant. For
the sake of simplicity, we assume that the coherence times of the desired
channel and interfering channels are equal.
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Fig. 2. Packet structure of (a) the conventional MMSE receiver for long

data packets, (b) the conventional MMSE receiver for short data packets, and
(c) the proposed linear receiver for short data packets.

where fo = dj /2 is the attenuation factor for the target

transmit device (fp > 0), a is the path-loss exponent (a > 2),
hg,; € CVN*1 is the channel vector between the target transmit
device and AP receiver, sp,;[£] is the symbol transmitted by
the target transmit device (E[|50,;[£]|2] = p), J is the number
of interfering devices from neighboring cells, f; = dj_“f 2
is the attenuation factor for the j-th interferer (f; > 0),
hj; € CN*! is the channel vector between the j-th interferer
and AP receiver, 5;;[f] is the symbol transmitted by the
j-th interferer (E[|s;[€1*]1 = p), and n;[f] € CN*! is
the complex Gaussian noise vector (n;[£] ~ A0, a21)).
Also, without loss of generality, we assume that the distances
dp,dy,...,dy are sorted in ascending order. In this work,
we assume that the channel remains unchanged within a
block and changes independently from block-to-block. In the
sequel, we skip the fading block index i for notational
convenience.

B. Conventional Receiver Technique

If a unit norm receive filter v is applied to the received
signal vector y[£], an estimate of the desired symbol is §p[£] =
vi y[£] and the resulting SINR is

pvihohlly

S :
VHG +p 3 fihhhy
j=1

SINR(v) = (2)

Under the condition that the target rate of the transmit device is
R =logy(1+ ), we say a communication is successful if the
received SINR is larger than 7. Hence, the outage probability
at SINR threshold 7 is expressed as Poy = P[SINR(V) < 7].
Note that the receive filter v can be designed to remove
the interference or to boost the power of the desired signal.
In order to minimize the outage probability, a receive filter
weight should be designed to maximize the SINR of the
receiver. This receiver is commonly dubbed as an MMSE
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receiver [19]—[27].3 Denoting the covariance of the interfer-
ence plus noise as ¥ = o1+ p Zﬁjhjh:?, the receive filter

of the conventional MMSE recei\{er is [28]

vHhohllv _ T _ 3)
vHZv IZ=Thol|2

Plugging (3) into (2), we obtain the best achievable SINR as

p(hg' 2~ "ho)?

v* = argmax
v

SINR* =

J
Wi Z-1(c21+p _2] Bihjh)T-Tho
J:

— phl 3 hy. @)

Note that the conventional MMSE receiver usually requires
an interference training period to estimate X. Recall that the
covariance matrix X is a statistic of the noise and interfer-
ence. Since orthogonality among the large number of pilot
sequences cannot be guaranteed, it is not easy to estimate the
interfering channels h; (j = 1, --- , J) individually. To handle
this issue, an approach to estimate the sample covariance by
using a specially designed interference training period was
proposed [15]. In order to observe the covariance associated
with the interference and noise, the target transmit device
should remain silent in this period. The sample covariance
3. obtained in the interference training period is

K
2= % > rlilefil? 5)
=1

where K is the duration of the training period and r[i]
J

is the i-th received sample (r[i] = 2. Bihjs;lil + n[i]).
j=1

-1

By replacing X with 3 in (3), i.e., using ¥ = 5 Thol instead
0112
of v¥*, we obtain the SINR estimate
H$—1p0y2
sINR — 2 o =~ o) 6)

W E-HE3-Thy

Using a Gaussian approximation for the interference,* the
expected SINR? of (6) becomes [29]

Hi—]h 2
E¢[SINR] = E; 2O > o)
hf 2-HxX-1hy

—(1-Y=1) gt 7
o K+1 ' Q)

Note that the expected SINR in (7) contains an additional
scaling factor l—g—ll. Since the interference training period K

3The conventional performance measures such as ergodic capacity may not
be suitable for short-packet communication systems because these metrics
pertain to the asymptotic regime of long data packets [10], [11]. Nonetheless,
this quantity is still simple and useful tool to analyze the behavior of the
proposed scheme.

4Gaussian approximation of interferences becomes more accurate when the
density of machine-type devices becomes higher.

3Since the average analysis is relevant only if there are sufficiently many
packets, the expected SINR might not be an ideal metric for the short
packet based communication systems. Nevertheless, unless the packet length
is extremely short, hundreds of samples might be used in the computation of
the expected SINR and thus average SINR is still meaningful.
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for the short packet framework would be very small, E[SINR]
would be much smaller than SINR*, the best achievable SINR
in (4). Further, when the number of antennas N increases,
there would also be a loss in the SINR and achievable rate,
which makes this approach unsuitable for the small packet
transmission.

III. RECEIVER DESIGN

Recall that two main ingredients of the receive filter in (3)
are the channel vector hg and the covariance matrix X of the
interference and noise. In this section, we present a strategy to
estimate the covariance matrix X using measurements in the
data transmission period and show that the achievable SINR
of this strategy equals SINR*. By estimating the covariance
matrix in the normal data transmission period instead of the
interference training period, we can avoid the transmission rate
loss caused by the interference training period.

Note that the received signal y[f] =

Zﬁ;

dev1ces and noise as well as the desired signal. Using the

Iy
receive filter v = IITO'W’ the estimate of the desired symbol
0112

hy so[f] +

j8;[€] + n[£] contains interference from adjacent

becomes

Sole1 = viy[e]
phf! (phohfl + p 377 pjhjhl + 02D

= ylel
gl (phohl +p > 7_, pjh; hH o,
hYzg!
= —r—— V] (8)
I =51,

where g = X + phuhg" . In the following theorem, we show
that the best possible SINR in (4) can be achieved even with
the inclusion of the desired signal in the covariance matrix.®

Theorem 1: When the covanance matrix Xq is employed

in the receive filter v = II_EQW the SINR of the proposed

strategy is SINR* = phl! = ~hy.
Proof: Let SINRyop be the SINR of the proposed strategy.
Then, using (2), we have

_ 2
p (8 (= + phonf?) " o)
hZ (£ + phoh?) ™" = (£ + phoh#) ' hy

SINRprop = )

We first consider the numerator. Using the matrix inversion
lemma,’ we have

X ~'hohl x-1

PR

(z +ph0h5")_] 31—

®In this section, we focus on the effect of covariance matrix I and the
sample covariance matrix £j on SINR under the assumption that hy is
perfectly known at the receiver. We discuss the effect of estimated channel
hp in the next section.

TNote that (10) can be obtained by letting A = £, B = hy, C = hé"

—1
and D = pl in the matrix inversion lemma (A — BD_'C) = Al +

-1
A-'B (D _ca! B) ca-l.

From (9) and (10), we have
1 2
(h{)q (E + ,ohuh()q) ho)
2
pHy -ty 6 " "ho)?

=1{1ho 0~ T Hy

p+hfz-Thg

2

_( epiz'mg Y [ pSINR* \? (an
~\p+hffz-hg )  \p?+SINR*

where SINR* = phX Z~Thg (see (4)). Now, by plugging (10)
into the denominator of (9), we have

bl (z+ ,ohohél')_l z(z+ Phohf)q)_l ho

-1 H~—1 —1 H—1
— hH¥ z—l_m b D _m ho
0 p+hHz-Thg p +hz-Thy
_(nr - h{ =~"hoh{! solp 2~ "hoh{ = ~"ho
B p+hlx-Thg p+hix-Thg
__phiE7'hg  p3SINR* (12)
 (p+bEz-lhg)’ (PP +SINRHY

Plugging (11) and (12) into (9), we have

2
SINR*
p (pé+51m-) .
SINRprop = — 2 = SINRY, (13)
(p2+SINR¥)
which is the desired result. O

It is worth noting that the main goal of Theorem 1 is
to validate the method of estimating the covariance matrix
in using only normal data transmission. By achieving the
maximum SINR and avoiding the interference training period,
the proposed method can exploit an additional K channel uses
for the data transmission period compared to the conventional
MMSE receiver.

By slightly modifying this result and using a Gaussian
approximation for the interference, we can obtain the SINR
expression for a realistic scenario where the sample covari-
ance matrix is employed. In this scenario, we use 3o =
) + phgh0 instead of Xy, and thus the modified receive
filter is®

& —1
V= Azfl—ho (14)
129 holl2

Theorem 2: When the sample covariance in (14) is
emplovyed, the expected SINR of the proposed linear MMSE
receiver is

H$—1p 12
Es, [SINRprop] = E3, [M—”@]
hy X5 ZX5 ho

N-—-1
=|1- SINR*.
Ng+1

8Here we use flg instead of hpin 5:0 in order to observe the effect of 5:0
on SINR.

(15)



Proof: By the direct substitution of =%+ pfluﬁ‘OH
into (6), we have

- 2
H+v-1
(0 £5"h0)
(huH 55! Eflu_lho) '

Let =32 —|—p(huhH hohH) then £9 = £ + phoh!

SINR =

(16)

and

2 1 lh{)hﬂH !
Eu =3- ~TRTE Ty by the matrix inversion lemma.
Therefore,
=4 35—1'10! H§-1 2
p hl] I~ — P-l-hﬂ E_lll.g l'll]
SINR =

ThghH T-1 P!

H ""’_l _ E_ ""’_l _ i_l 11.{)11"1T
(o (=T = (= ) m)
~ 2
HE-1h
o ()

p+hi Z-Thy p (héﬂr E_lhu)2

(tho”’z'—lzi—llm) T hET 133 Thy

(7

(p+hi = Thy)?2

; _ SINR = _ (SINR*\ Js—1
Further, by denoting x = e, E = (T) 2% Zho,

and i‘.l = Z_%EZ_%, we have
1 e (nd
~ SINR* hH)i

—_Ho—1m
(:. El =

gHE 2=

( )
)P
2

(18)

Note that the joint distribution of the elements of % follows
the central complex Wlshart dlstnbutlon CW(M N; Z) [30].

Hence, E[El] = IE[Z]E I = - TZZ 3= I, and
f]l is a complex Wishart distribution CW(Ng, N;I). The
probability density function of x is given by [29]
P(x) = [(Na+1) (Na+2-N)—1
I'(N—-—DI'(Ng+2—N)
1 —x)¥-D=1 (19)

where x follows the regularized incomplete beta distribution.
Since T'(i) (i — 1)! for an integer i, the expectation
of x is

1
E[x]:/ k P(x)dx
0

1
_ Ng! / KeNa+2=N (1 _ ) N2
(Ng —2){(Ng +1—N)! Jo
N—1
=1-4=7 (20)
2
hH Z-1hg
Recalling that x = ﬁ"‘-:”’ 20_ EOE_ T we further have
0 <0 o 10
&1y
p (b 27 ho)
E. [SINR =FE; | ——m—m——
g0 [STNRyrop] = E”[hHE_]EE_lho
(1 N1 )SINR*
“\U Ni+1 '
[l
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Fig. 3. The received SINR of the proposed method and conventional MMSE
receiver for N = 100 and 1000. We set J = 30, SNR = 0 dB, Np = 0.1Np,
K = 0.1Np, Ng = 0.8Np, N; = 0.9Np.

Since the interference training period is unnecessary,
the data transmission period is improved from Ny to
N‘; = N; + K and at the same time the covariance matrix
is estimated using samples in the data transmission period
(see Fig. 2). Therefore, we obtain a more accurate estimation
of the interference covariance in the short packet framework.
The effect of the sample covariance matrix on the received
SINR shows the efficacy of the proposed receiver by obtaining

%). In Fig. 3, we plot the
received SINR as a function of the number of receive antennas
N. When the packet size N}, is large (e.g., N = 1000), which
corresponds to the packet length of current wireless systems,
K = 0.1N, is also sufficiently larger than the number of

antennas N so that scaling factor of the proposed scheme

(1 — g,—jrl] and the conventional MMSE receiver ( — ﬁ—ﬂ)
d . . .

are not much different. This behavior, however, does not
hold true for short-sized packet regime. In fact, as shown

in Fig. 3(a), we see that the performance of the proposed

a larger scaling factor (1 -



LEE et al.: PACKET STRUCTURE AND RECEIVER DESIGN FOR LOW LATENCY WIRELESS COMMUNICATIONS 801

scheme improves linearly with N. Since the interference train-
ing is needed for the conventional MMSE receiver, we observe
that when Nj, is small (e.g., N = 100) the performance of the
conventional MMSE SINR receiver with sample covariance
matrix does not scale with N.

IV. JOINT PILOT AND DATA SYMBOL
BASED CHANNEL ESTIMATION

In the previous sections, we assumed that the desired chan-
nel hg is perfectly known. As mentioned, when we consider
the short packet transmission, the training period should also
be reduced to avoid an excessive amount of training overhead.
In this section, we propose a channel estimation technique
that jointly uses the pilot signals and data symbols to improve
channel estimation quality. In a nutshell, the proposed channel
estimation technique picks a small number of reliable data
symbols among all available data symbols.

Using the chosen data symbols (which we call virtual pilots)
together with the pilot signals in the re-estimation of the
channel vector, we achieve great improvement of the channel
estimation performance in the short packet regime.

A. The Joint Pilot and Data Symbol Based
Channel Estimation

Before we proceed, we briefly review conventional MMSE-
based channel estimation. The received pilot signals in the
training period are expressed as

J
1 1
y» = h{)P[(] ) 4 Zﬁjhjsj(' ) 4 p
=1

L
N N
Y& = hopy ™ + > g + 0™ (21
j=1

where y(") is the i-th observation, n” is the i-th noise, pg} is
the i-th pilot signal in the target transmit device, and N, is the
total number of pilot observations. The N, N x 1 vectorized
received pilot signals are

Y= Pﬂh{] + Zp (22)
where Pp = po ® Iy is NN x N-dimensional training
matrix with py = [p(]),...,png)]T, and z, =

(Z};l ﬁjhj551)+n(1))r___ (Zf=]ﬁjhjS§Np) +n(N,,))r T
1s the interference plus noise vector over the training
period. We assume that hy follows a circular symmetric
complex normal distribution, i.e., hg ~ CA((0, Chy) where
Chh = Cov (hg, hg). The MMSE weight matrix minimizing
the mean square error between the original channel vector ho
and the estimate hy = Wy, is [31]

W = Cov (ho, y,) Cov (Yp, ¥p)
= Elhoy, 1Ely,y, 1
= E[hoh{/P§ +hoz}]
x E[Pohohg/ P! + Pohoz! + z,h{'P§ + 2,211

-1
= CpP{! (P{)Chhl’f? + 'rplN) (24)

(23)

where (23) is due to Cov(a,b) = E[ab¥] — E[a]E[b¥]
and #p is the variance of the interference plus noise.” The
corresponding MMSE-based channel estimate hg is

- —1
o = CunP§’ (PoCunPfl +7pIn)  (Poho +12,)
= (NpCrh + npIn) ' CenP§ (Poho + 2,,)

—1
- (;—im + chh) Chi (ho + Nlppgfzp) . (25)
We observe from (25) that the estimated channel vector ﬁo
converges to the original channel vector hy as the training
period N, increases. This clearly demonstrates that there
would be a degradation in the channel estimation quality for
the short packet regime. To enhance the channel estimation
quality without increasing the pilot overhead, we exploit the
virtual pilots in the re-estimation of channels. Using the delib-
erately chosen virtual pilots together with the conventional
pilots, the channel is re-estimated, and the newly generated
channel estimate will be used for the symbol detection. When
N, data symbols are selected for the virtual pilot purpose,
the received signals are

J
y® = nosd"” + > s +n®
=1

J
Y(Nu) — h{)S{(]N") + Zﬁjhjsj('%) +nM) (26)
j=1
where y() is the i-th observation, n)) is the i-th noise, sc(,’.) is
the data symbol of the target transmit device, and s\ is the
data symbol of the j-th interferer. The N, N x 1 vectorized
virtual pilot observations can be expressed as

Yo = SOhD + (2?)
where So = sgp ® Iy (of size N,N x N) is the vir-
tual pilot matrix where sp = [s; ,...,sg\r")]]r is the data

symbol sequence and z, = [(Zf=]ﬁjhj5§l) +nM)T ...

(Z};l ﬁjhjsj(-N”) + n(N"))T]lr is the interference plus noise
signal vector in the virtual pilot transmission period. By
stacking the pilot observation vector y, and virtual pilot
observation vector y,, we obtain the composite observation

vector y. for the channel re-estimation as

_ ¥p — PO h Zp
ve= V] =[S+ 2]
The MMSE estimate of the proposed scheme is expressed as

f|0 = Cov (hg, y.) Cov (yc, y.c)_l Y
=z ly,

(28)

(29)

9Since it is hard to obtain exact variance Z}Ll ﬂ}Np + 02, we instead
use fp = JB*Np + 02 where f = d*/2 is obtained by using the cell-
radius d under the assumption that the interferers are closer to the receiver
(ie., B > ;). Thus, the channel estimation might be slightly pessimistic.
Also, the reason to treat interference as noise in (24) is because it is difficult
to acquire the covariance of the interference. Note that the MSE formula
in (37) is obtained under the assumption that hy as well as the interfering
channels are spatially uncorrelated.
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Transmit device

Y Constellation Channel
mapper encoder |
Channel
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-
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estimation estimation "| calculation decoder

N, virtual pilots

Ny symbols

110

Virtual pilot |

selection

Soft symbol
generation

Fig. 4. Block diagram of the receiver using virtual pilot and pilot signal in the re-estimation of the channel. Among all the data symbols, symbols with

small MSE are chosen as virtual pilots. Note that symbols with small MSE are green colored.

where
€ = Cov (ho, y¢)
= [ElhoyZ1 Elhoy[1] = [CmPE  CuSE] (30)

and
X = Cov (¥, ¥e)
Elypy,1 EIypy, ]
[E[m 71 Elyys ]]
_ [PuCth + npl PoCrnSY ] 1)
SoCrnP¢! Ao ® diag(Chp) + 7yl
Note that S = E[So] = So®Iy where S = [5(1) s

is obtained from the first order moment of s

ZSH

#c0 kl

[32] That is,

(1 + ¢} tanh (% L(cgfi)))
(32)

where © is a constellation set, C((;)k is the k-th coded bit,
Q is the number of (coded) bits mapped to a data symbol

é*} in 2€@-ary quadrature amplitude modulation (QAM) con-
stellations, and L(cg{}c) is the log-likelihood ratio (LLR) of
the k-th coded bit mapped from a data symbol s s\ Ap =
[Am A(N"}]T is the vector of the second order moments
of s glven by

2 = Ellsy

59 = Esi =

=2 0[]
) k=1
Plugging (29) and (30) into (28), we obtain the channel
estimate hg as
ﬁ{) = I:Chhl:'(‘;"ir Chhgé{]

PD(;thf)q + 1
S{)Chhl:'{‘;ir

0
%(l—l—cg}ctanh( L(c§)) )) (33)

PthhSé:’r
Ao ® diag(Chp) + #v

[

While the conventional MMSE estimate in (25) uses only the
received pilot sequence for the channel estimation, the pro-
posed channel estimator in (29) utilizes the most reliable
data symbols, i.e., the soft symbol estimate 5@ and second
order moments Ag, as virtual pilots. Clearly, reliability of
the soft symbols directly affects the quality of the proposed
channel estimation so that we need to choose virtual pilots
with caution.

B. Virtual Pilot Selection

Since the virtual pilots can improve the channel estimation
quality of the proposed method, the best way to select virtual
pilots would be to compare the performance metric (e.g., MSE
of the estimated channel) of all possible (ﬁj) data symbol
combinations and then choose the combination achieving
the minimum MSE. Since this procedure is computationally
demanding and hence not pragmatic, we use a simple subopti-
mal approach to compute the MSE when single data symbol is
used for the virtual pilot. Among all data symbols, we choose
the N,-best data symbols generating the smallest MSE as
virtual pilots (see Fig. 4). Although this approach does not
consider the correlation among virtual pilot symbols and hence
is not optimal, computational complexity is much smaller than
the approach using all possible symbol combinations. Also,
this approach is effective in improving the quality of channel
re-estimation.

Let ho"} be the estimated channel vector when the n-th data
symbol is used as a virtual pilot, then the MSE metric &,
for the hypothetical selection of the n-th data symbol is
expressed as

e = E [ lIho — b” 3] = (CO" (h” -9 [yzf;)]))
=tr (Cov (hg) — Cov (Qi_] I:;:é}]))
IS~ZH)

—tr (cOv (ho) — (34)
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where

o-on(u 1]

= | Ethoy1 Ethoy™1]

= [CthgH (fé"))*chh]

)

|: E[Yp)’ ] E[YPY(H)H] ]

(35)

and

E[y(ﬂ)yb'] E[y(ﬂ] t(J"”*]H]

(36)

PoCpn P + 71 (Sc(,;))*PuChh
(3 n})*Cthé" l{() Chn + 71

using yf, ) = (")hg —|—z( " is the virtual pilot observation vector
for the n-th data symbol. From (34), (35), and (36), &, is
expressed as (see Appendix)

7(n)

T
en=N(1—y2(1+ yp)T(Aé y?
+ny
o2 + 2 70 %
"\ S ot Em
1?.0 + Hv (110 + ’?V)
(i(n))z N2 2
55 T T @t Ny =D =)
('10 +??v) Vp 110 + 1y
(37)
where y, = N +rr Note that &, depends on the reliability of

soft decisions (1 e., the second order statistic of data symbol
1{()"} in (33)). Hence, in order to achieve the minimum MSE,
the desired data symbol maximizing :1(()") should be chosen as
the virtual pilot. Once &, for all n are computed, we choose
N, data symbols minimizing &, (see Fig. 7). Observations of
virtual pilots and normal pilots are used for the re-estimation
of the channel vector.

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, we evaluate the performance of the proposed
algorithm. In our setup, we assume that adjacent interfering
devices are randomly located on a square (of area 100 m?).
The target receiver is located at center and the target transmit
device is located 1 meter away from the receiver. The packet
size is set to 100 bits.'? As a performance measure, we con-
sider a packet error rate (PER). We assume that elements of
channel vector for each device are i.i.d. zero mean complex
Gaussian random variables with unit variance.

In our simulations, we study the performance of the follow-
ing receiver techniques:

1) MMSE receiver with estimated CSI (conventional

MMSE receiver) [15]: we set the interference training
period as K.

01n order to meet the stringent delay requirements, packet size of the
uRLLC use case is set to 100 ~ 200 bits [35], [36].

T [ == MMSE receiver with perfect CSI
..=.| = # = Proposed method with accurate VPS

- & - Proposed mathod with VPS

| = © - Proposed method with estimated CS|

<o | e MMSE recaiver with estimated CS|

I o
0 2 4 ] & 10 12 14 16 i1 20
SNR (dB)

Fig. 5. PER performance of receiver techniques as a function of SNR. We set
r=1/2, N=6,J =6, Np = 10, K = 10, Ny = 40, N); = 50, N, = 60,
Ny = 20.

2) Proposed method with estimated CSI: we set the inter-
ference training period as Ny = Np — Np,.

3) Proposed method with virtual pilot signals (VPS): we
choose N, -best virtual pilots with the smallest MSE for
the channel re-estimation.

4) Proposed method with accurate VPS: we use
Np-accurate data symbols as virtual pilots in the
re-estimation of the channel vector.

In Fig. 5, we plot the PER performance of all techniques
under consideration. In this simulations, we use the half
rate (r = :]!) convolutional code with feedback polynomial

1 + D + D? and feedforward polynomial 1 + D2.!! In the
proposed method, 20 data symbols are used as VPS (N, = 20).
We set J = 6 as dominant neighboring interfering devices.
We observe that the proposed method with VPS achieves more
than 2 dB gain over the conventional MMSE receiver at 103
PER point. We also observe that the addition of VPS achieves
more than 1 dB gain over the proposed method without VPS.

In Fig. 6, we plot the PER performance with code rate r = %

convolutional code with feedback polynomial 1+ D%+ D? and
feedforward polynomial 1 + D + D3. We observe from the
figure that the performance gain of the proposed method with
VPS is 2 dB over the conventional MMSE receiver and more
than 0.8 dB over the proposed method without VPS at 1073
PER point.

In Fig. 8, we plot the PER performance result of the
schemes we considered with polar code and convolutional
codes. We set the block length N}, as 64 since the block length
of the polar code should be always a power of 2. We observe
from the figure that the proposed method with polar code is
superior to the convolutional code based schemes. Specifically,
we observe that use of polar code will bring one dB over the
convolutional code at 10~ PER point.

Nn 10T systems, convolutional codes are preferred over turbo or LDPC
codes [5].
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2 4 6 &8 1w 12 ¥ 1% 18 2 2 24
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Fig. 6. PER performance of receiver techniques as a function of SNR. We set
r=3/4, N=6,J =6, Np =10, K = 10, Ny = 40, N; = 50, N, = 60,
Ny = 20.

+| === MMSE receiver with perfect CSI
= # = Proposed method with accurate VPS
.| = € = Proposed method with VPS

..+ | = © = Proposed method with estimated CSI
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Fig. 7. PER performance of receiver techniques as a function of SNR over

the Rician fading channel. Wesetr =1/2, N=6,J =6, Np = 10, K = 10,
Ng =40, N}; = 50, Np = 60, N, = 20.

We next consider the performance of the proposed method
over the Rician fading channel. Note that Rician fading
includes the line-of-sight (LOS) signal propagation, which
can be more general and realistic than Rayleigh fading [33].
In this simulations, we use the Rician K-factor K = 6 dB.
Due to the LOS components of the interference channels,
we observe from Fig. 7 that the performance of all receivers
under consideration is worse than the case using the Rayleigh
fading channel. From numerical results, the proposed method
with VPS is still effective and achieving more than 1.5 dB
gain over the conventional MMSE receiver at 10~3 PER point.
We also observe that the addition of VPS achieves around
0.8 dB gain over the proposed method without VPS.

In Fig. 9, we plot the throughput as a function of the number
of receive antennas N for temporally correlated channels.
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| = € = Proposed method with VPS {convolutional)
oy | === Propused method with estimated C51 (palar)
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-~
-~

Fig. 8. PER performance of receiver techniques as a function of SNR with
polar code and convolutional codes. We set r = 1/2, N =6, J = 6, Np = 10,
N}, =54, Ny = 64, N, = 20.

Throughput [bps]

—A— MMSE receiver with perfect CSI
- # - Proposed method with accurate VPS
- € - Proposed method with VPS

= © - Proposed method with estimated CS|
=—B— MMSE receiver with estimated CSI|

25
2 3 4 5 6 7 8 9 10
Number of receive antennas
Fig. 9. Throughput of receiver techniques as a function of number of

receive antennas N for temporally-correlated block fading channel. We set
SNR=0dB, r = 3, J =6, Ny = 10, K = 10, Ng = 40, N} = 50,
Np = 60, N, = 20.

We consider temporally correlated channels that are modeled
by a first order Gauss-Markov process [34] as h[k] = ¢h
[k—1]14++1— @'Zg[k] where g[k] is the innovation process,
which is modeled as having i.i.d entries distributed with
CN(0,1) and 0 = ¢ < 1 is the temporal correlation
coefficient. In this simulations, we use £ = 0.9881 for the
moderate mobile speed. To evaluate the throughput, we present
Monte-Carlo simulation results with 10000 iterations. Since
each iteration consists of 10 fading blocks, the maximum
throughput is about 5 Mbps. As observed in (7) and (15),
when the number of receive antennas N increases, the training
period used for the sample covariance matrix computation
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Fig. 10. Throughput of receiver techniques as a function of interfering devices
for temporally-correlated block fading channel. We set SNR = 10 dB, r = %,
N =6, Np =10, K =10, Ny = 40, N‘; =50, Np = 60, N, = 20.

42

E=N

Throughput [bps]

L
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| = # = Proposed method with accurate VPS
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| = © = Proposed method with estimated CSI
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Packet size

Fig. 11.  Throughput of receiver techniques as a function of N} for
temporally-correlated block fading channel. We set J = 6, SNR = 0 dB,
N =8, Np = 0.1Np, K = 0.1Np, Ng = 0.8Np, Ny = 0.9Np, Ny = 0.2Ny.

should also be increased to attain the target SINR. Thus, when
the interfering training period K is fixed, the scaling factor

1— %ﬁ decreases with the number of receiver antennas N.

As a result, we observe the throughput degradation on the con-
ventional MMSE receiver when number of receive antennas is
large (N > 7). Whereas, the throughput of the proposed VPS
scheme increases with the number of receive antennas N.

In Fig. 10, we plot the throughput as a function of the
number of adjacent interfering devices J. Since the accuracy
of the covariance matrix estimation deteriorates as the number
of interfering devices J grows large, we see that the throughput
decreases with J for all methods simulated. We observe that

the proposed method using VPS performs close to the MMSE
receiver using the perfect CSI (5 ~ 7% throughput loss) and
also provides 21% gain over the conventional MMSE receiver
when J < 30.

Finally, in Fig. 11, we show the throughput as a function
of packet size N,. We observe that the rate loss of the
proposed method over the MMSE receiver with perfect CSI
is around 6% ~ 13%, which is far better than the rate loss
of the conventional MMSE receiver (12% ~ 32%). These
results demonstrate that the proposed method has clear benefit
over the conventional MMSE receiver in the short packet
transmission.

VI. CONCLUSION

Short packet transmission systems are critical to fulfilling
the stringent low latency requirements of the fifth genera-
tion (5G) wireless standards. We proposed a receiver technique
suited to short packet transmission. Our work was motivated
by the observation that the insufficient training period resulting
from a small packet structure causes severe degradation in the
desired channel and interference covariance matrix estimation.
By exploiting reliable symbols in the data transmission period,
the proposed receiver algorithm achieves improved estimation
and eventual throughput gain. Although our study in this
work focused on the low latency communication, the main
concept can be readily extended to massive machine-type com-
munications scenario (mMTC use case) and high throughput
massive MIMO scenario (eMBB use case) of 5G wireless
communications. In both scenarios, the channel estimation
quality would be crucial to achieve the desired goal. Also a
noncoherent approach that does not rely on the pilot signal
might be alternative option for uRLLC communication.

APPENDIX
DERIVATION OF (37)

Recall from (34) that &, is given by

~=—1=H
s,,:[r(Cov(ho)—.QE & ) (38)
where
G = Cov (hu, [yy&]) = [cwPl Gycw| (9
o
and
< ¥p Yp
Y = Cov ,
([yﬁ")] [yﬂ”]])
[ PoCwPY + I PoCrn(Gy™)* 40
- —(ﬂ]c PH :?.(H)C Il (40)
Sy Lhnly o Chh + 7y
For convenience, we let
[@1 @] =[cukf G)Cu, (a1)
i Zi2] | PoCunPY 4+l PoCrn(Gy)* 1
S Enl| | s®cnpH 30 , (42)
5y CnnPy f?-u Chh + 7yl
and
-1
I'n T2 Zn X2
= , 43
[Tzl Fzz] [Ezl 222] “3)



then

'y T2 H
en =1tr| Cpp — |2 Q Q Q
\ (hh [ ﬂ[rn rn][l 2])
= tr(Cpp — SZ]F]]SZ]H — 22T ﬂ{f

—rpel — o, rpel). (44)

Using the inversion formula of partitioned matrices [20],
we have

T = (T — Z12%5 Tpy) !
T2=-3'202En - 2 )~
T2 = —%5)E21(Z11 — Z12X5,) o) !
Iy =(Zn— 30X ')} (45)
Using (45), we further have
@ T112f = CpnPg T11PoCr
@I ef = (_(n))*ChhrzlPoChh
@ rpef = ()Chhpo I'12Chn
QIrpel = ig)CthnChh- (46)
Using the matrix inversion lemma ((A—BD-1C)~! = A-1+
A~'B(D — CA~1B)CA~1) and noting that
® =Pz P
o = Pixi'P
— ;1(")):22
="z, 47

we further have

QT2 = Cop® (I + Chp WCip @' — (1{(;"))2(31111
X @' Cpp Cpp @) Chip

2021 2f = —Cpp W' Cip (1 + @' Cpp W Chyp, — (if)ﬂ))zq'fchh
x Chh @ ChpCpn) @' Chp

21T 122% = —Cpp® Cop (1 + ¥/ Cpp @Crypy — ¥/
x C3, W' C2, )W/ Cpyy

T = Cop W' (1 + Crp @ Crp W' — C2 W/ CZ, W) Chyp.

(48)

Under the assumption that there is no correlation among
receive antennas, Cp, = I, and hence (47) becomes

® = Pl (PoPY + n)Pg = N, (N, + np)1

N
@ = PH PP + 1) Py = — 21

Np +mp
W= ( (n))*l(ﬂ.(n)l—i— I}VI)S(H)I ("}(A(") + n )I
(n)
n . _ i
v = Y 101 + 4501 = —5—L (49
110 +?]v

Plugging (48) and (49) into (44) and after some manipulations,
we have

en = tr(l— ((@)2W/+ (@) ¥— ()2 (@) ¥/ +(@'))
+ (1) (V) + (V)2 — (I-0' 0 —20') V-0
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i 2 A5+
(m)\2 v 1y
—N(l ?p(1+}'p) (n) (’1 ) — ( —(n.]+ )
4y O oY aPe M
('_lg:)""?\')s ('_lg:)""?\')z Vp
;1(”}
+_(—(2}'p+N —1)—yp) (50)
l?- +’f\f
N
where y, = NP—J%.
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