
Exponential Separation between Shallow Quantum Circuits and
Unbounded Fan-In Shallow Classical Circuits

Adam Bene Watts∗

Massachusetts Institute of Technology
Cambridge, MA, United States

abenewat@mit.edu

Robin Kothari
Microsoft Research

Quantum Architectures and Computation group (QuArC)
Redmond, WA, United States
robin.kothari@microsoft.com

Luke Schaeffer2

Massachusetts Institute of Technology
Cambridge, MA, United States

lrs@mit.edu

Avishay Tal3

Stanford University
Stanford, CA, United States
avishay.tal@gmail.com

ABSTRACT

Recently, Bravyi, Gosset, and König (Science, 2018) exhibited a
search problem called the 2D Hidden Linear Function (2D HLF)
problem that can be solved exactly by a constant-depth quantum
circuit using bounded fan-in gates (or QNC0 circuits), but cannot
be solved by any constant-depth classical circuit using bounded
fan-in AND, OR, and NOT gates (or NC0 circuits). In other words,
they exhibited a search problem in QNC0 that is not in NC0.

We strengthen their result by proving that the 2D HLF prob-
lem is not contained in AC0, the class of classical, polynomial-size,
constant-depth circuits over the gate set of unbounded fan-in AND
and OR gates, and NOT gates. We also supplement this worst-case
lower bound with an average-case result: There exists a simple dis-
tribution under which any AC0 circuit (even of nearly exponential
size) has exponentially small correlation with the 2D HLF problem.
Our results are shown by constructing a new problem in QNC0,
which we call the Parity Halving Problem, which is easier to work
with. We prove our AC0 lower bounds for this problem, and then
show that it reduces to the 2D HLF problem.
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1 INTRODUCTION

One of the basic goals of quantum computing research is to iden-
tify problems that quantum computers can solve more efficiently
than classical computers. We now know several such problems,
such as the integer factorization problem, which we believe can be
solved exponentially faster on a quantum computer [23]. However,
running this algorithm requires a large general-purpose quantum
computer, which we do not yet have. Hence it is interesting to find
examples of quantum speedup using weaker models of quantum
computation, such as models with limited space or time, limited
gate sets, or limited geometry of interactions.

Shallow Quantum Circuits. One such model of quantum com-
putation that has been studied for over 20 years is the class of shal-
low or constant-depth quantum circuits [8, 9, 11, 15, 18, 19, 24, 26].
Such circuits may be viewed as parallel quantum computers with
a constant running time bound. Several variations on this theme
have been studied (see [2] for a survey of older results), and in
recent years there has been a resurgence of interest [3, 5, 7, 16, 25]
in constant-depth quantum circuits, for at least two reasons.

First, shallow quantum circuits are well motivated from a prac-
tical perspective, as we might actually be able to implement such
circuits on near-term quantum computers! In the current era of
Noisy Intermediate-Scale Quantum (NISQ) computers, due to high
error rates of quantum gates, we are limited to running quantum
algorithms for a short amount of time before errors accumulate and
noise overwhelms the signal. Hence we seek interesting problems
that can still be implemented by limited quantum hardware.

Second, constant-depth circuits (either classical or quantum) are
very interesting to theoretical computer scientists, as it is possible
to prove unconditional impossibility results. For example, while
we strongly believe that the factoring problem mentioned above
requires exponential time on a classical computer, we cannot prove
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this. On the other hand, many of the early successes of complex-
ity theory involved exhibiting explicit functions that could not be
computed by constant-depth classical circuits [1, 10, 13, 29]. In-
deed, constant-depth circuits remain the frontier of circuit lower
bounds and an active area of research in classical complexity theory
today [20, 28].

This motivates the search for problems that can be solved by
constant-depth quantum circuits, while being hard for constant-
depth (or even more powerful) classical circuits.

PriorWork. While there has been prior work on establishing the
power of shallow quantum circuits assuming complexity theoretic
conjectures [3, 26], this work is not directly related to our work as
we prove unconditional lower bounds.

In this realm the most relevant result is the recent exciting result
of Bravyi, Gosset, and König [5], who defined a search or relational
problem1 called the 2D Hidden Linear Function (2D HLF) problem.
(We define this problem in Section 4.) The 2D HLF problem can
be solved by a constant-depth quantum circuit that uses bounded
fan-in quantum gates. Indeed, the quantum circuit solving 2D HLF
can be implemented on a 2-dimensional grid of qubits with spatially
local quantum gates.

Furthermore, Bravyi, Gosset, and König [5] show that the 2DHLF
problem cannot be solved by any constant-depth classical circuit
using unbounded fan-out and bounded fan-in gates. Their lower
bound even holds when the classical circuit is allowed to sample
from an arbitrary probability distribution on polynomially many
bits that does not depend on the input. (In complexity theory, this
resource is called łrandomized advice.ž) More formally, the class
of classical circuits of polynomial-size, constant-depth, unbounded
fan-out, and bounded fan-in gates is called NC0.2 An NC0 circuit
with the additional ability to sample from any probability distribu-
tion on polynomially many bits that is independent of the input,
but that can depend on the input size, is called anNC0/rpoly circuit.
The class of polynomial-size, constant-depth quantum circuits with
bounded fan-in gates is called QNC0. Note that because quantum
gates have the same number of inputs and outputs, QNC0 circuits
also have bounded fan-out, unlike classical NC0 circuits, which
have unbounded fan-out.

With this notation, we can now summarize the Bravyi et al. result
as follows [5].

Theorem (Bravyi, Gosset, and König). The 2D HLF prob-

lem can be solved exactly by a QNC0 circuit on a 2D grid, but no

NC0/rpoly circuit can solve the problem with probability greater than

7/8 on every input.

The fact that the separating problem in [5] is a search problem
and not a function (or decision) problem is unavoidable, since any
function in QNC0 has output bits that only depend on a constant

1A search or relational problem can have many valid outputs for a given input,
unlike a function problem that has exactly one valid output. A decision problem is a
function problem with a 1-bit output.

2In this paper, we will employ a common abuse of notation and use class names
like NC0 and AC0 to generally talk about a type of circuit, as opposed to decision
problems solved by such circuits. Hence, for example, we speak of łdecision problems
in AC0ž and łsearch problems in AC0ž although formally AC0 would be the class of
decision problems solved by such circuits, and FAC0 would be the class of search
problems solved by such circuits.

number of input bits, due to the bounded fan-in gates, and hence
such a function would also be in NC0.

This result was also recently improved by Coudron, Stark, and
Vidick [7], and (independently) Le Gall [16], who extended the
lower bound to an average-case lower bound. As opposed to saying
that no NC0 circuit can solve the problem on all inputs, an average-
case hardness result says that no NC0 circuit can solve the problem
even on some fraction of the inputs.3 These results show that no
NC0 circuit can solve the problem with input size n on an exp(−nα )
fraction of the inputs for some α > 0.

MainResult. In this work, we strengthen these results and prove
a strong average-case lower bound for the 2D HLF problem against
the class AC0. AC0 is a natural and well-studied class that gener-
alizes NC0 by allowing the circuit to use unbounded fan-in AND
and OR gates. Note that NC0 ⊊ AC0 because AC0 can compute
functions that depend on all bits, such as the logical OR of all its
inputs, whereas NC0 cannot. Our main result is the following.

Theorem 1. The 2D HLF problem on n bits cannot be solved by

an AC0 circuit of depth d and size at most exp(n1/2d ). Furthermore,

there exists an (efficiently sampleable) input distribution on which

any AC0 circuit (or AC0/rpoly circuit) of depth d and size at most

exp(n1/2d ) only solves the 2D HLF problem with probability at most

exp(−nα ) for some α > 0.

Thus our result proves a separation against a larger complexity
class and implies the worst-case lower bound of Bravyi, Gosset,
and König [5]. It also implies the average-case lower bounds of
Coudron, Stark, and Vidick [7] and Le Gall [16].

1.1 High-Level Overview of the Main Result

We now describe the problems we study en route to proving Theo-
rem 1 and give a high-level overview of the proof.

Theorem 1 is proved via a sequence of increasingly stronger
results. We first introduce a problem we call the Parity Halving
Problem (PHP). PHP is not in QNC0, but it can be solved exactly
by a QNC0/qpoly circuit, which is a QNC0 circuit with quantum
advice. Similar to randomized advice, a circuit class with quantum
advice is allowed to start with any polynomial-size quantum state
that is independent of the input, but can depend on the input length.
For the Parity Halving Problem (and other problems introduced
later), the quantum advice state is a very simple state called the
cat state, which we denote by | n⟩ := 1√

2
(|0n⟩ + |1n⟩). We denote

the subclass of QNC0/qpoly where the advice state is the cat state
QNC0/ .

Here’s a bird’s eye view of our proof: Our first result establishes
that PHP is in QNC0/ , but any nearly exponential-size AC0 cir-
cuit only solves the problem with probability exponentially close
to 1/2. Next we define a new problem called the Relaxed Parity
Halving Problem on a grid (Grid-RPHP), which is indeed in QNC0,
but any nearly exponential-size AC0 circuit only solves the problem
with probability exponentially close to 1/2. We then define parallel
versions of these two problems, which we call Parallel-PHP and
Parallel Grid-RPHP. We show that Parallel-PHP ∈ QNC0/qpoly

3Note that [5, Appendix C.3] already shows mild average-case hardness for this
problem.
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and Parallel Grid-RPHP ∈ QNC0, but any nearly exponential-size
AC0 circuit only solves these problems with exponentially small
probability.4 Finally we show that Parallel Grid-RPHP can be re-
duced to 2D HLF, and hence our lower bound applies to 2D HLF as
well. We now describe these problems and our proof techniques in
more detail.

Parity Halving Problem. In the Parity Halving Problem on n

bits, which we denote by PHPn , we are given an input string x ∈
{0, 1}n promised to have even parity: i.e., the Hamming weight of
x , denoted |x |, satisfies |x | ≡ 0 (mod 2). The goal is to output a
string y ∈ {0, 1}n that satisfies

|y | ≡ |x |/2 (mod 2). (1)

In other words, the output string’s Hamming weight (mod 2) is half
of that of the input string. Note that |x |/2 is well defined above
because |x | is promised to be even. An alternate way of expressing
this condition is that |y | ≡ 0 (mod 2) if |x | ≡ 0 (mod 4) and |y | ≡ 1
(mod 2) if |x | ≡ 2 (mod 4).

We show in Section 2 that PHP can be solved with certainty
on every input by a simple depth-2 QNC0/ circuit. A quantum
circuit solving PHP on 3 bits is shown in Figure 1. The circuit has
one layer of controlled phase gates followed by Hadamard gates on
the output qubits, followed by measurement.

Although the problem is easy for constant-depth quantum cir-
cuits, we show that even an exponential-size AC0/rpoly circuit
cannot solve the problem on the uniform distribution (over valid
inputs) with probability considerably better than 1/2, which is triv-
ially achieved by the circuit that outputs the all-zeros string on all
inputs.

Theorem 2 (PHP). The Parity Halving Problem (PHPn ) can be

solved exactly by a QNC0/ circuit. But on the uniform distribution

over all valid inputs (even parity strings), any AC0/rpoly circuit of
depth d and size at most exp

(
n

1
2d

)
only solves the problem with

probability 1
2 + exp(−nα ) for some α > 0.

Note that the parameters of the AC0 lower bound in this theorem
are essentially optimal, since the parity function on n bits can be

computed by a depth-d AC0 circuit of size exp
(
n

1
d−1

)
[13, Theorem

2.2]. Once we can compute the parity of the input bits, it is easy to
solve PHP.

x1

x2

x3

| 3⟩
S

S

S

H

H

H

x1

x2

x3

y1

y2

y3

Figure 1: Quantum circuit for the Parity Halving Problem

on 3 bits, PHP3.

4This proof is only found in the full version of the paper.

Since the quantum circuit for PHP is simple, it is clear that the
difficult part of Theorem 2 is the AC0 lower bound. One reason for
this difficulty is that if we allowed the output string y in PHP to be
of quadratic size, then there is a simple depth-1 NC0 circuit that
solves this problem! The circuit simply takes the AND of every pair
of input bits and outputs this string of size

(n
2

)
. A simple calculation

shows that the Hamming weight of this string will be
( |x |
2

)
, which

satisfies the conditions of the problem. Hence to prove the AC0

lower bound, the technique used has to be sensitive to the output
size of the problem. However, traditional AC0 lower bound tech-
niques were developed for decision problems, and do not explicitly
take the output size of the problem into account. Hence we modify
some known techniques and establish the this lower bound in three
steps.

First, we use Håstad’s switching lemmas [13, 14], or more pre-
cisely a recent refinement of it due to Rossman [22]. However,
directly using the result of Rossman off the shelf gives us a weaker
result than Theorem 2; we are only able to establish the theorem
with a quasi-polynomially small correlation instead of the exponen-
tially small correlation in Theorem 2. To obtain the result we want,
we refine Rossman’s result to work better for multi-output func-
tions (Lemma 12). This result is quite technical, but the conceptual
ideas already appear in the works of Håstad [14] and Rossman [22].
Applying this switching lemma reduces the problem of proving an
average-case AC0 lower bound to that of showing an average-case
NC0 lower bound for a modified version of the Parity Halving Prob-
lem. This modified version of the problem is similar to PHP, except
it has n inputs and slightly more (say, n1.01) outputs.

Our second step is to use a combinatorial argument to reduce
this question to showing an average-case lower bound against NC0

circuits with locality 1 (i.e., where each output only depends on a
single input) for a further modified version of PHP.

The third and final step is to show thatNC0 circuits with locality
1 cannot solve this modifed PHP on a random input. We prove this
by generalizing known lower bounds in the literature on quantum
non-local games. Specifically we generalize lower bounds present
in the work of Mermin [17], and Brassard, Broadbent, and Tapp [4].

This proof is presented in Section 2. We first prove the lower
bound againstNC0 circuits of locality 1 in Section 2.2, then show the
lower bound against general NC0 circuits in Section 2.3, and finally
prove the switching lemma and conclude the proof of Theorem 2
in Section 2.4.

Now Theorem 2 is weaker than what we want (Theorem 1) in
two ways. Aside from the fact that the lower bound is for a problem
different from the 2D HLF problem, the problem in Theorem 2 is in
QNC0/ and not QNC0, and the correlation lower bound is close
to 1/2 instead of being exponentially small. We now tackle the first
problem and get rid of the cat state.

Relaxed Parity Halving Problem. Since the cat state cannot
be constructed inQNC0 (proved in Theorem 14), we have to modify
the Parity Halving Problem to get by without a cat state.

Although we cannot create the cat state in QNC0, we can con-
struct a state we call a łpoor man’s cat state,ž which is the state

1√
2

(
|z⟩ + |z̄⟩

)
, (2)
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where z ∈ {0, 1}n is a bit string and z̄ denotes its complement.
When z = 0n , this is indeed the cat state, but in general this is some
entangled state that can be converted to the cat state by applying
the X gate to some subset of the qubits.

Interestingly, we can create a poor man’s cat state in QNC0 for a
uniformly random z. Here is one simple construction. First arrange
the n qubits on a line and set them all to be in the |+⟩ state. Then
in a separate set of n − 1 qubits, compute the pairwise parities of
adjacent qubits. In other words, we store the parity of qubit 1 and
2, 2 and 3, 3 and 4, and so on until qubit n − 1 and n. And then we
measure these n − 1 qubits, and denote the measurement outcomes
d1, . . . ,dn−1, which we will call the łdifference string.ž It is easy to
verify that if all the di = 0, then the resulting state is indeed the cat
state. In general, for any d ∈ {0, 1}n−1, the resulting state is a poor
man’s cat state, and z can be determined from the string d up to
the symmetry between z and z̄. Since z and z̄ are symmetric in the
definition of the poor man’s cat state, let us choose the convention
that z1 = 0. Now we can determine the remaining zi from d using
the fact that d1 = z1 ⊕ z2 = z2, d2 = z2 ⊕ z3, and so on until
dn−1 = zn−1 ⊕ zn . Note that because of this construction, some zi
depend on many bits of di . For example, zn is the parity of all the
bits in d .

This construction of the poor man’s cat state easily generalizes
to graphs other than the 1D line. We could place the n qubits on a
balanced binary tree and measure the parity of all adjacent qubits,
and hence get one di for every edge in the tree. If we call the root
node z1 = 0, then the value of any zi will be the parity of all di on
edges between vertex i and the root. In this case each zi depends on
at most logn bits of di . Similarly, we can choose a 2D grid instead of
a balanced binary tree, and set the top left qubit to be z1 = 0. Then
each zi will depend on at most 2

√
n bits of d . This grid construction

is described more formally in Section 3.1.
Now there’s an obvious strategy to try: Simply use a poor man’s

cat in our quantum circuit for PHP instead of using an actual cat
state, and redefine the problem to match the output of this quantum
circuit! So we simply run the circuit in Figure 1 on a poor man’s
cat state 1√

2

(
|z⟩ + |z̄⟩

)
and see what the quantum circuit outputs.

Unfortunately the output depends on z, but the poor man’s cat state
has been destroyed by the circuit and we do not have a copy of z
around. But we do still have the string d from which it is possible
to recover z, although this may not be computationally easy since
a single bit of z may depend on a large number of bits of d . More
subtly, a single bit of d may be involved in specifying many bits of
z, which is also a complication for circuits without fan-out. Instead
of trying to recover z, we can just modify the problem to include d
as an output. The problem will now have two outputs, one original
output y, and a second output string d , which is the difference
string of the z in the poor man’s cat state. This is the Relaxed Parity
Halving Problem, which is more formally defined in Section 3.2.

More precisely, the Relaxed Parity Halving Problem, or RPHP,
depends on the choice of the underlying graph, and is well defined
for any graph. We choose the 2D grid to get a problem that reduces
to 2D HLF.5 We call this problem Grid-RPHP.

5Picking the balanced binary tree would give better parameters, but qualitatively
similar results. We choose the 2D grid to obtain .

We show in Section 3.2 that Grid-RPHP can be solved by the 2D
QNC0 circuit we described, but even a nearly exponentially large
AC0 circuit cannot solve the problem with probability significantly
larger than 1/2 on the uniform distribution over valid inputs.

Theorem 3 (Grid-RPHP). Grid-RPHPn can be solved exactly by

a QNC0 circuit on a 2D grid. But on the uniform distribution over

all valid inputs (even parity strings), any AC0 circuit (or AC0/rpoly
circuit) of depth d and size at most exp(n1/2d ) can solve the problem

with probability at most 1
2 + exp(−nα ) for some α > 0.

Note that just like Theorem 2, the lower bound here is essentially
optimal, since the parity function itself can be computed by a depth-

d AC0 circuit of size exp
(
n

1
d−1

)
[13, Theorem 2.2].

Our separation essentially works for any graph with sublinear
diameter, such as the grid or the balanced binary tree, but not the
1D line. In fact, when the underlying graph is the 1D line, RPHP
becomes easy to solve, even for NC0 circuits.6

We prove Theorem 3 by showing a reduction from the Par-
ity Halving Problem with input size n and output size O(n3/2) to
Grid-RPHP. This version of PHP is indeed hard for AC0 circuits and
this result follows from the work done in Section 2. This reduction
and theorem are proved formally in Section 3.2.

Now Theorem 3 is still weaker than what we want (Theorem 1).
The correlation lower bound is still close to 1/2 and not exponen-
tially small. We fix this issue using a simple idea.

Parallel Grid-RPHP. Let Parallel Grid-RPHP be the problem
where we are given many instances of Grid-RPHP in parallel and
are required to solve all of them correctly. For this problem the
quantum circuit is obvious: Simply use the quantum circuit for
Grid-RPHP for each instance of the problem. Clearly if the quan-
tum circuit solves each instance correctly, it solves all of them
correctly. But since a classical circuit only solves an instance with
some probability close to 1/2, we expect that solving many copies
of the problem gets much harder.

Theorem 4 (Parallel Grid-RPHP). Parallel Grid-RPHPn can be

solved exactly by a QNC0 circuit on a 2D grid. But on the uniform

distribution over all valid inputs (even parity strings for each instance

of Grid-RPHP), any AC0 circuit (or AC0/rpoly circuit) of depth d

and size at most exp(n1/2d ) can solve the problem with probability

at most exp(−nα ) for some α > 0.

This proof of Theorem 4 is left to the full version of this paper.
Note Theorem 4 looks very similar to Theorem 1, except that the
hardness is shown for Parallel Grid-RPHP and not the 2D HLF
problem.

Reduction to the Hidden Linear Function problem. The fi-
nal step of our program is carried out in Section 4. First we show in
Theorem 19 that the Relaxed Parity Halving Problem (for any graph
G) can be reduced to the Hidden Linear Function problem (not nec-
essarily the 2D HLF). In particular, our proof shows that Grid-RPHP
reduces to the 2D HLF problem, which we prove in Corollary 21.
This reduction along with Theorem 4 implies Theorem 1.

6One can output y = 0n and di = xi for all i ∈ {1, . . . , n − 1} to solve the
Relaxed Parity Halving Problem on the 1D line.
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1.2 Additional Results

We also consider the question of showing a separation between
QNC0 and AC0[2], where AC0[2] is AC0 with unbounded fan-in
XOR gates. We implement the first two steps of the strategy above,
where we come up with a problem in QNC0/ that cannot be
solved by an AC0[2] circuit, even on a o(1) fraction of the inputs.
But we do not know how to remove the reliance on the cat state in
this setting. These results are left for the full version of this paper.

1.3 Discussion and Open Problems

Our main results show that there is a search problem (either the 2D
HLF problem or the Parallel Grid-RPHP) inQNC0 that is not inAC0,
and that there is a search problem (Parallel PBP) inQNC0/ that is
not in AC0[2]. One open problem is to generalize both separations
and show that there is a search problem in QNC0 that is not in
AC0[2], or more generallyAC0[p] for any primep. This is essentially
the frontier of circuit lower bounds, and it will be difficult to go
further without radically new techniques.

One could try to achieve a quantum advantage using evenweaker
classes thanQNC0 or classes incomparable toQNC0. The recent re-
sult of Raz and Tal [21] exhibits a decision problem in BQLOGTIME

(bounded-error quantum logarithmic time) that is not in AC0. Note
that as classes of search problems, BQLOGTIME and QNC0 are in-
comparable, since both can solve search problems the other cannot.

It is also interesting to note that all the separations using QNC0

that make the circuit geometrically local use 2 dimensions. Is there
a search problem that can be implemented by a 1D QNC0 circuit
that is not in NC0 or even AC0. On the flip side, perhaps 1D QNC0

is not very powerful and can be classically simulated. On that note,
can we upper bound the power of QNC0 in terms of some classical
complexity class that does not also upper bound the power of BQP?

2 PARITY HALVING PROBLEM

Recall the Parity Halving Problem from the introduction. We now
define a more general version of the problem with n input bits and
m output bits.

Problem 1 (Parity Halving Problem, PHPn,m ). Given an input
x ∈ {0, 1}n of even parity, output a string y ∈ {0, 1}m such that

|y | ≡ 1

2
|x | (mod 2). (3)

Alternately, y must have even parity if |x | ≡ 0 (mod 4) and odd
parity if |x | ≡ 2 (mod 4). We also define PHPn to be PHPn,n .

The main result of this section is to show this problem is in
QNC0/ , but not AC0/rpoly. We now restate this result (Theo-
rem 2) more formally:

Theorem 2 (formal). The Parity Halving Problem (PHPn ) can
be solved exactly by a depth-2, linear-size quantum circuit starting

with the | n⟩ state. But on the uniform distribution over all valid

inputs (even parity strings), any AC0/rpoly circuit of depth d and

size s ≤ exp
(
n

1
2d

)
only solves the problem with probability 1

2 +

exp(−n1−o(1)/O(log s)2(d−1)).
We prove this theorem in several parts. First we prove the quan-

tum upper bound in Section 2.1 (Theorem 5). The lower bound on
AC0 circuits via a sequence of incrementally stronger lower bounds,

culminating in the claimed lower bound. We start in Section 2.2
by showing a lower bound (Theorem 6) for a very simple class of
circuits, NC0 circuits of locality 1, i.e., NC0 circuits where every
output is an arbitrary function of exactly one input bit. We then
extend the lower bound to arbitrary NC0 circuits in Section 2.3
(Theorem 8), and to AC0 circuits in Section 2.4 culminating in the
AC0 lower bound for PHPn,m in Theorem 13, from which the lower
bound in Theorem 2 follows straightforwardly by settingm = n.

2.1 Quantum Upper Bound

Before we get into the details of the proof, let us motivate the
problem. Observe that the problem naturally defines an interest-
ing n-player cooperative non-local game, which we call the Parity
Halving Game. In this game, there are n players, and each player
gets one of the n input bits and outputs a single bit, with no commu-
nication with the other players. The input and output conditions
are the same as in PHPn : The input is promised to be of even Ham-
ming weight, and the players win the game if their output’s parity
satisfies the condition in Problem 1.

Because the players are not allowed to communicate, the strate-
gies permitted in the non-local game are far more restricted than
an AC0 circuit or even an NC0 circuit for PHPn since each output
bit is only allowed to depend on one input bit. We will call this
model NC0 with locality 1.

Now that we have defined a game, we can study the probability
of success for classical players versus the probability of success for
quantum players who share entanglement before the game begins.
In fact, when n = 3, the Parity Halving Game coincides with the
well-known Greenberger-Horne-Zeilinger (GHZ) game [12]. It is
known that quantum players sharing entanglement, and specifically
the state | 3⟩ = 1√

2
(|000⟩ + |111⟩), can always win the GHZ game

with certainty, but classical players can win the GHZ game with
probability at most 3/4.

This n-player generalization of the GHZ game is very natural
and quantum players can win the Parity Halving Game exactly
using a | n⟩ state. This game has been studied before, and we
are aware of two other works that analyze this game: the first by
Mermin [17], and the second by Brassard, Broadbent, and Tapp [4].
Both papers exhibit the quantum strategy that wins perfectly and
argue that classical strategies fail (as we do in the next section).

The strategy for winning the 3-player GHZ game generalizes
to yield a perfect strategy for winning the n-player game as well,
which yields a depth-2 linear-size quantum circuit for PHPn . We
now describe the quantum strategy and the corresponding constant-
depth quantum circuit.

Theorem 5 (Quantum circuit for PHPn ). The Parity Halv-

ing Problem (PHPn ) can be solved exactly by a depth-2, linear-size
quantum circuit starting with the | n⟩ state.

Proof. We describe this circuit in the language of the n-player
Parity Halving Game described above. The circuit is depicted in Fig-
ure 1 (on page 3). Let the input to the ith player in the Parity Halving
Game be called xi , and their output be called yi . In our protocol,
the players will share an n-qubit cat state | n⟩ = 1√

2
(|0n⟩ + |1n⟩),

and each player receives one qubit of the cat state at the beginning.
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Each player starts by applying a phase gate, S =
(
1 0
0 i

)
, to their

qubit of the cat state if their input bit is 1. If their input bit is 0, they
do nothing. In other words, the player applies a control-S gate with
xi as the source and their qubit of the cat state as the target. After
this step, the cat state has been transformed to

1√
2

(
|0n⟩ + i |x | |1n⟩

)
. (4)

But since x has even parity, this state is either | n⟩ or the łminus
cat statež 1√

2
(|0n⟩ − |1n⟩). Wewill denote this state byZ | n⟩ since

this is the state one obtains by applying the Z =
(
1 0
0 −1

)
gate to any

one qubit of the cat state. When |x | ≡ 0 (mod 4), this state will
be | n⟩ and when |x | ≡ 2 (mod 4), this will be Z | n⟩. Note that
| n⟩ and Z | n⟩ are orthogonal states.

Finally, each player applies the Hadamard gate H = 1√
2

( 1 1
1 −1

)
to their qubit of the cat state, measures the qubit, and outputs that
as yi . The operator H ⊗n maps the cat state | n⟩ to a uniform
superposition over even parity strings, and maps Z | n⟩ to a uni-
form superposition over odd parity strings. This follows from the
following equations:

H ⊗n |0n⟩ = 1√
2n

∑
x ∈{0,1}n

|x⟩, and (5)

H ⊗n |1n⟩ = 1√
2n

∑
x ∈{0,1}n

(−1) |x | |x⟩. (6)

Thus, when the players measure their qubits, they will get either
a random even parity string when |x | ≡ 0 (mod 4) or a random
odd parity string when |x | ≡ 2 (mod 4), as desired. □

Note that the idea of inducing a relative phase proportional to
the Hamming weight of a string is studied more generally and
called łrotation by Hamming weightž in [15].

2.2 Lower Bound for NC0 Circuits of Locality 1

We now discuss the success probability of classical strategies for the
Parity Halving Game. This was already studied byMermin [17], and
Brassard, Broadbent, and Tapp [4]. Both papers argue that classical
strategies only succeed with probability exponentially close to 1/2
on the uniform distribution over even-parity inputs.

We reprove these lower bounds on the Parity Halving Game and
also prove lower bounds for a restricted version of the game. In the
restricted version of the game we only consider inputs consistent
with some restriction of the input bits, i.e., where the values of some
input bits have been fixed and are known to all the players, and we
only consider all even-parity inputs consistent with this fixing of
input bits. We need this generalization later on in the proof since
some input bits will be fixed by a random restriction in the AC0

lower bound argument.

Theorem 6 (Classical lower bound for the Parity Halving

Game). On the uniform distribution over even-parity strings, the

success probability of any classical strategy for the Parity Halving

Game with n players is at most 1
2 + 2

−⌈n/2⌉ .
Now consider the restricted Parity Halving Game with n players,

where d of the input bits have fixed values known to all players. On

the uniform distribution over even-parity strings consistent with the

fixed input bits, the success probability of any classical strategy is at

most 1
2 + 2

−⌈(n−d )/2⌉ .

Proof. We start with the lower bound for the unrestricted Parity
Halving Game. Since we consider classical strategies against a fixed
input distribution, we can without loss of generality only consider
deterministic strategies. This is because a randomized strategy is
simply a probability distribution over deterministic strategies, and
we can pick the strategy that does the best against the chosen input
distribution. (This is the easy direction of Yao’s minimax principle.)

Since each player only has one input bit xi , and one output bityi ,
there are only four deterministic strategies: output yi = 0, yi = 1,
yi = xi , or yi = xi ⊕ 1. In any case, each yi is a degree-1 polynomial
(over F2) in xi . It follows that the parity of the outputs,

⊕n
i=1 yi ,

can be expressed as multivariate linear polynomial in x1, . . . ,xn ,
say a + b · x for some a ∈ F2 and b ∈ F

n
2 . We want to upper bound

the success probability of any such strategy.
Now consider the function f (x) = ℜ(i |x |). We have

f (x) =


1 if |x | ≡ 0 (mod 4)
−1 if |x | ≡ 2 (mod 4)
0 otherwise.

(7)

The function f (x) matches the parity of the output bits (as ±1) of
the PHPn function on an input x . More precisely, f (x) gives the
correct parity (as ±1) when x satisfies the promise of PHPn , and
evaluates to 0 for inputs outside the promise.

It follows that the product (−1)a+b ·x f (x) is 1 if the strategy
corresponding to a + b · x is correct, −1 if it is incorrect, and 0 on
inputs that are outside the promise. We define the correlation χ

of a classical strategy as the absolute value of the fraction of valid
inputs on which it is correct minus the fraction of valid inputs on
which it is incorrect. We can compute this quantity as follows:

χ =

����� E
x ∈Fn2 :

∑
i xi=0

[
(−1)a+b ·x f (x)

] ����� (8)

=

������
1

2n−1
∑
x ∈Fn2

(−1)a+b ·xℜ(i |x |)

������ (9)

≤ 1

2n−1

������ℜ
©­«

∑
x ∈Fn2

(−1)b1x1+· · ·+bnxn · ix1+· · ·+xn ª®¬
������ (10)

=

1

2n−1

������ℜ
©­«

∑
x1∈F2

(−1)b1x1ix1 · · ·
∑

xn ∈F2

(−1)bnxn ixn ª®¬
������ (11)

=

1

2n−1

���ℜ (
(1 + i1+2b1 ) · · · (1 + i1+2bn )

)��� . (12)

That is, we want to know the real part of a product of n terms, each
of which is 1 ± i . Since 1 ± i is

√
2 times a primitive eighth root

of unity, the product is 2n/2 times an eighth root of unity. After
factoring out the

√
2 from each term, we have to determine the

possible values of the product of n numbers of the form 1√
2
(1 ± i).

When n is even, their product must lie in the set {±1,±i}, and when
n is odd it must lie in the set ±1±i√

2
. In both cases, we see that the

real part of the product is either 0 or ±2 ⌊n/2⌋ , so the correlation is
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χ = 0 or χ = 2−⌈n/2⌉+1. Since the success probability is (1 + χ )/2,
this proves the first part of the theorem.

Now let us move on the to restricted version of the game and
fix some of the inputs. If some individual bit x j is restricted, then

the term
∑
x j ∈F2

(−1)bjx j ix j in the analysis above becomes either

1 or (−1)bj i . This term is a fourth root of unity, so it does not
contribute to the magnitude of the product, since the fourth roots
of unity have magnitude 1. Furthermore, it does not change the set
of potential phases, since both the sets above are invariant under
multiplication by a fourth root of unity. Since the constraint also
halves the number of possible inputs, the effect on the correlation
is the same as just removing that bit. In other words, χ is at most
2−⌈(n−d )/2⌉+1. It follows that the success probability of a classical
strategy is

1 + χ

2
=

1

2
+ 2−⌈(n−d )/2⌉

. (13)
□

It is interesting to note that for the unrestricted game, Brassard,
Broadbent, and Tapp [4] show that there are strategies matching
this upper bound.

2.3 From NC0 Circuits of Locality 1 to General
NC0 Circuits

We can viewNC0 circuits as a more powerful model of computation
than the game considered in the previous section. Now each player
is allowed to look at the input bits of a constant number of other
players before deciding what to output. For example, the players
could band together into constant-sized groups and look at all the
other bits in the group to make a slightly more informed choice.
However, intuitively it seems that the players cannot do much
better than before. We will show this formally by proving that NC0

circuits cannot solve PHPn .
First, we define some terms. Fix a circuit C and define the inter-

action graph of the circuit C to be a bipartite graph on the input
bits and output bits where there is an edge from an input bit xi
to an output bit yj if there is a path from xi to yj in the circuit C
(i.e., if xi can affect yj in C). The neighborhood of a vertex in this
graph is sometimes called its light cone. That is, the light cone of an
output bit, LC(yi ), is the set of input bits which can affect it, and
the light cone of an input bit, LC(xi ) is the set of output bits which
it can affect. For example, if all gates have fan-in 2, then the light
cone of any output bit in a circuit of depth d is of size at most 2d .
In general, we say that a circuit C has locality ℓ if the light cone of
any output bit is of size at most ℓ.

Note that while the fan-in of gates sets an upper bound on the
light cone of an output bit, the fan-out sets an upper bound for the
light cone of input bits. In all the classical circuit classes we study
in this paper, fan-out is unbounded, hence even in a constant-depth
circuit one input bit can affect all output bits.

Proposition 7. LetC be a circuit with n inputs,m outputs, and lo-

cality ℓ. There exists a subset of inputs bits S of size Ω
(
min

{
n, n2

ℓ2m

})
such that each output bit depends on at most one bit from S .

Proof. Since each output bit has a light cone of size at most ℓ,
the interaction graph has at most ℓm edges. This implies that, on
average, an input bit has a light cone of size ℓm

n . Our goal is to

find a set of input bits S such that their light cones are pairwise
disjoint, since then the light cone of any output contains at most
one element of S .

Consider the intersection graph between input variables. That
is, we consider the graph on x1, . . . ,xn , where xi is connected to
x j if their light cones intersect. A variable xi that had degree d in
the original graph has degree at most dℓ in the intersection graph,
since each output vertex has locality ℓ. Hence the average degree

in the intersection graph, denoted by D, is at most ℓ2m
n . By Turán’s

theorem, in any graph on n vertices with average degree at most D
there exists an independent set of size at least n/(1 + D). Thus, we
get a set S ⊆ {x1, . . . ,xn } of size Ω

(
min

{
n, n2

ℓ2m

})
such that the

light cones of every pair of input bits in S do not intersect. □

We are now ready to prove a lower bound on NC0 circuits of
locality ℓ solving PHPn,m .

Theorem 8 (PHP is hard forNC0). LetC be anNC0 circuit with

n inputs,m outputs, and locality ℓ. ThenC solves PHPn,m on a random

even-parity input with probability at most 1
2 + 2

−Ω
(
min

{
n, n2

ℓ2m

})
.

Proof. Let the circuitC solve PHPn,m on a random even-parity
input with probability p. By the previous theorem, there is a set of

input bits with disjoint light cones, S , and |S | = Ω

(
min

{
n, n2

ℓ2m

})
.

For the remainder of this proof fix any such S .
Now consider choosing an arbitrary assignment for the bits out-

side S and running the circuit C on the distribution of random
even-parity strings consistent with this arbitrary assignment. The
probability of success of circuit C may depend on the arbitrary
assignment chosen, but since the success probability for a random
choice is p, there exists one assignment for which the success prob-
ability is at least p. Let us fix this assignment of bits outside S . Now
we have an assignment for bits outside S such thatC is correct with
probability at least p on a random even-parity input consistent with
this assignment.

We will now argue that the circuit gives a strategy for the re-
stricted Parity Halving Game on n players with n − |S | restricted
bits with probability of success at least p. To do so, we assign a
player for every input bit. Only the players assigned to bits in S

will have unrestricted inputs. Since the light cones of bits in S do
not intersect, a player with input bit in S can compute the values
of all outputs in its light cone (since all the bits outside S are fixed
and known to everyone). This player can now output the parity of
all these output bits. Some output bits may not appear in any input
light cone; we add the parity of these bits to an arbitrary player’s
output. Now the the parity of the players’ outputs is the same as the
parity of the circuit’s output. This gives a classical strategy for the
restricted Parity Halving Game with n players and n− |S | restricted
bits with success probability at least p. Finally, from Theorem 6 we

get that p ≤ 1
2 + 2

−Ω
(
min

{
n, n2

ℓ2m

})
. □

Note that this theorem is essentially tight. It says that to achieve
a high probability of success, we need n2 = Θ(ℓ2m). We can indeed
achieve success probability 1 at both extremes: whenm = Θ(n2) and
ℓ = 2, or whenm = 1 and ℓ = n. For the first setting of parameters,
as noted in the introduction, there is a simple depth-1 NC0 circuit
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of locality 2 that solves the problem whenm =
(n
2

)
. The second

parameter regime is even simpler, since any Boolean function can
be computed by an NC0 circuit of locality ℓ = n.

2.4 From NC0 Circuits to AC0 Circuits

In this section we finally extend our lower bound to AC0 circuits
as stated in Theorem 2.

To do this, we use a technical tool known as a switching lemma
[1, 10, 13, 29]. Informally, a switching lemma says that with high
probability randomly restricting a large fraction of the input bits to
an AC0 circuit produces a circuit with small locality.

Average-case reductions from NC0 to AC0 have previously ap-
peared in the literature (cf. [27]), based on the original switching
lemma [13]. In this paper, we will use multi-switching lemmas,
which handle multiple output circuits much better, and were re-
cently proved by Håstad [14] and Rossman [22]. Using the multi-
switching lemmas instead of Håstad’s original switching lemma
[13] allows us to improve the parameters dramatically.7

2.4.1 Preliminaries. We start with some definitions. In the follow-
ing, we consider restrictions and random restrictions. A restriction
ρ ∈ {0, 1, ∗}n defines a partial assignment to the inputs of a Boolean
string of length n. For i = 1, . . . ,n, when ρi ∈ {0, 1} we say that the
restriction fixes the value of the i-th coordinate, and when ρi = ∗
we say that the restriction keeps the i-th coordinate alive.

A p-random restriction is a restriction sampled according to
the following process: for each i = 1, . . . ,n independently, sample
ρi = ∗ with probability p, ρi = 0 with probability (1 − p)/2 and
ρi = 1 with probability (1 − p)/2. We denote by Rp the distribution
of p-random restrictions.

For a Boolean function f : {0, 1}n → {0, 1}m we denote by
f |ρ : {0, 1}n → {0, 1}m the restricted function defined by

f |ρ (x) = f (y) where yi =

{
xi ρi = ∗ and
ρi otherwise.

(14)

Next, we give the standard definition of a decision tree. For an
excellent survey on this topic, please see [6].

Definition 9 (Decision Tree). A decision tree is a rooted or-

dered binary tree T , where each internal node of T is labeled with a

variable xi and each leaf is labeled with a value 0 or 1. Given an input

x ∈ {0, 1}n , the tree is evaluated as follows. Start at the root. If this is
a leaf then stop. Otherwise, query the variable xi that labels the root.

If xi = 0, then recursively evaluate the left subtree, if xi = 1 then

recursively evaluate the right subtree. The output of the tree is the

value (0 or 1) of the leaf that is reached eventually. Note that an input

x deterministically determines the leaf reached at the end, and thus

the output. We say a decision tree computes f if its output equals

f (x), for all x ∈ {0, 1}n . The complexity of such a tree is its depth,

i.e., the number of queries made on the worst-case input. We denote

by DT(t) the class of functions computed by decision trees of depth at

most t .

7Based on the original switching lemma, we can show that PHP is hard to compute

by AC0 circuits on more than 1/2+1/nΩ(logn) of the inputs. On the other hand, based
on the multi-switching lemmas, we will show that PHP is, in fact, hard to compute on

more than 1/2 + exp(−n1−o(1)) of the inputs.

Note that the decision tree complexity of a function f is also
called the deterministic query complexity of f .

Definition 10 (F -Decision Tree). Suppose F is a class of func-

tions mapping {0, 1}n to {0, 1}m . An F -partial decision tree is a

standard decision tree, except that the leaves are marked with func-

tions in F (instead of constants). Given an input x ∈ {0, 1}n , the
F -Decision Tree is evaluated as follows. Starting from the tree’s root,

we go along the path defined by the input x until we reach a leaf.

Then, we evaluate the function fv ∈ F that labels the leaf v on the

input x , and output its value, fv (x). We denote by DT(t) ◦ F the class

of functions computed by F -decision trees of depth at most t .

Note that F -decision trees compute functions from {0, 1}n →
{0, 1}m where n and m are the input and output lengths for the
functions in F , respectively.

Definition 11 (Tuples of functions classes). Suppose F is

a class of functions mapping {0, 1}n to {0, 1}. We denote by Fm

the class of functions F : {0, 1}n → {0, 1}m of the form F (x) =
(f1(x), . . . , fm (x)), where each fi ∈ F . That is, Fm is the class of

m-tuples of functions in F .

2.4.2 The Multi-Switching Lemma. The main lemma that we are
going to use is a slight adaption of Rossman’s lemma [22], which
combines both switching lemmas of Håstad [13, 14]. The lemma
claims that a multi-output AC0 circuit mapping {0, 1}n → {0, 1}m
would reduce under a random restriction, with high probability, to
a function in the class DT(2t) ◦DT(q)m (for some parameters t and
q).

Let us pause for a second to spell out what is the class DT(2t) ◦
DT(q)m . This is the class of depth-2t decision trees, whose leaves
are labeled bym-tuples of depth-q decision trees, one per output
bit. In other words, these are functions mapping {0, 1}n to {0, 1}m
that can be evaluated by adaptively querying at most 2t coordinates
globally, after which each of them output bits can be evaluated by
making at most q additional adaptive queries. Note that while the
first 2t queries are global, the last q queries could differ from one
output bit to another. We would typically set the parameters so that
t is much larger than q (for example, t = n1−o(1) and q = o(logn)).

Lemma 12. Let f : {0, 1}n → {0, 1}m be an AC0 circuit of size s ,

depth d . Let q ∈ N be a parameter, and set p = 1/(m1/q ·O(log s)d−1).
Then

∀t : Pr
ρ∼Rp

[f |ρ < DT(2t) ◦ DT(q)m ] ≤ s · 2−t . (15)

This is an adaptation of Rossman’s lemma [22]. See the full paper
for a proof.

We would use the lemma as follows. First, we apply a p-random
restriction that reduces the AC0 circuit to a DT(2t) ◦ DT(q)m func-
tion with high probability. Then, we further query at most 2t co-
ordinates, and fix their values, by following a path in the common
partial decision tree. After which, the restricted function would be
anm-tuple of depth-q decision trees. Then, using the simple fact
that a depth-q decision tree is a function with locality at most 2q ,
we reduced an AC0 circuit to an NC0 circuit with locality at most
2q with high probability.

On the choice of parameters. We have the freedom to choose
q and t when applying Lemma 12 in Theorem 13. First, we discuss
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the choice of q. We would like the lemma to yield on one hand
an NC0 circuit with small locality, and on the other hand to keep
many input variables alive. To get small locality, q should be small,
say q = o(logn). To keep many variables alive, pn should be large,
and since p = 1/O(m1/q (log s)d−1), we would like q to be large, say
q = ω(1). Balancing these two requirements leads to the choice
q = Θ(

√
logn).

Once q is set, we would like to make t as large as possible, as it
controls the failure probability in Lemma 12, but at the same time
we want the number of alive variables after the two-step restric-
tion process above to remain high. Since this number is roughly
pn − t we would choose t to be a small constant fraction of pn
(which is n1−o(1)). With these choices, we would be left with at
least Ω(pn) variables alive and locality at most 2q with extremely
high probability.

2.4.3 AC0 Lower Bound.

Theorem 13. Let n ≤ m ≤ n2. Any AC0/rpoly circuit F of depth

d and size s ≤ exp(n1/2d ) solves PHPn,m on the uniform distribution

over valid inputs (even parity strings) with probability at most 1
2 +

exp(−n2/(m1+o(1) ·O(log s)2(d−1))).
Weomit the proof from this version of the paper. Briefly, we apply

Lemma 12 as described above, producing a circuit with bounded fan-
in gates and limited locality. We finish the proof with Theorem 8.

3 RELAXED PARITY HALVING PROBLEM

In this section we deal with the issue that theQNC0 circuit for PHP
(Problem 1) needs a cat state, but QNC0 cannot create a cat state.

In Section 3.1, we first prove that a QNC0 circuit cannot create a
cat state. But, as we show,QNC0 circuits can construct what we call
a łpoor man’s cat state." This is a state of the form 1√

2
(|z⟩ + |z̄⟩) for

some uncontrolled z ∈ {0, 1}n alongside classical łside informationž
about z that allows us to determine it.

In Section 3.2 we show the poor man’s cat state lets us solve a
relaxed version of the Parity Halving Problem, which is nevertheless
hard for AC0 circuits.

3.1 A Poor Man’s Cat State

First, we note that a QNC0 circuit cannot construct a cat state in
constant depth. See the full version for a proof.

Theorem 14 (Cat states cannot be created in QNC0). Let C

be a depth-d QNC0 circuit over the gates set of all 2-qubit gates that
maps |0n+m⟩ to | n⟩ ⊗ |0m⟩. Then d ≥ (logn) /2.

Now although QNC0 circuits cannot create the cat state, we
show that QNC0 circuits are able to construct states of the form
1√
2
(|z⟩ + |z̄⟩), where z is some string in {0, 1}n and z̄ the comple-

ment of z. Note that this state is exactly the cat state when z = 0n

or z = 1n . The circuits that create this state also output an auxiliary
classical string d such that z can be determined from d , up to the
symmetry between z and z̄. There is actually a family of QNC0

circuits which construct these states, which we now describe.

Theorem 15 (Poor man’s cat state construction). For any

connected graphG = (V ,E) with maximum degree ∆, there is a depth

∆ + 2 QNC0 circuit which outputs a |V | qubit state 1√
2
(|z⟩ + |z̄⟩),

along with a bit string d ∈ {0, 1}E . Indexing the bits of z by vertices

of V and the bits of d by edges of E, z and d satisfy the property that

zu + zv ≡
∑

e ∈P (u,v)
de (mod 2) (16)

for are any two vertices u,v ∈ V , and any path P(u,v) from u to v .

Note that this condition also implies that the sum of de along any

cycle in the graph is 0 (mod 2).

Proof. We first describe the QNC0 circuit. Begin with |V | + |E |
qubits in the state |0⟩, and identify each of the qubits with either
an edge or a vertex of the graph. Apply the Hadamard transform

for each vertex qubit. Now the state is |+⟩ |V | ⊗ |0⟩ |E | . Then, for
every edge e = (u,v) in the graph, XOR the qubits indexed by u
and v onto the edge qubit indexed by e (i.e., let the edge qubit store
the parity of the two vertex qubits). Explicitly, this can be done
by implementing CNOT gates from qubits u,v onto qubit e . (As
discussed below, this can be done in ∆ + 1 parallel local steps.)
Finally, measure all edge qubits in the standard basis.

To complete this proof we need to establish two claims: First,
that the circuit leaves the unmeasured vertex qubits in the state
1√
2
(|z⟩ + |z̄⟩), while the measured edge qubits give the classical

bitstring d . Second, that the circuit can be implemented in depth
∆ + 2.

We begin with the first claim. Imagine that we first only measure
the n − 1 edges of some spanning tree T . Before measurement, the
vertex qubits were in a uniform superposition over all possible
2n states. Each measurement on an edge qubit had two equally
probable outcomes, and observing the result of this measurement
reduced the number of states in the superposition by half. More
precisely, measuring the qubit for edge e = (u,v) yields a bit de ∈
{0, 1}, which gives a linear equation on the state: zu ⊕ zv = de .
Thus, after all edges in the spanning tree are measured, the vertex
qubits must be left in some two state superposition. Furthermore,
after the spanning tree is measured any two vertex qubits u and v
must differ by the parity of the observed measurements on edge
qubits along the path from u to v . This shows the vertex qubits
must be in the state 1√

2
(|z⟩ + |z̄⟩), with the measurements on the

edge qubits so far consistent with the requirements of Theorem 15.
Now for any edge e = (v,w) not in the spanning tree, the XOR
measurements on the associated edge qubit is fixed to be equal to
the XOR of edge qubit measurements along the path in T from v

to w . This shows this measurement must also be consistent with
the requirements of Theorem 15 and cannot affect the state of the
vertex qubits. The establishes the first claim.

The second claim is more straightforward. The first layer of
our QNC0 circuit consists of Hadamard gates applied to all vertex
qubits. At the end there is a computational basis measurement of
all edge qubits, but final measurements traditionally do not count
towards the depth. It remains to show that we can implement all
the desired CNOT gates in depth ∆ + 1. To show this we introduce
a new graph G ′ with |V | + |E | vertices, that is obtained from G

by replacing each edge e = (a,b) in E with a vertex ve connected
to its two end-points, a and b. Note the edges of G ′ are in one to
one correspondence with the CNOT gates we want to implement
in our circuit. By our assumptions on G, G ′ has degree at most ∆,
and so Vizing’s theorem tells us the edges of G ′ can be colored
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using at most ∆ + 1 colors. Since the edges in each color class are
non-overlapping we can apply all the CNOT gates in one color
class simultaneously, and thus apply all the CNOT gates in depth
∆ + 1. □

In the remainder of this paper, we primarily apply Theorem 15
when G is a spanning tree of a 2D grid, with diameter 2

√
n as

depicted in Figure 2, which also describes the associated QNC0

circuit. This QNC0 circuit has the nice feature that it is spatially
local,8 while any bit of z is specified by relatively few, O(√n), bits
of d . This graph has constant degree ∆ = 3.

.

.

.
.
.
.

. . .

√
n

√
n

Figure 2: Grid Implementation of a Poor Man’s Cat State.

Black vertices are “edge" qubits, and are used to measure

the parity of their neighbours. White vertices are “vertex"

qubits. They are initialized in the |+⟩ state, and make up the

poor man’s cat state after the edge qubits are measured.

It is worth mentioning that if we relax the requirement that our
implementation be spatially local, we can improve on the number
of bits of d required to specify any bit of z. In particular, applying
Theorem 15 to a balanced binary tree gives an output string d

with at most log(n) bits of d required to specify any bit of z. This
version of the problem would lead to slightly better parameters in
Theorem 3, but then our final problem would not longer be solved
by a 2D quantum circuit and would no longer reduce to the 2D
HLF problem. Hence the construction illustrated in Figure 2 will be
sufficient for our purposes.

3.2 The Relaxed Parity Halving Problem

Having constructed a poor man’s cat state, a natural idea would be
to try and use this state instead of the cat state to solve the Parity
Halving Problem. For example, we can feed the poor man’s cat
state into the quantum circuit (instead of a true cat state) and hope
for the best. Unsurprisingly, this does not solve the Parity Halving
Problem.

However, we can make lemonade from the lemons we have been
handed. We can define a new problem from this failed attempt,

8Here spatially local means here that circuit may be implemented in hardwarewith
the qubits placed on a 2D grid and CNOT gates allowed only between neighbouring
qubits.

which has QNC0 circuits by construction. We call this problem
the Relaxed Parity Halving Problem, although we will see that the
precise definition of the problem depends on how the poor man’s
cat state is constructed.

Theorem 16 (PHP circuit applied to a poor man’s cat state).

The quantum circuit for PHPn applied to the state
|z ⟩+ |z ⟩√

2
, where

z ∈ {0, 1}n (instead of the cat state), and an input x ∈ {0, 1}n of even

parity, yields an output string y ∈ {0, 1}n such that

|y | ≡ 1

2
|x | + ⟨z,x⟩ (mod 2), (17)

where ⟨z,x⟩ := ∑
i ∈[n] zi · xi . Note that this is the same condition as

for PHPn (Problem 1) except for the addition of the ⟨z,x⟩ term.

Proof. Let us apply the quantum circuit solving PHP (as de-
picted in Figure 1) to the poor man’s cat state. We first apply a
phase gate (S gate) to qubit i of the poor man’s cat state if xi = 1.
This yields the state

i ⟨z,x ⟩ |z⟩ + i ⟨z̄,x ⟩ |z⟩√
2

= i ⟨z,x ⟩
|z⟩ + i |x |−2⟨z,x ⟩ |z⟩√

2
(18)

= i ⟨z,x ⟩
|z⟩ + (−1) |x |/2−⟨z,x ⟩ |z⟩√

2
. (19)

Up to a global phase, which can be ignored, the state is 1√
2
· (|z⟩ +

(−1) |x |/2−⟨z,x ⟩ ·|z̄⟩). The next stage of the algorithm applies Hadamard
gates to all input qubits. Thus we have

H ⊗n
(
|z⟩ + (−1) |x |/2−⟨z,x ⟩ |z⟩√

2

)
(20)

=

1√
2n+1

∑
y∈{0,1}n

(
(−1)⟨y,z ⟩ + (−1)⟨y, z̄ ⟩+ |x |/2−⟨z,x ⟩

)
|y⟩ .

(21)

On measuring this state in the computational basis, we get only
those y whose coefficient is nonzero. Hence we get a uniform dis-
tribution over all strings y satisfying ⟨y, z⟩ ≡ ⟨y, z̄⟩ + |x |/2 − ⟨z,x⟩
(mod 2) or equivalently,

|y | ≡ 1

2
|x | + ⟨z,x⟩ (mod 2). (22)

□

We now define a new problem based on this observation.

Problem 2 (Relaxed Parity Halving Problem for graph G). Fix a
connected graph G = (V ,E). Given an input x ∈ {0, 1}V promised
to have even parity, the Relaxed Parity Halving Problem or RPHP
outputs y ∈ {0, 1}V and d ∈ {0, 1}E , such that there exists a z ∈
{0, 1}V with the property

∀(u,v) ∈ E, zu ⊕ zv = d(u,v), and (23)

|y | ≡ 1

2
|x | + ⟨z,x⟩ (mod 2). (24)

Note that in the definition above, a string z satifying the first
constraint exists if and only if the parity of d along every cycle is
0. If there are no cycles, then there always exists a z. When z does
exist, it is unique up to complement, which does not change the
second condition in the problem statement because ⟨z,x⟩ ≡ ⟨z,x⟩
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(mod 2). To see this, recall that x has even parity, and hence 0 ≡
⟨1,x⟩ ≡ ⟨z,x⟩ + ⟨z,x⟩ (mod 2).

To fully specify the problem, we need a family of graphs with
|V | = n for infinitely many n. For this paper, we are primarily inter-
ested in the 2D grid (so that the quantum circuit is specially local)
and some reasonable (say, diameter O(√n)) spanning tree of this
graph. This gives us the Grid Relaxed Parity Halving Problem below.
We use a spanning tree rather than the grid graph itself because
deleting edges fromG only makes the problem easier (since we can
drop the corresponding bits of the output string d), which makes
our lower bounds stronger. Additionally, choosing a spanning tree
ensures that a string z satisfying the constraints of the problem
always exists. It turns out the upper bounds (i.e., QNC0 circuit we
construct) can be easily modified to solve the problem on the entire
2D grid without deleting edges.

Problem 3 (Grid Relaxed Parity Halving Problem). Consider the
2D grid of size

√
n×√

n and fix an n vertex spanning treeG = (V ,E)
of low diameter. For concreteness, fix the spanning tree which takes
the first row of edges and all columns (as depicted in Figure 2). Then
theGrid Relaxed Parity Halving Problem is the RPHP associated with
G. That is, given x ∈ {0, 1}V , output y ∈ {0, 1}V and d ∈ {0, 1}E
such that

∀(u,v) ∈ E, zu ⊕ zv = d(u,v), and (25)

|y | ≡ 1

2
|x | + ⟨z,x⟩ (mod 2). (26)

We can use other graphs instead of the grid to define different
variants of this problem. For instance, a balanced binary tree has
lower diameter, which leads to slightly better parameters, but we
use the grid to achieve a spatially local quantum circuit.

A path graph (sometimes called the line graph) is even simpler
than the grid or tree. Unfortunately, the Relaxed Parity Halving
Problem corresponding to the path graph can be solved by an NC0

circuit, which makes it unsuitable for proving a separation against
NC0.

3.3 Quantum Circuit and AC0 Lower Bound

In this section we establish Theorem 3, which states that Grid-RPHP
can be solved in QNC0, but it is average-case hard for AC0 circuits.
We start by establishing the quantum upper bound.

Theorem 17 (Grid-RPHP is in QNC0). There exists a depth-5
spatially local QNC0 circuit that exactly solves Grid-RPHP.

Proof. LetG = (V ,E) be aO(√n)-diameter spanning tree of the√
n × √

n grid graph with |V | = n and |E | = n − 1. This graph has
degree ∆ = 3. As shown in Theorem 15, there is a spatially local
QNC0 circuit of depth ∆ + 2 to construct a random poor man’s

cat state |z ⟩+ |z ⟩√
2

(for some z ∈ {0, 1}V ) and the associated string

d ∈ {0, 1}E for graph G such that

d(u,v) = zu ⊕ zv (27)

for all (u,v) ∈ E. We run the QNC0 circuit for the Parity Halving
Problem as per Theorem 16, and get an output y ∈ {0, 1}V such
that

|y | ≡ 1

2
|x | + ⟨z,x⟩ (mod 2). (28)

We have defined Grid-RPHP so that it is not necessary to compute
z, just a vector d consistent z, which we have from the construction
of the poor man’s cat state. Hence, we return y and d satisfying the
condition, and we are done. □

This result is not surprising, since the relaxed parity halving
problem is a relaxation of the parity halving problem explicitly
constructed with the goal of having a QNC0 circuit.

The nontrivial direction of the argument is to show that AC0

cannot solve Grid-RPHP. We accomplish this by exhibiting an
NC0 reduction from Grid-RPHP to an instance of PHPn,m with

m = Θ(n3/2), which is still hard for AC0. Note that although our re-
duction is an NC0 reduction, it cannot be carried out with a QNC0

circuit, so we are not showing that PHP is in QNC0. While this
might seem mysterious at first, the reason is that NC0 has one
ability that we have not given QNC0: unbounded fan-out. Our re-
duction uses the fact that NC0 can make unlimited copies of the
output of a gate, whereas QNC0 cannot do so.

Theorem 18 (Grid-RPHP is not in AC0). There is an AC0 reduc-

tion from PHPn,O (n3/2) to Grid-RPHPn . In particular, an AC0 circuit

of size s ≤ exp(n1/2(d+1)) and depth d cannot solve Grid-RPHP with

probability better than

1

2
+ exp(−n1/2−o(1)/O(log s)2d ) (29)

on a random input with even-parity.

Proof. Suppose we want to solve an instance of PHPn,O (n3/2),
and we can solve Grid-RPHPn . LetT = (V ,E) be aO(√n)-diameter
spanning tree of an n vertex grid graph.

Take the input x ∈ {0, 1}n from the PHP instance as input for
a Grid-RPHPn instance, mapping the n bits arbitrarily to vertices
of the grid. Solving this Grid-RPHP instance gives us vectors y ∈
{0, 1}V and d ∈ {0, 1}E such that

|y | ≡ |x |/2 + ⟨z,x⟩ (mod 2) (30)

where z ∈ {0, 1}V satisfies the parity constraints in d . In particular,
if we fix z1 = 0 then each zi is the parity of all dj along a path from
z1 to zi in the graph. Let Di ⊆ |E | denote the edges in the path
from z1 to zi . Then we can write

⟨z,x⟩ =
∑
i

zixi =
∑
i

∑
j ∈Di

djxi . (31)

Since the diameter of the grid graph isO(√n), we may assume each
Di has size at mostO(√n). Thus, we have expressed ⟨z,x⟩ as a sum
of O(n3/2) terms of the form djxi . We concatenate these to y, and
return that as the output to our PHPn,O (n3/2) instance.

Note that an AC0 circuit of size s and depth d solving Grid-RPHP
gives a circuit of size poly(s) and depth d +1 solving PHP. Applying
Theorem 13 gives the required bound assuming s ≤ exp(n1/2(d+1)).

□

4 RELATION TO HIDDEN LINEAR FUNCTION
PROBLEMS

Finally, to establish our main result (Theorem 1), we have to show
that Parallel Grid-RPHP reduces to the 2D HLF problem. Since we
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have already established the required hardness for Parallel Grid-RPHP
in Theorem 4, we will then be done.

We start by recalling the general Hidden Linear Function problem
(HLF) defined by Bravyi, Gosset, and König [5].

Problem 4 (Hidden Linear Function problem). We are given as
input a symmetric matrixA ∈ {0, 1}n×n and vector b ∈ {0, 1, 2, 3}n .
From these, define a quadratic form q : F

n
2 → Z4 as q(x) := xTAx +

bT x (mod 4). Define Lq as follows:

Lq := {x ∈ F
n
2 : q(x ⊕y) ≡ q(x)+q(y) (mod 4) ∀y ∈ F

n
2 }. (32)

Bravyi et al. [5] show that Lq is a linear subspace of F
n
2 , q(x) is in

{0, 2} for all x ∈ Lq , and that q is linear on Lq . Since q is linear

on Lq , there exists a z ∈ {0, 1}n such that q(x) ≡ 2zT x (mod 4)
for all x ∈ Lq . The goal is to output any string z satisfying this
condition.

Theorem 19. There is anNC0 reduction from RPHP on any graph

G to the HLF problem.

The proof is calculation heavy, and may be found in the full
version of the paper. The intuition is that since the quantum circuit
for RPHP (where graph G is used to construct the poor man’s cat
state) is exactly the same as the quantum circuit for HLF on a related
graph G ′ (where there is a new vertex for each edge, splitting the
edge in two), the two problems should be related.

The main problem studied in Bravyi, Gosset and König [5] is
actually a version of HLF on an N × N grid called the 2D Hidden
Linear Function problem (2D HLF), where the matrixA is supported
only on the grid in the sense that Ai j = 0 if there is no edge from
vertex i to vertex j . Fortunately, RPHP on the grid translates to HLF
on a grid in the reduction in Theorem 19, so we have the following
corollary.

Corollary 20. There is an NC0 reduction from Grid-RPHP to

2D HLF.

Furthermore, we can embed multiple disjoint grids into a larger
grid, and therefore solve multiple instances of Grid-RPHP by solv-
ing a single instance of 2D HLF.

Corollary 21. Parallel Grid-RPHP reduces to 2D HLF.

The proofs of these corollaries may be found in the full version.
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