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ABSTRACT

The similarity self-join finds all objects in a dataset that are within a
search distance, €, of each other. As such, the self-join is a building
block of many algorithms. In high dimensions, indexing structures
become increasingly ineffective at pruning the search, making the
self-join challenging to compute efficiently. We advance a GPU-
accelerated self-join algorithm targeted towards high dimensional
data. The massive parallelism afforded by the GPU and high ag-
gregate memory bandwidth makes the architecture well-suited for
data-intensive workloads. We leverage a grid-based GPU-tailored
index to perform range queries, and propose the following optimiza-
tions: (i) a trade-off between candidate set filtering and index search
overhead by exploiting properties of the index; (ii) reordering the
data based on variance in each dimension to improve the filtering
power of the index; and (iii) a pruning method for reducing the
number of expensive distance calculations. Our algorithm generally
outperforms a parallel CPU state-of-the-art approach.
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1 INTRODUCTION

The similarity self-join is a building block of several algorithms [3, 5,
8, 22, 36], and is fundamental to many established methods [12, 15].
We focus on the distance similarity self-join that finds all objects
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within a Euclidean distance of each other. Self-join research ad-
dresses either low [16] or high [4, 20, 39] dimensionality. Typically,
indexes (e.g., R-trees [29], kd-trees [10], and quad trees [23]) are
used to reduce the number of distance comparisons when perform-
ing neighborhood searches. They accomplish this by eliminating a
large number of points before performing distance comparisons by
pruning the search space. In low dimensionality (low-D), the data
points (or feature vectors) are often more frequently co-located;
therefore, there are often more neighbors on average in compar-
ison to high dimensionality (high-D) [32]. The large number of
resulting candidate points requires in a large number of distance
calculations, which become a performance bottleneck. However,
in high-D, index searches become increasingly exhaustive due to
the well-known curse of dimensionality [9, 21, 34, 45] that requires
searching a large fraction of the dataset. Thus, there is both more
index search overhead, and distance calculations that are needed
to refine potential candidates within e.

Graphics processing units (GPUs) obtain high computational
throughput through massive parallelism and high aggregate mem-
ory bandwidth. The self-join is well-suited for the GPU because it
requires many independent distance calculations. Therefore, the
GPU can be exploited to process increasingly exhaustive searches
necessitated by high dimensional data. In this context, we propose
several optimizations that improve performance on the GPU, and
make the following contributions:

o We exploit trading index filtering power for decreased search
cost to optimize high-D index searches.

e We improve the filtering power of the index by reordering
the data in each dimension using statistical properties.

e We mitigate the cost of reducing index filtering power by
proposing a technique that prunes the candidate set by com-
paring points based on an un-indexed dimension.

e We show that our algorithm is resilient to the worst-case
data distribution.

e We evaluate the performance of our self-join algorithm on a
range of synthetic and real-world datasets and demonstrate
that it outperforms a state-of-the-art algorithm.

The paper is organized as follows. Section 2 provides background
material, Section 3 formalizes the problem, and outlines leveraged
work, Section 4 presents novel self-join optimizations, Section 5
evaluates our approach, and finally, we conclude the paper and
discuss future work in Section 6.
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2 BACKGROUND

In this section, we outline related work on similarity joins in shared
and distributed memory, and GPU indexing techniques. We begin by
outlining the motivation for using the GPU for database operations.

2.1 Motivation: Using the GPU for
Fundamental Database Operations

The proliferation of GPUs to solve problems in many fields of com-
puter science, including within the database community, has been
motivated by several facets of the architecture. The memory band-
width on the GPU is much greater than the CPU [1], which makes
the GPU an attractive architecture for solving data-intensive prob-
lems. Also, the GPU has many cores, which can be most efficiently
utilized for high throughput applications that are common to many
classes of database queries. Furthermore, GPUs have been noted
for having a greater energy efficiency than the CPU for many ap-
plications [42], and have been employed for their relatively low
monetary cost per unit metric (e.g., floating point operations per
second) [30, 44]. Due to the characteristics outlined above, the most
powerful supercomputers rely on GPUs. At the time of writing,
five of the top ten supercomputers in the world use GPUs (Top500
November 2018 listing [2]). The architectural features of the GPU
are well-suited to many parallel database applications; therefore,
we advocate for exploiting the GPU to improve the performance of
the distance similarity self-join.

2.2 Similarity-Joins and the State-of-the-art

The similarity-join is a well-studied problem [6, 8, 12, 14, 20, 33].
Here, we discuss those works that address high-D data. GESS [20]
assigns feature vectors to hypercubes, and then performs an in-
tersection query on these hypercubes to compute the similarity
join. The method relies on data replication and duplication removal
from the result set. LSS [39] utilizes the GPU, and transforms the
similarity join into a sort-and-search problem. Interval searches are
needed, and the authors use space filling curves to reduce interval
size and search overhead. The Super-EGO algorithm [33] has been
shown to be effective for similarity-joins on both low-D and high-D
data. The algorithm uses the “epsilon grid order” [13] method. It
uses a non-materialized grid to find nearby points that may be
within the search distance. Then, based on a query point’s cell and
nearby cells, the algorithm prunes the search for points by filtering
on n-dimensional coordinates. Unlike previous work [13], Super-
EGO exploits statistical properties of the data. In [33], Super-EGO
outperforms GESS [20], and LSS [39], so we compare our work to
Super-EGO.

2.3 GPU Self-Join on Low-Dimensional Data

Gowanlock and Karsin [27] studied the self-join problem on the
GPU for low-D data using a grid-based index, and demonstrated
that between 2 and 6 dimensions, the self-join outperforms both
canonical search-and-refine and state-of-the-art approaches (i.e.,
Super-EGO). They show that index search overhead increases expo-
nentially with dimensionality, and they limit their work to low-D
data. In this work, we use a similar indexing structure, but we
propose optimizations for high-D self-joins.
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2.4 Indexing on the GPU

There are two major indexing strategies for the GPU: (i) index-trees,
similar to those that have been shown to provide good performance
on the CPU, such as the R-tree [29, 41]; or (ii) non-hierarchical
indexes, such as grids or binning. Several works propose efficient
indexes for points or other objects on the GPU [15, 26, 34, 35, 37, 46].

Kim et al. [34] designed an R-tree for the GPU to optimize in-
dex searches that avoids many of the drawbacks of executing tree
traversals on the GPU. A major drawback of tree traversals is that
their irregular instructions cause thread divergence. This diver-
gence reduces the parallel efficiency on the GPU due to the single
instruction multiple thread (SIMT) architecture [40]. Later, the same
research group presented a hybrid R-tree indexing approach [35]
that splits the R-tree between the CPU and GPU by assigning parts
of the algorithm with more regular and irregular instruction flows
to the GPU and CPU, respectively. The reduction in irregular in-
structions allows the GPU to achieve better performance. Likewise,
the approach used in [37] for computing range queries on moving
objects using the CPU and GPU addressed many of the idiosyn-
crasies of the GPU’s architecture. Therefore, the design space for
efficient GPU indexing techniques is large, so efficient GPU-only
and CPU/GPU indexing techniques remain largely an open problem
with little consensus on the best indexing approach.

2.5 Distributed-Memory Similarity Joins

High-D self-joins are expensive for even moderate dataset sizes.
While the literature above focus on scaling up the self-join, sev-
eral other works scale out across nodes in a cluster. A MapRe-
duce [19] self-join [24] reduces data duplication compared to pre-
vious work [43], by using “dimension groups”, where they per-
form the self-join on subsets of the data dimensions first, and then
union these subsets to obtain the final result. Similarly, the works
of [17] and [18] use MapReduce for similarity joins, and employ
sampling-based techniques for data partitioning to achieve good
load balancing. Distributed-memory works are not directly rele-
vant to GPU self-joins, as exploiting the GPU requires considering
a much smaller degree of task granularity.

3 PROBLEM OUTLINE & PREVIOUS
INSIGHTS

3.1 Problem Statement

Let D be a database of points (or feature vectors). Each point in the
database is denoted as p;, where i = 1,2,...,|D|. Each p; € D has
coordinates in n dimensions, where each coordinate is denoted as x;
where j = 1,2,...,n. Thus, the coordinates of point p; are denoted
as: p; = (x1,x2,...,%n). We refer to the xj-coordinate value of
point p; as p;(x;). As with most prior related work (Section 2), we
focus on the Euclidean distance. We find all pairs of points that
are within a distance e of each other. We say that points a € D
and b € D are within the e distance when dist(a,b) < €, where
dist(a,b) = \/Z;lzl(a(xj) = b(xj))?. Thus, the result set contains
tuples (a € D, b € D), where a and b are within € of each other.
We assume that the dataset, result, and working memory do not

exceed main memory capacity. However, we accommodate result
sets that exceed the GPU’s global memory capacity.
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The similarity self-join is a special case of the similarity join. If
we let E be a set of entry points in an index (defined similarly to
the definition above) and Q be a set of query points, the similarity
join finds all points in Q within the € distance of E, i.e., Q x¢ E.
In contrast, the self-join is simply E > E. Thus, the self-join is
relevant to the similarity-join problem as well.

The worst-case complexity of the self-join, O(|D|?), can be simply
implemented as a nested loop join [31]. However, as discussed in
Section 2, indexes can be used to reduce the quadratic complexity by
reducing the number of point comparisons by pruning the search.

3.2 Leveraging Previous Insights

In Section 4, we outline our novel methods for performing the self-
join in high-D. However, we leverage several optimizations from the
literature that are relevant to the self-join. In particular, we use the
grid-based GPU index presented by Gowanlock & Karsin [27], that
builds on prior work [28]. These papers also advanced a batching
scheme, which we use to process self-join result sets that may
exceed the GPU’s global memory capacity. We briefly describe the
batching and indexing techniques that we reuse, and note that we
cannot directly use the low-D methods [27] for high-D self-joins.
Grid-Based Indexing on the GPU - We utilize a grid index for
computing the self-join. As mentioned in Section 2, the state-of-
the-art join algorithm for high-D data, Super-EGO [33], also uses
a grid-based technique for efficiently computing the self-join. We
refer the reader to the work of Gowanlock et al. [28] for an in-
depth description of the index, which the authors used in 2-D
for clustering with DBSCAN [22]. A major difference between the
indexing scheme used in this work and that of Gowanlock et al. [28]
is that we do not index empty cells, as the space complexity would
be intractable for high-D (as also discussed in [27]).

The GPU grid index from Gowanlock et al. [28] is constructed as
follows. On the host, the data points, D, are sorted into unit-length
bins in each dimension. This ensures that data points near each
other in the n-dimensional space are near each other in memory.
Each grid cell is of length €, which ensures that for a given point,
only the adjacent cells need to be searched to find points that are
within the € distance. This bounds the search on the GPU to regu-
larize the instruction flow. For demonstrative purposes and without
loss of generality, we assume a grid with edges starting at 0 in
each dimension, and assign points to cells by simply computing
the cell’s n-dimensional coordinates from the point’s (p;) coordi-
nates as follows: (x1/€, x2/€, ... , xp/€). The points are not stored
within the grid structure, rather, the points belonging to a grid cell
are stored in a lookup array that each grid cell references when
finding the points contained within. This minimizes the memory
needed to store the points within a grid cell. Lastly, since we only
store non-empty cells, we create a lookup array that stores the
linearized ids of the non-empty grid cells. As shown by Gowanlock
and Karsin [27], the storage requirements simplify to the size of the
dataset, O(|D|). This compact index structure allows more space
on the GPU to be allocated for other purposes, such as larger input
and result set sizes.

Figure 1 shows an example 2-D grid. The non-empty gray cells
with linearized cell ids are shown. Consider a point in cell 24. To
find all of its neighbors within €, it needs to search the adjacent cells
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Figure 1: Example of searching the grid index in 2-D. The
non-empty cells are shaded. Numbers refer to linearized cell
ids.

(and its origin cell), which are encompassed by the black dashed
line. In n dimensions, there are 3™ cells to search. However, the
points in the cells are not guaranteed to be within €, so distance
calculations between the query point and all points in cells 18, 23,
24, and 32 are needed to determine which are within €.

The self-join is executed on the GPU with a kernel that uses |D]|
threads. Each thread is assigned a point and finds all neighbors
within the e distance. The threads write the result to a buffer as
key/value pairs, where the key is a point and the value is a point
within € of the key. After all threads have completed finding their
respective neighbors, the key/value pairs are sorted on the GPU,
and returned to the host.

Bounding the search to neighboring cells using the grid reduces

thread divergence, which can degrade GPU performance [40]. This
is because all searches require examining the same number of cells
regardless of the point, and the cells are traversed in the same man-
ner. In contrast, indexes that are constructed based on the data dis-
tribution, such as R-trees, would require irregular searches (threads
take different branches during tree traversals), which would in-
crease thread divergence in a warp.
Batching Scheme — An efficient batching scheme is needed to
incrementally compute the self-join to accommodate result sets
that exceed the GPU’s global memory capacity. We employ the
method from [28], and provide a summary of their work. First, a
kernel is executed that finds all of the neighbors within € for a
fraction of the points in the dataset, which estimates the total result
set size. This kernel invocation takes negligible time in comparison
to the total time needed to execute the self-join, as only a fraction
of points are searched. The number of batches, nj,, are computed
based on a batch size, b, and the estimated total result size.

The batching scheme allows for overlap of data transfers to and
from the GPU, GPU computation, and host-side operations. It is
preferable to overlap these components of the algorithm to maxi-
mize concurrent resource utilization. Thus, we use a minimum of 3
CUDA streams, and hence batches (n;, > 3). We allocate 3 pinned
memory buffers on the host, as they are needed for asynchronous
data transfers [40]. For result set sizes that exceed 3 x 108, we set a
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batch size of bs = 108 (the total neighbors found within € of each
point). Thus, each stream has a buffer of size bs = 102,

4 HIGH-D SELF-JOIN OPTIMIZATIONS

In this section, we introduce our optimizations that are designed to
improve high-dimensional self-join performance.

4.1 Index Selectivity

In high-D, there are fewer co-located neighbors because, as the
hypervolume increases, the distance between objects increases [32].
However, with increasing dimension, index filtering power de-
creases and search performance degrades. There is a trade-off be-
tween index filtering power and search overhead: reducing search
overhead results in an index with less filtering power, yielding larger
candidate set sizes that are filtered using distance calculations.
The GPU is a suitable architecture for making a trade-off be-
tween filtering power and search overhead, as the GPU is designed
to achieve high computational throughput and thus excels at com-
puting the distances between points in parallel. Therefore, to avoid
the overheads associated with searches in higher dimensions, we
use a less rigorous index search at the cost of increased filtering
overhead. To illustrate why this trade-off is important in the context
of the grid indexing scheme, the number of adjacent cells required
to check is 3"; in 2-D, this is only 9 cells, but in 6-D, this is 729 cells.
We decrease the filtering power and search overhead by indexing
only k dimensions of the n-dimensional points, where 2 < k < n,
thus projecting the points into k dimensions. To resolve whether
points are within e of the query point, we compute the Euclidean
distance in all n dimensions, and thus obtain the correct result.
Since we index in fewer than n dimensions, each cell has n — k
unconstrained dimensions, resulting in less filtering power.

4.2 Dimensionality Reordering by Variance

Index searches are increasingly exhaustive and more expensive
in higher dimensions. The statistical properties of high-D feature
vectors can be exploited to improve the filtering power of the index
to prune the search space and eliminate points that are not within €
(e.g., see [33] in related work, Section 2). The dimensions of the data
that have the greatest variance should improve the pruning power
of index searches and, since we may not index all dimensions, it is
important to select dimensions that optimize the pruning power.
Otherwise, if we select the first k dimensions, we may inadvertently
index on dimensions that yield minimal pruning power.

Figure 2(a) shows an example dataset of 10 points in 6 dimen-
sions generated in the range [0,1]. We can see that the first two
dimensions have a low degree of variance. Thus, if we index k = 3
dimensions (and not all n = 6), we will have a low amount of index
filtering power due to low variance in the first two dimensions.
Assuming that the grid cells are of length € = 0.2, we find that
dimensions 1 and 2 will only produce a single cell in their dimen-
sions (denoted by the shaded regions), and thus will not reduce the
number of points within €. Selecting dimensions with the greatest
variance improves the filtering power (i.e., dimensions 5, 3, and 6 in
Figure 2(a)). If we reorder the data by decreasing variance, then we
obtain Figure 2(b). Now, each of the first 3 dimensions spans 5 grid
cells (assuming € = 0.2), resulting in fewer points when searching.
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Figure 2: Dimensionality reordering by variance on a 6-D
dataset having |D| = 10 indexing k = 3 dimensions. (a) input
dataset; (b) reordering the point coordinates from largest
to smallest variance in each dimension. Red points denote
those used to index k = 3 dimensions with high variance.
Shaded cells denote indexed area.

We note that in Figure 2, it seems like the number of cells should
be maximized and not the variance. While data with high variance
will tend to produce more cells, it is possible to have many cells
in a dimension with low variance (e.g., one point per cell, and the
remaining points in a single cell, as in dimension 4 in Figure 2(b)).

To re-order the dimensions by their variance, we use a sample
of 1% of |D| and estimate the variance in each dimension. Then,
we reorder the coordinate values in each dimension of p; € D,
such that the values are in descending order from highest to lowest
variance. Thus, when we index the first k dimensions (Section 4.1),
they potentially have greater filtering power than the initial input
dataset. Reordering dimensions does not impact the correctness of
the result, as we are simply swapping the coordinate values of the
points. This requires O(|D|n) work, which is negligible compared to
performing the self-join. We denote the optimization that reorders
the data by variance in each dimension as REORDER. If we index
k < n dimensions, but do not use REORDER, we simply index the
first k dimensions of the input dataset.

4.3 Searching on an Un-indexed Dimension

By indexing only k < n dimensions, we reduce the indexing over-
head by reducing the number of grid cells, which is exponential
with k. However, this comes at the cost of reduced filtering power,
resulting in more distance calculations. In this section we introduce
a technique of searching on an un-indexed dimension to further
reduce the number of necessary distance calculations. Consider an
input set with n dimensions that is indexed on k < n dimensions
using the indexing scheme presented in Section 3.2. For a given
point p in cell C, and neighbor cell Cy,, we compare p to each point
q € Cp to determine if p and g are within a distance € of each
other. Since we have indexed k dimensions, the points contained
in Cy, are only filtered by these k dimensions. Thus, if we consider
dimension u that is not indexed, each point in Cj, can have any
value in this dimension. Currently, we must perform a distance
comparison on all g € Cp, which includes such points that may be
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Figure 3: Example of the soRTIDU optimization. We first
sort points within each cell by z-coordinate. We then search
query point p into the list of Cj, to find r and scan and com-
pare points until s is reached.

very distant from p in dimension u (i.e., |p(u) — q(u)| > €). There-
fore, we propose an optimization called SORTIDU to only compare
p with q € Cy, if they are within € distance along the u-coordinate.
We accomplish this by first sorting the points within each cell by
increasing u-coordinate. When comparing p with all g € Cp, we
first search p(u) into the points in Cp, to find the point r with the
smallest u-coordinate that is still within € of p (i.e, [p(u) —r(u)| < €).
We then scan points in Cp, by increasing u coordinate until we
reach point s with more than the € distance in the u-coordinate (i.e.,
|[p(u) — s(u)| > €). Figure 3 illustrates an example of the SORTIDU
optimization. In this example, the z-axis is not indexed and we use
the soRTIDU to reduce the number of candidate points we have to
consider, from q1,qz2, . . ., q7 (7 points) to q2, . . ., g5 (4 points). We
note that we only perform this optimization on one un-indexed
dimension and all other un-indexed dimensions remain unfiltered.
If every point in Cp, is within € from p, then sorTIDU provides
no performance improvement. However, for reasonably small €
values, this can significantly reduce the number of candidate points.
This comes at the cost of sorting and searching. If we consider that
cell Cy, has |Cyp| points, we must perform |Cp| distance calculations
without the SORTIDU optimization. However, SORTIDU reduces this
to (log |Cp| + m) calculations, where m is the number of points in
Cp, with u-coordinate within € of p(u). While sORTIDU requires that
we sort points within each cell, we only have to sort once for all
point evaluations. We can apply the sORTIDU optimization even
when we index all dimensions (i.e., k = n), where we sort each cell
by one of the indexed dimensions. But, we expect more significant
benefits when we apply SORTIDU to an un-indexed dimension.

4.4 Short Circuiting the Distance Calculation

The cost of the distance calculation increases with dimensional-
ity. We incrementally compute the distance, and if the partial sum
exceeds € before the entire distance is calculated, we stop the cal-
culation early. Short-circuiting has been used in other works, such
as SUPER-EGO [33]. We denote this optimization as SHORTC.
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Algorithm 1 GPU-JoIiN Algorithm

1: procedure GPU-JoIiN(e, n, k, bs)
2: D « importData()

3 D « reorderVariance(D)

4 G « constructIndex(D, k)

5: np < computeNumBatches(bs)

6: result « 0

7 fori €1,...,np do

8 kernelResult[i] « selfJoinKernel(D, G, n, k, €)

9 result « result U constructNeighborTable(kernelResult[i])
10: return

11: procedure SELFJOINKERNEL(D, G, n, k, €)

12: resultSet «— 0

13: gid « getGloballd()

14: point « getPoint(gid, D)

15: adjCells « getAdjCells(G, k, point)

16: for cell € adjCells.min,. . . ,adjCells.max do

17: pntResult «— pntResult U calcDistancePts(point, cell, n, €)
18: resultSet « resultSet U pntResult
19: return resultSet

4.5 Outline of the Algorithm

Algorithm 1 begins by re-ordering the input set, D, by variance, if
REORDER is enabled (line 3). Next, the index is computed using the
dataset and the number of indexed dimensions, k (line 4). Then, the
number of batches, np, to be executed are computed using the batch
size, bs (line 5). The algorithm then loops over all of the batches
(line 7) and executes them on the GPU (line 8, detailed below). The
result of each batch is stored as key/value pairs, where the key is
a query point and the value is a point within the € distance (i.e.,
for each query point p; there may be multiple result pairs (p;, pj)).
Since the keys are often redundant (multiple points are within €
of a given point), they are stored without redundant information
using constructNeighborTable, and stored in the final result (line 9).

Each batch is executed by the SELFJoINKERNEL GPU kernel. First,
the result set for the batch is initialized (line 12), the global id of
the thread is obtained (line 13), and the point, p; € D is computed
as a function of the global id (line 14). Next, all of the adjacent
non-empty cells are computed from G (the index), k, and the point
(line 15). The algorithm loops over each neighbor cell (line 16), and
computes the distance between the query point and all of the points
within the neighbor cell to determine if they are within € (line 17).
After the points within € of the query point have been added to the
result set, the kernel returns (lines 18-19). Function calcDistancePts
differs when using SORTIDU or SHORTC.

Parts of Algorithm 1 are pipelined. The loop on line 7 is executed
in parallel. For each batch, four components may be executed in
parallel: (i) the kernel parameters relevant to the batch are sent
to the GPU; (ii) the GPU kernel, SELFJOINKERNEL, computes the
self-join result for the batch; (iii) the result is transferred back to
the host; and, (iv) finally the neighbor table is constructed. Up to
four concurrent tasks can be executed, where overlapping data
transfers and computation hides communication overhead.

5 EXPERIMENTAL EVALUATION
5.1 Datasets

We use real and synthetic datasets. We use some of the real-world
datasets used to evaluate Super-Ego, denoted as SUPER-EGO [33]
(ColorHist and LayoutHist). We normalize all datasets in the range
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[0,1] as required by SUPER-EGO. Real-world datasets were obtained
from UCI ML repository [38]. Datasets are as follows:

e Color Histogram, ColorHist— 32-D image features, and 68,040
points.

e Layout Histogram, LayoutHist— 32-D image features and
66,616 points.

e Supersymmetry Particles, SuSy- 18-D kinematic properties
of 5 million particles from the Large Hadron Collider. Used
for classification [7].

e Song Prediction Dataset, Songs— 90-D extracted features of
songs, with 415,345 points. Used for classification [11].

We use real-world datasets to evaluate performance of high-D
self-joins. However, the similarity joins rely on statistical techniques
for improving index efficacy. The worst case scenario for our algo-
rithm is when there is low variance across all dimensions, reducing
the impact of dimensionality reordering (Section 4.2). To evalu-
ate performance on such worst-case inputs, we generate synthetic
datasets with an exponential distribution with A = 40. We generate
16, 32, and 64-dimensional synthetic datasets, with coordinates in
[0,1] and with |D| = 2 x 10°, denoted Syn- (Syn16D2M, Syn32D2M,
and Syn64D2M). The datasets use an exponential distribution to
ensure that in high-D, there are some neighbors within €.

5.2 Experimental Methodology

The GPU code is written in CUDA and executed on an NVIDIA
GP100 GPU with 16 GiB of global memory. The C/C++ host code is
compiled with the GNU compiler (v. 5.4.0) and O3 optimization flag.
The platform that executes all experiments has 2x E5-2620 v4 2.1
GHz CPUs, with 16 total physical cores. Our self-join CUDA kernel
uses 256 threads per block, and uses 32-bit floats for consistency
with SUPER-EGO. We exclude the time to load the dataset and
construct the index. We include the time to execute the self-join,
store the result set on the host and other host-side operations, and
perform dimensionality reordering. Thus, we include the response
time of components used in other works to make a fair comparison.
We perform experiments across datasets and € values such that
we do not have too many (e.g., |D|?) or too few (e.g., 0) total results.
Thus, the values of € should represent values that are pragmatically
useful to a user of the self-join algorithm. We define the selectivity of
the self-join as Sp = (|R| — |D|)/|D|, where |R| is the total result set
size. This yields the average number of points within €, excluding
a point, pg, finding itself (i.e., a result tuple: (p, € D,p, € D)).
We report the selectivity in our plots so that our results can be
reproduced and to demonstrate that the respective experimental
scenario is meaningful. Our experiments cover a range of € values
that include those used by Kalashnikov [33] to evaluate SUPER-EGO.
GPU-BRUTEFORCE- We compare our approach to a O(|D|?) brute
force algorithm. We simply assign one thread per query point which
then computes the distance between the query point and all other
points in D. However, unlike the GPU-JoIN kernel, we do not re-
turn the result, and instead simply count the total number of points
within e. Thus, we only execute a single kernel invocation, which
yields a lower bound on the brute force response time. Since all
points are compared to each other, performance is roughly inde-
pendent of ¢; therefore, in our results we show the brute force time
corresponding to a single € value (the median € in the plots).
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Reference Implementation (SUPER-EGO) — Super-EGO [33]
performs fast self-joins on multidimensional data and has been
shown to outperform other algorithms on low-D and high-D data.
We use a multi-threaded implementation of Super-EGO, using 16
threads on 16 physical cores (the number of cores on our platform).
We normalize the datasets in the range [0,1] in each dimension,
as needed by the algorithm. We compute the total time using the
time to ego-sort and join on 32-bit floats and exclude the other
components (e.g., loading the dataset and indexing).

5.3 Results

5.3.1 Performance on Small Datasets. We compare GPU-JOIN to
SupER-EGO, for n = 32 and varying €, using some of the same
datasets as those used by Kalashnikov [33]. We do not use any
optimizations except indexing k < n dimensions (Section 4.1). We
discuss the selection of k in an upcoming section. Figure 4 plots
response time vs. € on ColorHist and LayoutHist. We find that across
all datasets, GPU-JoIN tends to outperform SurPErR-EGO (which
uses 16 cores/threads). In Figure 4(b) we see that GPU-JoIin and
SupeR-EGO have nearly identical performance when e < 0.15, but
diverge when € > 0.15. The reason the performance of GPU-Join
does not degrade significantly with € is because these datasets are
relatively small and there is not enough work to fully saturate the
GPU’s resources. Thus, as € increases, the response time does not
increase in the same manner as SUPER-EGO. We observe that GPU-
Join outperforms GPU-BRUTEFORCE across almost all values of e,
except when € = 0.5 on ColorHist (Figure 4(a)). When € = 0.5, the
selectivity is very high, so for each query point, GPU-JoIN needs to
compute the distance to a large fraction of the other points in the
dataset. Interestingly, GPU-BRUTEFORCE outperforms SUPER-EGO
on some of the larger € values.

30 8
eGP U-JOIN m—fem= GPU-JOIN
—— SUPEREGO 6 m—— SUPEREGO
“a 201 ===' GPU-BRUTEFORCE o === GPU-BrRUTEFORCE
L2 [
E E
=10 =
0 : { -
).0 01 02 03 04 0.5 .0 01 02 03 04 05

€ €

(a) ColorHist (32-D) (b) LayoutHist (32-D)

Figure 4: Response time vs. € on the real-world datasets used
in SUPER-EGO [33]. k = 6 dimensions are indexed. Values of
Sp are in the range (a) 4-26k, and (b) 3-1.1k.

5.3.2  Index Dimension Reduction & Reordering. Recall from Sec-
tion 4.1 that, by indexing k < n dimensions, we reduce the search
overhead but increase the number of necessary Euclidean distance
calculations. We also reorder the points to exploit variance in the
dimensions of the data (Section 4.2), maximizing the the filtering
power of the dimensions that we do index.

Figure 5(a) plots the response time vs. k on SuSy where ¢ =
0.01 with and without using REORDER. In both cases, we see that
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Figure 5: Response time vs. indexed dimension, k.

performance degrades when too few or too many dimensions are
indexed due to increased point comparisons or search overhead,
respectively. When we reorder the data by variance, the response
time is significantly reduced, particularly for small k. Since the data
is indexed in the first k dimensions, when we do not use REORDER
it is possible that the indexed dimensions will have high variance
by chance, providing good performance. However, if they do not,
performance will significantly degrade. In the worst case, variance
is so small that we must perform O(|D|?) distance comparisons. In
such a case, using REORDER can significantly improve the ability
of the index to prune the search for points within €. Figure 5(b)
shows the same plot for the Songs dataset where € = 0.005. This is
an example where the first k < 12 dimensions have low variance,
thereby generating a grid with few cells and low index filtering
power. We note that when k = 12, using REORDER increases response
time compared to not using the optimization. This is because, while
REORDER exploits variance to improve the index filtering power, it
also increases the number of cells and therefore the search overhead.
For either SuSy or Songs, REORDER significantly reduces the response
time when 3 < k < 8, which is a large range from which to select
k. From these experimental results, we can simply select k = 6
dimensions. However, in the next section, we show how (and why)
a good value of k can be selected.

5.3.3 The Number of Indexed Dimensions. Indexing k < n dimen-
sions provides a trade-off between distance comparisons and search
overhead. We describe a method to select a good value of k. Real-
world high-D datasets do not allow us to use analytical methods to
estimate the amount of work needed to perform the self-join. For
example, we cannot analytically compute the average number of
cells searched, the average number of point comparisons, and the
average number of neighbors per point. Thus, we use a sampling
technique to understand these data-dependent characteristics.

For a given value of k, we execute GPU-JoIN for a fraction f of
the data points, and record the number of point comparisons (points
that are tested to be within € of each other), denoted as . With the
sample, we estimate the total number of memory operations needed
for the distance comparisons as j - +. We can select a good value
of k, by comparing the total number of memory operations for: (i)
distance comparisons; and, (ii) searching whether the cells exist

(ie., |D|3klogz(|G|), where |G| is the total number of non-empty
cells).
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Figure 6: The number of index search and point comparison
memory accesses on Syn16D2M.

Figure 6 plots the number of memory operations vs. k on Syn16D2M.
A reduction in distance comparison memory operations occurs as
k increases, indicating that indexing on more dimensions reduces
the number of distance comparisons. Few memory operations are
need for cell searches when k < 8, but the exponential increase
in the number of adjacent cells with increasing k makes index-
ing k > 10 degrade performance. Regardless of dataset, indexing
k > 10 is likely to degrade performance. Regarding index memory
accesses only, in practice we can select a value of k within a fairly
large range, k < 10, without significant performance loss. Thus,
we do not need excessive parameter tuning of k to achieve good
performance. Consequently, we index on k = 6 dimensions.

5.3.4 Larger Real World Datasets. Figure 7(a) plots the response
time vs. € on SuSy. Note that SuSy is two orders of magnitude larger
(D] = 5 x 10°) than those used in Figure 4. Results indicate that,
for the SuSy dataset, SORTIDU reduces response time by a reason-
able margin (e.g., at € = 0.01, using SORTIDU and REORDER is 38%
faster than REORDER alone), though the sHORTC optimization has a
negligible effect. Using all optimizations, GPU-JoIN outperforms
SuPER-EGO across all values of €, with speedups up to 1.61x at
€ =0.01.

Figure 7(b) plots the response time vs. € on the 90-D Songs dataset.
We observe that using SORTIDU reduces the response time at lower
values of €. In contrast to the SuSy dataset (Figure 7(a)), SHORTC
yields a significant reduction in response time on the Songs dataset
(Figure 7(b)) due to its much higher dimensionality. We note that
SupER-EGO also employs an optimization that short circuits the
distance calculation. The speedup (or slowdown) over SUPER-EGO
ranges from 1.53% (e = 0.005) to 0.92x (¢ = 0.01). GPU-JoIN out-
performs SUPER-EGO across all experiments, except for a slight
slowdown on Songs at € = 0.01, indicating that SUPER-EGO is com-
petitive with GPU-JoIN under some experimental scenarios. On the
SuSy and Songs datasets, GPU-BRUTEFORCE does not outperform
GPU-Join or Super-EGO.

5.3.5 Synthetic Datasets. We use synthetic datasets to understand
when GPU-JoIN cannot exploit REORDER (Section 4.2) because the
variance is nearly the same in each dimension. We utilize synthetic
datasets with an exponential distribution as it ensures that we will
find a reasonable number of neighbors for a given €, similarly to the
high-D real-world datasets. Figure 8 plots the response time vs. € on
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Figure 7: Response time vs. €. k = 6 dimensions are indexed.
Values of Sp are in the range (a) 5-781, and (b) 4-1.9k.

16, 32, and 64-D synthetic datasets. GPU-JoIN outperforms SUPER-
EGO on all scenarios, with the smallest performance gain a speedup
of 1.84x on the smallest workload (Figure 8(a), € = 0.03) and the
largest speedup of 8.25x on Syn32D2M with € = 0.08. Both SUPER-
EGO and GPU-JoIn exploit the statistical properties of the data.
However, these results indicate that the index search performance
of SupER-EGO is more dependent on the statistical properties of the
data. Thus, in cases where the variance is similar across dimensions,
GPU-Join is likely to significantly outperform Super-EGO. We
also find that GPU-Join outperforms GPU-BRUTEFORCE across all
datasets in Figure 8, which implies that GPU-JoIN index search
performance does not degrade to a brute force search on these
datasets.

6 DISCUSSION & CONCLUSIONS

In this work, we propose GPU-JoIN, an algorithm that leverages
the GPU’s massive parallelism and high memory bandwidth to effi-
ciently solve the self-join problem. We show that a grid-based index,
combined with index dimensionality reduction (indexing k < n),
reordering the data by the variance in each dimension (REORDER),
and distance calculation reduction (SORTIDU and SHORTC) signif-
icantly improves self-join performance over SUPER-EGO in most
experimental scenarios.

In Section 5, we demonstrated that GPU-JoIN is less sensitive to
the data distribution than the state-of-the-art SUPER-EGO. The char-
acteristics of the dataset set nevertheless have a significant impact
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Figure 8: Response time vs. € on synthetic datasets. k = 6
dimensions are indexed, and GPU-JoiN is configured using
all optimizations. Values of Sp are in the range (a) 4-1.2Kk, (b)
31-1.4k, and (c) 132-2.3k.

on the performance of GPU-JoIN. This is because the efficacy of
the indexing structures to prune the search in both SurErR-EGO and
GPU-JoIin depend on the variance of the data, which is a function
of the underlying data distribution.

In general, there are several common GPU bottlenecks that may
impact the performance of GPU-JoIn that depend on the data distri-
bution. The SIMT execution of modern GPUs requires that groups
of threads execute the same instructions to achieve peak perfor-
mance [40]. Thus, the data distribution has a direct impact on the
amount of warp divergence that occurs in GPU-JoIn. Recently, for
low-dimensional distance similarity self-joins, it was shown that
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threads with varying numbers of candidate points (or workloads)
will cause intra-warp load imbalance and divergence [25]. While
this work was for the low-dimensional case [25], intra-warp load
imbalance will have an impact on GPU-JoIin performance for the
high-dimensional case as well. Additionally, many of the optimiza-
tions discussed in Section 4 depend on statistical properties of the
dataset to improve performance (e.g., REORDER). Consequently, an
interesting direction of future work is to develop a model of the
workload and divergence as a function of the input data distribu-
tion. Such a model would provide insight into the performance
bottlenecks of GPU-JoIN and other indexing structures on the GPU.
These insights can help us develop more optimizations that further
improve GPU-JoIN performance and alternate approaches of solv-
ing the self-join problem on datasets for which existing methods
(e.g., SUPER-EGO or GPU-JoIN) may not perform well.
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