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Mixed phononic and non-phononic transport
in hybrid lead halide perovskites: glass-crystal
duality, dynamical disorder, and anharmonicity†

Taishan Zhu and Elif Ertekin *

In hybrid materials, a high-symmetry lattice is decorated by low-symmetry building blocks. The result is

an aperiodic solid that hosts many nearly-degenerate disordered configurations. Using the perovskite

methylammonium lead iodide (MAPbI3) as a prototype hybrid material, we show that the inherent

disorder renders the conventional phonon picture of transport insufficient.Ab initiomolecular dynamics

and analysis of the spectral energy density reveal that vibrational carriers simultaneously exhibit features

of both classical phonons and of carriers typically found in glasses. The low frequency modes retain

elements of acoustic waves but exhibit extremely short lifetimes of only a few tens of picoseconds. For

higher frequency modes, strong scattering due to rapid motion and reconfiguration of the organic

cation molecules induces a loss of definition of the wave vector. Lattice dynamics shows that these

carriers are more akin to diffusons – the nonwave carriers in vitreous materials – and are the dominant

contributors to thermal conduction near room temperature. To unify the framework of glassy diffusons

with that of phonons scattered at the ultimate limit, three-phonon interactions resolved from first-

principles expose anharmonic effects two orders of magnitude higher than in silicon. The dominant

anharmonic interactions occur within modes of the PbI6octahedral framework itself, as well as between

modes of the octahedral framework and modes localized to the MA molecules. The former arises from

long-range interactions due to resonant bonding, and the latter from polar rotor scattering of the MA

molecules. This establishes a clear microscopic connection between symmetry-breaking, dynamical

disorder, anharmonicity, and the loss of wave nature in MAPbI3.

Broader context
Vibrational energy transport in complex hybrid materials underlies performance and stability in scenarios ranging from thermoelectrics to batteries, and from

photochemical catalysis to biological tissues. Hybrid materials – in which low-symmetry building blocks decorate a higher symmetry lattice – exhibit an

intermediate nature that is neither crystalline nor glassy. As such, in this work we demonstrate that the vibrational modes in the lead halide pervoskites, a

classic hybrid material, exhibit a mixed nature in between those of phonons found in crystalline materials and propagons, diffusons, and locons foundin

glasses. In the lead halide perovskites, the dynamical motions of the methylammonium molecules strongly couple to and scatter the phonon-like modesof the

underlying inorganic PbI6framework, resulting in phonon lifetimes on the order of their vibrational period. The scattering due to rapid motion and

reconfiguration of the molecules is sufficient to induce a loss of wave character, especially to the optical modes. We link the strong scattering to long-range

interactions due to resonant bonding and molecular polar rotor scattering. Our present theory brings together existing pictures of transport in the crystalline

and amorphous limit and should be generally applicable to a broad spectrum of complex crystals with hierarchical chemical bonding.

Hybrid materials – composed of two or more constituents at

the molecular or nano scale – have become an emerging avenue

for materials design, with applications ranging from opto-

electronics to energy harvesting to biomedicine.1–6The halide

perovskite methylammonium lead iodide (MAPbI3), a prominent

example, has shown a sharp rise in photovoltaic conversion

efficiency from 3% to 22% in the last ten years.7,8Other examples

of hybrid materials include molecular motors,9–11van der Waals

heterostructures,12hierarchically organized hybrid materials,13
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and other organic–inorganic halide perovskites.1,4In terms of

symmetry, hybrid materials emerge as procrystals,14,15featuring

mixed chemical bonds and low-symmetry groups sitting on higher-

symmetry lattices,11,16which gives rise to multiple forms of

disorder. Fig. 1(a) illustrates this for MAPbI3, in which covalently

bonded methylammonium (MA) molecules (C3v)havelowersym-

metry than and interact with the octahedral PbI6lattice (Oh). The

chemistry of such hybrid materials capitalizes on the disparate

structures and motifs present and their interactions. Naturally

such hybrid stereochemistry leads to vibrational atomic dynamics

at distinct spatiotemporal scales.17

For these materials, knowledge of vibrational properties

at atomic scales gives direct insights on phase transitions,

thermal stability, and lattice conduction, among other structure–

property relations.17–20 In lead halide perovskites, vibrational

dynamics is important not only for characterizing energy transport

and phase transformations,21but also for resolving their thermal

instability, a key barrier hindering large-scale adoption.22The

picture of vibrational transport in these materials remains

incomplete. So far the mechanisms responsible for their ultralow

thermal conductivities (B0.5 W m1K1at room temperature)

have been ascribed to either low group velocity,23,24 strong

anharmonicity,25or both.26Related mechanisms, such as polar

rotor scattering27and cluster rattling,28have been suggested.

These explanations all rely on conventional phonon descrip-

tions of transport, and a direct link between these factors and

disorder is missing. For hybrid organic–inorganic perovskites, it is

only recently that the dynamics of the organic molecules have been

characterized, showing rapid reorientations about their average

lattice position.19,29,30It is unclear how the MA dynamics and the

induced structural disorder affects vibrational, and thus thermal,

electro-magnetic, andother, properties.

Further complexity arises because the disorder exhibited by

MAPbI3is present at several distinct spatial and temporal

scales. Fig. 1(a–c) shows three types of disorder inherent to

hybrid perovskites that are correlated and dynamical in nature:

(i) phase coexistence, (ii) random orientations of the A-site MA

molecules, and (iii) incommensurate tilings of the PbI6frame-

work. The coexistence of different types of octahedral tilts and of

molecular orientations has been experimentally demonstrated.19,31

With both phase coexistence and MA orientational degrees of

freedom, the PbI6octahedra could in principle preserve their

Fig. 1 Types of structural disorder in hybrid perovskites: (i) random orientational disorder of A-site organic molecules, (ii) incommensurate tilings of the

inorganic PbI6framework, and (iii) coexistence of different phases. (a) The cubic prototype and two tilting modes of the PbI6framework, which lead to

three phases. (b) Ideal tessellation of M-tilted motif, compared with the configuration generated fromab initiomolecular dynamics, where

incommensurate rotations can be identified. (c) Coexistence of shape-preserving octahedra and incommensurate phases. The blue-colored frame

denotes the lattice, and the yellow isosurface illustrates the boundary between regions of differing octahedral tiling. (d) Lattice energy of the ordered

cubic phase (red) compared to 50 different disordered phases (blue) obtainedviaslow cooling of independent configurations from molecular dynamics.

The insets show the ordered pristine supercellversus50 disordered snapshots plotted together. The energy differences amongst the disordered systems

are within room temperature thermal fluctuations. (UC: unit cell for cubic perovskite).
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shape despite the disorder. In contrast, the snapshots shown in

Fig. 1(b) fromab initiomolecular dynamics (AIMD) simulations

(Methods section) also show large shape changes and incommen-

surate octahedral tilings. The isosurface in Fig. 1(c) separates

octahedra with maximum angle change4101from thoseo101

for one snapshot from the simulations. Fig. 1(d) compares the

lattice energy of 50 representative disordered systems, obtainedvia

slow cooling of independent configurations taken from AIMD.

These represent distinct local minima in the MAPbI3configuration

space, all energetically lower than that of the cubic prototype. The

energy differences amongst the configurations are an order of

magnitude lower than room temperature thermal energy, so

although each is an independent microstateoftheensemble,

the configurations are thermodynamically equivalent at room

temperature. With disorder present in multiple forms and scales,

characterizing vibrational transport in hybrid perovskites and

other hybrid materials is theoretically challenging.32,33For crystal-

line and amorphous materials, phonon transport and diffusive

hopping theories are, respectively, well established.34,35However,

the general transport theory for intermediate disordered hetero-

geneous materials is still under development. For example, in

partially-ordered-partially-disordered heterogeneous systems such

as glass-in-crystal silicon metamaterials, the extended phonon-like

modes on the higher symmetry lattice interact with the localized

modes of the less symmetrical groups in intriguing ways that

dominate the transport physics.36

Here we demonstrate that hybrid perovskites are intrinsically

glass-crystal dual materials, featuring both phononic and non-

phononic elements to vibrational transport. Our analysis is divided

into two principal themes. First,weestablishthenatureofthe

vibrational carriers explicitly accounting for disorder. Using first

principles, the population of vibrational carriers is characterized

by the spectral energy density (SED), which remains valid even

when wave vectors are ill-defined. The SED, modal mean free

paths, and modal relaxation times all indicate that most vibra-

tional modes cannot be described as typical phonons exhibited by

crystalline materials. Instead, many elements of the framework

of propagons and diffusons, originally developed to describe

vibrational energy transport in amorphous media,37are shown

to be well-suited, and we find the diffuson-like contribution to

the thermal conductivity to be dominant at room temperature.

In the second theme, we reconcile the picture of diffuson-like

carriers with that of highly scattered phonons. Third order

interatomic force constants obtained from first principles are

used to determine the three-phonon scattering rates in MAPbI3,

and compared to those of CsPbI3(a lead halide perovskite

without A-site symmetry breaking) and silicon (a conventional

semiconductor). For MAPbI3and CsPbI3, scattering rates are

two orders of magnitude larger than in silicon, both between

modes on the inorganic PbI6octahedral framework as well as

between the perovskite A-site species and the framework. The

former is shown to arise from resonant bonding,i.e., the long-

range nature of p-orbital interactions on the inorganic frame-

work. The latter are the A-site local rattling phenomena in

CsPbI3and polar rotor scattering in MAPbI3. Altogether our

analysis shows that the hybrid perovskites represent a unique

middle ground where the carriers may be described as highly

scatteredphonons,oraspropagonanddiffuson–like.Inpractice,

MAPbI3is a member of a broad family of hybrid materials, so this

understanding may provide a formalism for thinking about the

nature of vibrational transport in such systems. It also serves to

directly link the ultralow thermal conductivity to the underlying

microscopic mechanisms of disorder, anharmonicity, and

resonant bonding, which may be of value to the design of

hybrid materials.

Spectral energy density and non-
phononic vibrational transport

To characterize the carriers present, using AIMD we first trace

the vibrations that occur in MAPbI3. Modal wave vectors may

not be well defined if the disorder is sufficient. However the

SEDf(Methods section), which extracts the wave vector and

frequency (k,o) content of the atomic dynamical trajectories,

remains well-defined in the presence of significant disorder.

In Fig. 2(a–c), the SED clearly shows the loss of definition of

wave vectors asTincreases and the disorder grows. At ultralow

temperature (T= 1 K, Fig. 2(a)), both the organic MA molecules

and inorganic PbI6octahedral framework only vibrate around

their equilibrium positions. Rotations of the MA molecules are

hindered by the PbI6framework, and only MA librations are

active. The dispersion is well-resolved and the material can, to a

large extent, be viewed as crystalline and exhibiting phonon

vibrations with well-defined wave vector and frequency.

As the temperature increases, Fig. 2(b and c) show the loss of

definition of the phonon wave vector for the higher frequency

modes between B1–4 THz, while the lowest acoustic modes

retain their wave nature. The lowest acoustic bands broaden as

temperature increases toT= 10 K andT= 300 K, but remain

resolvable. Compared to the acoustic branches, the optical

bands in the SED in Fig. 2(b and c) are more inter-mixed and

blurry. AtT= 10 K, although blurred the optical modes are

somewhat resolvable. AtT= 300 K (Fig. 2(c)), they are heavily

blurred out and the SED intensity is more uniform throughout

(k,o), and the emergent trend denoted by the white dashed

lines is reminiscent of ‘‘waterfall’’ phonons observed earlier in

relaxor perovskites.15,38,39The waterfall phonons were previously

ascribed to the presence of polar nanoregions38and later to

acoustic-optical coupling.39

Although resolvable, the broadening of the acoustic mode

linewidth with increasing temperature signals a reduction in

relaxation time in Fig. 2(b). By fitting the SED linewidths to

Lorentzian functions (Methods section), it is possible to extract

the relaxation time. Fig. 2(d) shows the relaxation times for

LA and TA modes alongG- XatT= 300 K, which vary

fromB40 ps atGtoB5psatX, two orders of magnitude

shorter than acoustic mode relaxation in silicon.40Fig. 2(d) also

shows recently reported experimental TA mode relaxation

times24showing satisfactory agreement. From both experiment

and computation, almost all the acoustic modes exhibit relaxa-

tion times close to their vibrational period indicated by the
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orange line. Considered as oscillators these modes are highly

damped. In the spatial domain, the mean free paths of the

acoustic modes can be estimated (see ESI†Section S1) as the

product of the group velocity and scattering time obtained from

the SED. For theG- XTA modes the mean free paths lie

between 7 nm and 0.5 nm at room temperature, also in decent

agreement with experiment24and small in comparison to

silicon (B1mm at room temperature41). So although a wave-

like nature to the acoustic modes is present in the SED, the

mean free paths are close to or even lower than the corres-

ponding modal wavelengths and the concept of a phonon

can only be weakly defined. For the higher-frequency modes

(B1–4 THz), which exhibit even lower group velocity and higher

scattering rate, the mean free paths should be even smaller.

As described below, such carriers in many ways resemble the

localized modes described by the Einstein and Cahill models

for amorphous materials.35,42Therefore, it is clear that energy

transport in hybrid perovskites possesses mixed phononic and

non-phononic characteristics.

The strong optical mode blurring atT= 300 K in Fig. 2(c)

occurs upon activation of the rotational vibrations of the MA

molecules in the AIMD simulations. In Fig. 2(e) we consider a

fictitious version of MAPbI3in which the rotational degrees of

freedom of all MA molecules are artificially fixed. Remarkably

the optical modes are recovered and now resolvable in the SED.

(The lowest modes also start from non-zero energies in Fig. 2(e)

due to the artificial constraints imposed.) The reemergence of

the optical bands indicates that dynamical disorder due to the

rapid reorientations of the MA molecules and their coupling to

the optical modes is the mechanism that induces the blurring,

highlighting the effect of A-site symmetry breaking. Returning

to Fig. 1(d), the time evolution of MAPbI3can then be viewed as

a trajectory of stochastic jumps between disordered, nearly

degenerate microstates sampled by the system in time, as exhibited

by procrystalline materials.14,15Structurally, these disordered

microstates average to the experimentally measured cubic

phase. The blurring results from sampling over the microstates,

and the waterfall-like effect in Fig. 2(c) is an emergent

behavior connecting the microstates’ statistically dominant

vibrational modes.

The effect of molecular rotations on the thermal conductivity

can be determined using molecular dynamics and the Green–

Kubo formalism, which also remains valid for disordered systems.

Forthisweusedclassicalratherthanab initiomolecular dynamics

(Methods section), but the physical insights are still relevant.

Fig. 2(f) compares the thermal conductivity of MAPbI3and of

Fig. 2 (a–c) Spectral energy density of dynamical modes in MAPbI3at different temperatures fromab initiomolecular dynamics. The dotted white line

forT= 1 K shows the lattice dynamics result for comparison. The band line-widths broaden as temperature increases. AtT= 300 K, the vibrational modes

between 3–4 THz that are well-defined at low temperatures are now heavily blurred. (d) The modal relaxation time extracted from SED compared to

recent experimental measurements.24The relaxation time is close to the wave period for each thermal carrier, suggesting the conventional phonon

picture is not an adequate description of the carriers (see also Fig. S1, ESI†). (e) Freezing the rotations of the MA molecules recovers the well-defined

lattice dynamical modes, which suggests that interactions between the inorganic framework and sublattice MA orientational disorder are responsible for

the loss of wave nature in (c). (f) Thermal conductivity calculatedviaGreen–Kubo formalism using classical molecular dynamics, with MA fixed and

unfixed, compared with experiments.25
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fictitious MAPbI3with previous experimental measurements.
25

The overall temperature dependence in Fig. 2(f) follows a crystal-

like decay, to be discussed below. The calculated thermal con-

ductivityisassmallas0.4Wm1K1at room temperature, which

compares reasonably with experiment. Also surprising is that the

constrained system has only a slightly lower thermal conductivity

than the unconstrained one, despite that the optical bands are

well-defined for the former. The trend is consistent with a prior

result that the overall thermal conductivity is reduced slightly

when rotational constraints are introduced to the MA cations.43

In another molecular dynamics study, the thermal conductivity is

shown to increase slightly when the MA cations are replaced by

spherical cations,44slightly distinct from the situation here where

the MA cations are frozen in place. The scattering by MA molecular

reorientations inducing the loss of definition of the optical modes

in the SED seems contradictory to the observed marginal effect on

the thermal conductivity.

Diffusons, propagons, and locons –
Allen/Feldman theory

Given the evidence of a non-phononic character to the trans-

port, to better analyze these observations a different framework

may be useful to describe the carriers present in MAPbI3.In

1993, Allen and Feldman37introduced a schema to describe

vibrational carriers in disordered media. According to their

framework, vibrational modes can be classified as propagons,

diffusons, and locons. Propagons are the lowest frequency

modes that most resemble typical phonons: wavelike and

spatially delocalized. Diffusons are intermediate frequency

modes that remain spatially delocalized but, due to the disorder,

have lost their wave nature. These carriers transport energy in a

diffusive, random-walk manner. In amorphous 3D materials such

as vitreous silica diffusons are the dominant contributors to the

thermal conductivity at temperaturesT4 10 K.45,46Meanwhile

locons, the highest frequency carriers, are highly localized in space

and contribute negligibly to thermal conductivity in all cases.

We consider the taxonomy suggested by Allen and Feldman

as a framework for the vibrational carriers in MAPbI3.To

elucidate how different types of disorder affect the nature of

the carriers, three representative systems exhibiting different

degrees of crystallinity/disorder in Fig. 3(a) are used and their

features are compared. The three systems, in order of increas-

ing disorder, are: (i) the ideal cubic prototype with fixed,

aligned MA molecules, (ii) the cubic prototype with MA

molecules randomly oriented, and (iii) a system with both

MA molecules randomly oriented and PbI6 octahedra

randomly tilted. For each, the lattice dynamical equations

are solved to obtain the modes and the modal diffusivities,

which can be used to characterize the modes as propagons,

diffusons, or locons. It is expected that as the disorder grows,

the nature of the modes becomes less wavelike and more

random and localized. The diffusivityDiof modei,definedin

the Methods section, eqn (8), measures the energy-carrying

capability of each thermal carrier, and the total thermal

conductivity is given as a sum over contributions from all

carriersk¼
P

i

CiDiwhereCiis the modal heat capacity.

Fig. 3(a) shows the modal diffusivity distribution for all real

modes calculated using Allen–Feldman theory. Since the cubic

prototype is (artificially) perfectly ordered, all modes have well-

defined wave vectors and are periodic and spatially spanning,

so all modes are rigorously propagons. Real space representations

of some propagons are illustrated in the top row in Fig. 3(b). Even

the highest frequency mode ato= 37.47 THz consists of internal

vibrations of the MA molecules, and represents a regular periodic

distortion of the perfect system. This mode corresponds to

in-phase oscillations of the MA molecules (essentially a periodic

sum of isolated delta-function vibrations oscillating in phase).

Despite that these modes are all propagons, they are not necessarily

effective heat carriers: most of the modes still exhibit low diffusiv-

ities, and the diffusivity distribution for the cubic prototype in

Fig. 3(a) exhibits large fluctuations. The large fluctuations can also

be seen in the modal participation ratios shown in Fig. 3(c).

For the two disordered systems, the diffusivity distribution

in Fig. 3(a) exhibits a different nature than the cubic prototype.

The diffusivity initially decreases and then plateaus to a steady

value beyond a transition frequency. This is the typical scaling

behavior exhibited by many disordered materials, for which the

transition frequency corresponds to the boundary between

propagons and diffusons. The transition frequencies for the

two disordered systems are rather similar to each other,B0.15 THz.

In the real space representation (Fig. 3(b), bottom row), the propa-

gon (o= 0.05 THz) and diffuson (o=3.30THz)modesremain

globally spanning, with inorganic and organic atoms all participat-

ing. The difference between these two types, according to Allen/

Feldman, is their itinerant nature. The former exhibits patterns,

albeit vague, but an effective wave vector could be defined based

on homogenized elastic constants. In contrast, the latter does

not exhibit wave nature and transport occurs in a diffusive,

hopping manner. Additionally, the in-phase oscillations of the

MA molecules observed for the cubic prototype are now broken,

and instead isolated MA molecular vibrations, such as for

o= 37.52 THz, are present as locons.

Comparing all three systems exhibiting different degrees of

disorder, several observations are noteable. Compared to the

cubic prototype, the diffusivities of both propagons and diffu-

sons for the two disordered systems are reduced on average by

several orders of magnitude. Yet, the fluctuations in the modal

diffusivities exhibited by the cubic prototype are not present in

the disordered ones. Interestingly, the diffusons for both dis-

ordered systems show a similar distribution, indicating that once

the disorder of the MA molecules is activated, the introduction of

disorder to the octahedral network does not appreciably change

the diffusivities. We observe the same effect if the octahedral

distortions are first introduced, followed by the disorder associated

with MA molecules. The histogram in Fig. 3(d) tallies the con-

tribution to the total thermal conductivity from diffusonsversus

propagons in all three systems based on the 0.15 THz turnover

frequency for the latter two. As structural disorder is progressively

introduced, the diffuson contribution becomes increasingly
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dominant. The acoustic mode-like propagons, by contrast, con-

tribute little to the thermal conductivity, in contrast to con-

ventional crystalline semiconductors where acoustic modes are

often dominant. In fact, in parallelto3Ddisorderedmaterialsat

room temperature, the MA and PbI6disordered system shows

dominant contributions from diffusons, with a negligible contri-

bution from propagons. So the dominant source of thermal

conductivity in MAPbI3arelesslikeclassicphononsand more

like the carriers in disordered/glassy media. This further explains

why the Green–Kubo thermal conductivities in Fig. 2(f) are so

similar for MAPbI3and fictitious MAPbI3– although MA rotations

suppress the optical modes, theyalso activate a large density of

diffusons and thus helping maintain the thermal conductivity.

Interestingly the thermal conductivity in Fig. 2(f) decays with

temperature. This is more reminiscent of crystals than glasses,

which instead show increasing thermal conductivity with

temperature due to activation of diffusons. In amorphous

silica, the classic example, the thermal conductivity increases

up toT=1000K,whereasfora-quartz it peaks aroundT=10K.35

The crystalline trend shown in Fig. 2(f) is consistent with

experiments,21,25which also have not revealed an amorphous

dependence. Therefore, although the carriers in MAPbI3exhibit

many features of diffusons in classical amorphous materials, the

analogy is not complete. The measured temperature dependence

reflects the cumulative effect of several competing factors, and we

donotexpectthatanamorphoustrendcanbeobservedin

MAPbI3, which is different from glassy silica in a few ways. Rather

than being a static amorphous material, it is more crystalline at

low temperature and becomes dynamically disordered at higher

temperature. As temperature increases the optical phonon modes

Fig. 3 (a) Modal diffusivity for three model systems: (i) prototypical cubic, (ii) cubic with MA molecules exhibiting orientational disorder, (iii) MA

molecules and PbI6framework are disordered. The demarcation between propagons and diffusons around 0.15 THz can be readily observed for the latter

two. (b) Examples of vibrational modes. For the cubic prototype (upper row) all modes are propagons, while for the disordered system (lower row) a

propagon, diffuson, and locon are shown. (c) The modal participation ratio for the three model systems. The participation ratio of propagons becomes

reduced as disorder is progressively introduced, while the diffusons are less sensitive. The delocalized modes of the cubic prototype become localized as

disorder is introduced. (d) Relative contributions of propagonsversusdiffusons to lattice conductivity in three model systems. As the disorder grows,

diffuson contribution becomes dominant.
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lose their wave nature and become more diffusonic (and thus,

less effective heat carriers) while also more and more diffusons

become activated. Here a more crystalline temperature depen-

dence is observed, so it appears that the former effect dominates

the temperature dependence. Also,in contrast to amorphous silica

which has a melting temperature41000 K, in MAPbI3as the

temperature exceeds 300 K and approaches the melting tempera-

ture (o500 K), thermal instabilities due to the loss of MA to the

gaseous phase and decomposition reactions are activated.47

The observed crystalline trend corresponds to both a recent

analysis of the ultralow thermal conductivity in crystalline

Tl3VSe4,
48where a two-channel model including phononic

and non-phononic carriers was shown to give rise to a similar

temperature dependence as well as to a generalized physical

picture formulated previously.46For comparison, in more crystal-

line Tl3VSe4, the contribution from non-phononic carriers was

estimated to be around 50%.48For the halide perovskites

considered here, althoughweestimatealargerB95% contribu-

tion from the diffusonic carriers at room temperature, the decreas-

ing trend persists. Note that our assessment that an amorphous

trend is not present in MAPbI3is complicated by the fact that, even

if it did exist, classical MD simulations would not necessarily

capture the trend due to the reliance on classical (rather than

quantum) occupation statistics. For this reason, classical MD also

incorrectly predicts a decreasing trend even in amorphous silica.49

Harmonics & anharmonics

In lieu of the conventional phononic picture, the vibrational

modes in MAPbI3at room temperature show a character

reminiscent of those in glassy materials. As with bulk amor-

phous solids, diffusons dominate room-temperature energy

transport in MAPbI3. At the same time, the SED profiles show

that the lowest energy modes still retain elements of traditional

phonon character and, additionally, most investigations to date

have been able to capture several aspects of the thermal

transport physics in MAPbI3relying on conventional phonon

pictures. It is insightful to use the hybrid perovskites as a case

study to establish microscopically how the diffuson picture

emerges from the disorder present within this system. Accord-

ing to Anderson’s description of localization,50as disorder is

slowly introduced into a crystalline material, scattering of the

modes intensifies. If the disorder is strong enough that scatter-

ing events are no longer independent but coupled, then the

multiple interferences that take place upon scattering result in

a loss of wave nature and the onset of localization. Starting

from the phonon picture, we will establish from first-principles

lattice dynamics the link between the low thermal conductivities,

disorder, the soft lattice modes,anharmonicity, and the nature of

the electronic structure. This brings together the picture of the

carriers as conventional phonons with extreme anharmonicity and

the propagon/diffuson picture described above.

Fig. 4(a–c) shows the phonon dispersion for MAPbI3,

compared to that of CsPbI3and crystalline silicon obtained

using density functional theory (Methods section). CsPbI3,a

lead iodide perovskite without A-site symmetry breaking, and

crystalline silicon, an sp3-bybridized covalent semiconductor,

serve as reference cases for comparison. Cubic unit cells are

used for all three materials; for MAPbI3the methylammonium

molecules are all oriented in the same direction. In this hypothetical

perfectly ordered, crystalline cubic model, the conventional phonon

picture is nominally valid. The first observable trend is the well-

known presence of the imaginary modes for both perovskites

centered atMandR, indicating structural distortions to the low

symmetry, low temperature phases. A second difference is that

the dispersion curves for both perovskites atGare noticeably

more flat than those for silicon, which indicate the lower

group velocities, as shown in Fig. 4(d–f). We use the thermally

averaged group velocity

vg ¼
1

N

ð

gðoÞfðoÞvgðoÞdo; (1)

whereg(o) andf(o) are the density of states and Bose–Einstein

distribution respectively, to take into account actual occupa-

tions and excitations. The valuehvgi= 6.4 km s
1in silicon is

about six times larger than that of both perovskites with

hvgi= 1.1 km s
1at room temperature due to their soft bonding

and heavier atomic masses (see ESI†Section S2).

Beyond the group velocities, details about the nature of the

modes shown in Fig. 4(a–c) are indicated by the mode localiza-

tion factor, defined here as

zl¼
ED
Etot
¼

P

j2D

P

b

ejb;l
2

P

8j

P

b

ejb;l
2
; (2)

whereeib,lis the vibration magnitude on atomjin theb

direction forlmode, andDis the domain under investigation.

The vibration localization on one MA cation, one Cs cation, and

one silicon atom is color-mapped on the dispersion curves in

Fig. 4(a–c) respectively. For silicon, all the modes exhibit

localization factors around the theoretical value 1/8 (8 is the

number of atoms in the conventional fcc unit cell). In contrast,

the red colored lines indicate localization on A-sites, effectively

the rattling behavior of Cs cations and the polar rotor scattering

of the MA molecules for CsPbI3and MAPbI3. These interactions

in CsPbI3appear at lower frequenciesB0.5 THz than in MAPbI3
aroundB3–4 THz.

Fig. 4(d–f) also shows the calculated mode-resolved scatter-

ing rates for the two perovskites and silicon, obtained from

direct calculations of three phonon scattering processes. Phonon

lifetimes depend upon the three-phonon scattering phase space

that satisfy the constraints of energy and momentum conserva-

tion, and are obtained from direct calculation of the third order

interatomic force constants (Methods section). Due to their

ill-defined energy, scattering due to the imaginary modes around

M and R are not included; previous studies have also neglected

these modes in first-principles scattering rate calculations for the

cubic phase.52In any case, the imaginary modes are associated

with acoustic mode like propagons which contribute negligibly

to the thermal conductivity, so the effect is expected to be small.
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All in all the scattering rate in the perovskites is two orders of

magnitude higher than in silicon (note the difference in the scale

of they-axis). Such large scattering rates and short lifetimes have

strong ramifications for device applications, related to electron–

phonon coupling, thermal carrier relaxation rates, and carrier

recombination. Within the two perovskites, the largest scattering

rates appear in the range of 3–4 THz for MAPbI3and around

0.5 THz for CsPbI3. This corresponds to the localized modes

identified in Fig. 4(a–c), highlighting that the short lifetimes arise

from strong three-phonon interactions associated with the degrees

of freedom of the A-site, for both perovskites.

Fig. 4(g–i) show directly how the slow group velocities

and strong scattering rates combine to realize the ultralow

thermal conductivity in the perovskites. These were obtained

with the relaxation time approximation (Methods section).

Theab initiothermal conductivity is compared to experi-

mental measurements.21,25,51As expected the relaxation time

approximation underestimates lattice conductivity compared

to experiment,53but remains within a factor of four for all

materials.

To reveal the scattering nature in detail, the scattering

network plots in Fig. 5 pictorially show the mode-resolved

three-phonon scattering channels. We present the scattering

networks involving three high-symmetry reciprocal points

(R,M,G) for the two perovskites, meaning that each three-

phonon process indicated involves at least one (R,M,G) mode

respectively. Along the circumference of each circle in Fig. 5

different frequency ranges are indicated. The upper arc of each

circle indicates modes in the 0–5 THz range, which consist of

both the modes of the octahedral framework and collective

vibrations in which an MA molecule vibrates together with the

framework. The lower arc of the circles indicate higher frequency

modes that are the internal vibrations of the MA molecule. Since

these high frequency vibrations are not present for CsPbI3,the

lowerarcofthosecirclesareempty.Everypairofsegmentswithin

thecircleconnectsthree modes,andthecolordenotesthe

Fig. 4 Dispersion relationships of (a) MAPbI3,(b)CsPbI3and (c) silicon, colored by the localization functionz. All modes in silicon are delocalized (zE 1/8),

whereas localized modes are found between 0.5–1 THz for CsPbI3and 3–4 THz for MAPbI3. The localized modes are the A-site rattling and polar rotor

scattering modes respectively. (d–f) Anharmonic scattering rate (upper) and group velocities (lower). The scattering rates are a factor ofB100 higher in the

perovskites compared to silicon. (g–i) Thelattice conductivity and atomic configurations of the three materials calculatedab initioand compared to

experimental values from ref. 51 for silicon, and ref. 25 for the perovskites.
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associated interaction strength for the three phonon process. For

MAPbI3two types of scattering channels are observed to be strong:

(i) interactions entirely withinthelowerfrequency(0–5THz)

modes, and (ii) interactions between lower frequency and higher

frequency intra-vibrational modes of the MA molecules. The first

indicates that the motions of the A-site cation couples strongly to

the PbI6octahedral framework for both the inorganic and the

hybrid organic/inorganic perovskite. The second indicates strong

coupling between the phonon modes of the octahedral network

and the isolated vibrations of the methylammonium molecules,

unique to the hybrid perovskite with broken A-site symmetry.

These molecular vibrations increase greatly the number of

scattering channels available.

Origins of anharmonicity in lead halide
perovskites

To understand microscopically what gives rise to these anharmonic

interactions, we turn to stereochemistry and electronic structure.

Recently, resonant bonding – a ‘‘resonance’’ taking place between

different possible degenerate or near-degenerate electron

configurations of available orbitals – has been suggested to be

closely connected to the strong anharmonicity and low thermal

conductivities exhibited by several thermoelectric materials such

as IV–VI semiconductors,54,55V2–VI3materials,
56phosphorene,57

and SnSe.58Such resonance bonding usually gives rise to high

electronic polarizability, dielectric constants and Born effective

charges. Here we will demonstrate that an effect akin to resonant

bonding plays a large role in the observed anharmonicity, but that

the effect manifests differently for MAPbI3compared to CsPbI3
due to the broken symmetry of the A-site. Typically, materials

exhibiting resonant bonding are those for which the atomic

species exhibit a coordination number of six as in the rock salt

structure. They exhibit a weak sp-hybridization, with the s-derived

orbitals lower in energy and distinct from the p-derived orbitals.

If the number of valence p electrons is fewer than six, the number

of available covalent bonds between an atom and its neighbors,

thenthechoiceofbondoccupation is not unique. The degeneracy

in how the valence p electrons occupy the available bonds results

in long-ranged interactions and anharmonicity: a slight dis-

placement of one atom induces changes to the occupation of

the available bonds that extend and penetrate throughout the

‘resonant’ network. It has theoretically been shown using a

one-dimensional chain model that such long-range inter-

actions result in soft optical modes.59Using the diatomic-

chain model, we show further in the ESI,†Section S5 that the

softening depends solely on the long-range interactions between

atoms of the same type.

The band structures for MAPbI3and CsPbI3are shown in

Fig. S3 and S4 (ESI†). The Pb and I s-derived bands are low in

energy, well-separated from the valence band, as are all of the

Fig. 5 Anharmonic three-phonon interactions involving R, M andGmodes from left to right for MAPbI3(upper row) and CsPbI3(lower row). Three

phonon modes are connected by two segments, denoting a possible three-phonon process. Both two segments connect to the correspondingKpoint

given below each graph. The lines are colored by the scattering rate. The three groups of vibrations (lattice vibrations [0,5] THz, internal C–N–H modes

[10,50] THz, and H modes [90,100] THz) are separated for MAPbI3, where the contribution from the internal modes can be observed. The blue histogram

shows the interaction strength of corresponding modes.
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MA or Cs-derived states. The valence bands are primarily

composed of I 5p orbitals while the conduction bands primarily

of Pb 6p orbitals. Importantly there is a small degree of Pb 6p

character present in the valence states, and correspondingly

of I 5p orbitals present in the conduction bands. This orbital

mixing is more prevalent in lead halide, compared to transition

metal oxide, perovskites due to their more covalent and less

ionic nature. This mixing enables a resonance-like effect to

take place in the lead halide perovskites. Were the materials

completely ionic, with a fully I 5p valence band and Pb 6p

conduction band, all three I 5p states would be completely

filled and all three Pb 6p states would be completely empty,

with no degeneracy in the selection of the occupation of

available states. Instead, the small presence of Pb 6p states

in the valence band introduces occupation degeneracy (the 6p

states are partially, not completely, filled). This leads to long-

ranged interactions and anharmonicity that is present for

both CsPbI3and MAPbI3.

To illustrate, in Fig. 6(a and b) we consider the disturbance

of the electron density due to two possible structural perturba-

tions: the displacement of one Pb atom and the rotation of one

PbI6octahedron. For Pb atom displacement, one lead atom in a

5 5 2 supercell is shifted in the (100) direction by 5% of the

cubic lattice constant. Here long-ranged interactions in both

lead halide perovskites are readily observed, with the distur-

bance in electron distribution persisting to the third neighbor-

ing cell due to the bonding resonance. The I 5p and Pb 6p

orbitals states are most perturbed. The displacement of one

atom affects the p orbitals of the neighboring atoms and their

occupation, which in turn affects the p orbitals and occupation

of the neighbor’s neighbors, and so on. This is the origin of the

softness of the PbI octahedral framework, and gives rise to

the strong three-phonon interactions occurring within 0–5 THz

lower frequency modes for both perovskites in Fig. 5. For

MAPbI3the perturbation is also present on the MA p states,

which is surprising because the MA p states are not hybridized

Fig. 6 Perturbation of electron density due to octahedron rotation and displacement of one lead atom in (a) MAPbI3and (b) CsPbI3. In comparison to

silicon (see Fig. S2, ESI†), the long-range interactions can be observed in the hybrid perovskites. While the charge density perturbation due to octahedron

rotation is localized in CsPbI3, it is long-ranged in MAPbI3and extends throughout the networkviainteractions of the MA molecules. On the other hand,

both lead halide perovskites exhibit long range interactions due to the displacement of one Pb atom, particularly on the Pb and I p orbitals.
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and much lower in energy than the Pb p states. For sake of

comparison, the charge density perturbation arising from the

displacement of one atom in silicon is shown in Fig. S2 (ESI†):

the perturbation is localized to within a single bond length. We

note that the strong interactions arising from the long-ranged

electric fields are common to all heteropolar materials, and not

unique to the halide perovskites. However, they are particularly

strong in the halide perovskites. For instance the Born effective

charges tabulated in Table S2 of the ESI†are comparable to

those of PbTe, indicating the strength of the interactions and a

similar chemistry of resonance bonding.

For the case of octahedron rotation, the center octahedron

is rotated counter-clockwise in the same supercell by 11in

Fig. 6(a and b). For the case of CsPbI3, the rotation induced

charge difference is localized within one unit cell; the perturba-

tion does not extend throughout the system. For MAPbI3,itis

long-ranged and delocalized, and extends throughout the

systemviaonly on the MA cations. The perturbations to the

MA cations for Pb atom displacement and octahedron rotation

cannot be due to resonant bonding, since the electronic states

of the MA molecules are very low in energy and not hybridized

with those of the PbI6framework. We ascribe them instead to

the polarizability and large dipole moment of the MA molecules:

simply, electrostatic interactions that perturb the electronic charge

density of the polarizable molecules around as a result of the

octahedron rotation. This now directly links the A-site symmetry

breaking, the molecular polarizability, and the anharmonicity. It

provides an underlying mechanism for the strong three-phonon

processes observed in Fig. 5 between the intra-molecular vibra-

tions of the molecules and the vibrations of the inorganic network.

Beyond resonant bonding, a second mechanism that can

induce strong anharmonicity is the lone pair instability.60,61

Stable s2lone-pair orbitals are responsible for many phenom-

ena including strong bond anharmonicity in I–V–VI2rock-salts

(I = Ag/Cu/alkali metals; V = Sb/Bi; and VI = chalcogens)62,63and

IV–VI chalcogenides,64and the off-centering of the Sn atoms

that occurs in CsSnBr3upon increased temperature.
65The

resonant bonding mechanism discussed here does not exclude

the possibility that the lone pair instability plays a role in the

large anharmonicity present in MAPbI3. But the effect is

believed to be larger in CsSnBr3than CsPbBr3
65and in GeTe

than PbTe,66due to greater relativistic stabilization of the lone

pair for Pb compared to Sn,Ge respectively. The strong cation-s-

anion-p interaction induces a rhombohedral distortion in GeTe

(second-order Jahn–Teller effect) to stabilize the Ge-4s2orbitals.

However, due to relativistic effects, the 6s2lone pair becomes

increasingly stable if the group IV element is Pb rather than Ge,

thus PbTe favors the rock salt structure. In contrast to the

delocalized lone-pair s2electrons for the lone-pair active I–V–VI2
class of materials, the Pb-s electrons are rather localized in

our case (Fig. S3 and S4, ESI†). Therefore, we surmise the lone

pair effect to be more mild in MAPbI3compared to some

other compounds.

Bringing together our key findings the following picture of

thermal transport in MAPbI3emerges, showing how diffuson-

like carriers arise from the conventional phonon picture.

For the hybrid perovskite, analysis of the phonon dispersion

in Fig. 4, mode localization, and scattering rates illustrate the

soft, anharmonic nature of the optical modes throughout the

Brillouin zone. As a result of resonant bonding, these soft

optical modes are dominant scattering channels in both CsPbI3
and MAPbI3, as shown from the scattering networks presented

in Fig. 5. For MAPbI3, the bonding resonance is augmented by

the intra-molecular vibrations and polarizability of the MA

molecules, which provides additional scattering channels in

the system. Ultimately, in these perovskites the strength of the

scattering is sufficient that frequent optical mode scattering

and associated wave interferences result in the loss of the wave

vector, and the emergence of diffusonic carriers. This is borne

out in the SED in Fig. 2 and in the real space representation of

the modes of the disordered systems in Fig. 3. Even for the

acoustic modes the lifetimes are on the order of the carrier

periods, and in many cases the mean free paths are similar to

or even shorter than the carrier wavelengths. Remarkably

hybrid perovskites appear to present a unique middle ground

where carriers can be described as ultra highly scattered

phonons, or as propagons/diffusons. This parallels the crystal

structure of the material itself, which represents a middle

ground between an ordered and a disordered system. In fact,

there are insights to be gained from both perspectives and from

their relationship to each other.

Conclusion

In conclusion, we have shown the mixed phononic and non-

phononic characteristics of the vibrational transport in MAPbI3,an

example hybrid material. Analysis of the spectral energy density

fromab initiomolecular dynamics shows that at room tempera-

ture, the lifetimes of the acoustic phonon modes are on the order

of their periods, and that the optical modes are not well-defined.

Accounting for the sub-lattice symmetry breaking and the disorder

present in these systems, we consider Allen-Feldman theory and

demonstrate that these modes exhibit features reminiscent of

diffusons – diffusive modes that are the dominant contributors

to thermal conduction in glassy materials. Meanwhile, propagons

resembling typical phonons, and locons highly localized on

A-sites, coexist with diffusons, but contribute negligibly to

the overall conductivity. To see how the diffusonic nature

arises in this system as a result of intense scattering and

anharmonicity, we use a hypothetical perfectly ordered, crystalline

cubic model of MAPbI3, for which he conventional phonon picture

is valid. We establish from first-principles lattice dynamics the link

between the low thermal conductivities, disorder, the soft lattice

modes, anharmonicity, and the nature of the electronic structure

for the perovskites. Scattering rates for the optical modes are two

orders of magnitude larger than in silicon, particularly for scatter-

ing processes involving modes localized to the perovskite A site.

The origin of the strong anharmonicity is resonant bonding in

both MAPbI3and CsPbI3, augmented by the polarizability, dipole

moment, and symmetry breaking of the MA molecules in MAPbI3.

Ultimately, in these perovskites the strength of the scattering is
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sufficient that frequent optical mode scattering and associated

wave interferences result in the loss of the wave vector, and the

diffusonic picture of carrier transport emerges. Although we

focused on the hybrid perovskites, the findings in this work may

be useful for better understanding the vibrational characteristics of

a large family of hybrid materials, such as metal–organic frame-

works and hierarchically organized hybrid materials.

Methods
Density functional theory

All DFT calculations employed the generalized gradient

approximation (GGA) and projector augmented-wave (PAW)

pseudopotentials67,68as implemented in the ViennaAb Initio

Simulation Package (VASP).69,70For unit-cells, a 10 10 10

Monkhorst–Packk-point mesh centered atGpoint for perovs-

kites, and 20 20 20 for silicon was used. We kept the density

ofk-mesh approximately constant for supercell calculations. We

used a 600 eV plane-wave cutoff energy, the tetrahedron method

for Brillouin zone integration, a Gaussian broadening of 0.01 eV,

and (v) 0.01 eV Å1force threshold criterion for geometry

optimization. For different elements, the corresponding outermost

valence electrons were treated explicitly: 14 for Pb (5d106s26p2),

7 for I (5s25p5), 9 for Cs (5s25p66s1), 4 for C (2s22p2), 5 for

N (2s22p3), and 1 for H (1s1).

Second- and third-order interatomic force constants

For the second-order and third-order interatomic force con-

stants (IFCs), denoted byFl,l0andFl,l0,l00, we applied the

finite displacement technique implemented in Phonopy71and

Phono3py72respectively. For the second-order IFC calculations,

to construct the dynamical matrices, we displaced each atom

by 0.01 Å in 4 4 4 supercells (768 atoms for MAPbI3and

320 atoms for CsPbI3). AG-centered 3 3 3k-mesh was used

for Brillouin zone sampling. For the third-order IFC calcula-

tions, we used a 2 2 2 supercell, atomic displacements of

0.03 Å, and a 6 6 6k-grid. For both second-order and third-

order IFCs, we used density functional theory as described

above for total energy calculations. Due to the symmetry of the

cubic unit cells, the number of energy calculations is reduced to 72

(MAPbI3) and 3 (CsPbI3)forsecond-orderand41544(MAPbI3)and

220 (CsPbI3) for third-order force constants, respectively.

Given the third-order IFCs, the three-phonon scattering rate

1/t(i,q) can be formulated based on the Fermi’s golden rule,

1

tði;qÞ
¼
36p

h2

X

l0l00

Fll0l00j j2 n0l0þn
0
l00þ1dol ol0 ol00ð Þ

þ n0l0 n0l00 dolþol0 ol00ð Þ dol ol0þol00ð Þ½ ;

(3)

wherelindicates phonon mode (q,j),n0is the Bose–Einstein

distribution, and the delta functiond() enforces energy con-

servation during scattering.

The above formalism of Fermi’s golden rule is consistent

with the single-mode relaxation time approximation of the

Boltzmann equation. Both of these assumes the single-particle

transport picture. In the RTA, the lattice thermal conductivity

can be defined as

k¼
1

V
SlClvl vltl (4)

whereVis the volume,Cl=kBx
2exp(x)/(exp(x) 1)2is modal

heat capacity,x=hol/kBT,andvlandtlare group velocity and

relaxation time for model.

Classical lattice dynamics & Allen–Feldman theory

For the disordered MAPbI3systems, we employed large supercells

and determined the individual vibrational modes by solving the

classical lattice dynamical equations59

ol
2eia;l¼

X

jb

Fia;jbejb;l; (5)

where the dynamical matrix elements are

Fia;jb¼
1
ffiffiffiffiffiffiffiffiffiffi
mimj
p

@2Uij
@uiaujb

; (6)

andUijis the potential energy, which was parameterized based on

density functional theory,30as described below. Here,lindexes a

particular mode,uiais the displacement of atomiin the Cartesian

directiona,miis the mass of the atom,ois the frequency, andeia
is the corresponding eigenvector. For a disordered system contain-

ingNatoms, the normal modes are obtained by diagonalizing the

3N 3NmatrixF. We used supercells composed of 10 10 10

unit cells, which containN=12000atoms.

The Allen–Feldman thermal conductivity is obtained as a

sum over modesi37as

kl¼
1

V

X

i

CiðTÞDi; (7)

whereCi(T) is spectral heat capacity, andDiis the modal

diffusivity given by

Di¼
pV2

3h2o2

X

jai

Sij
2
doi oj; (8)

whereSijis the heat current operator which measures the

coupling strength between modesiandjand can be calculated

from lattice dynamics. Since this approach uses onlyGpoint

phonons, the size of the supercell should be sufficiently large.

In order to capture the vibrational density of states, an approxi-

mation based on Lorentzian broadening is usually applied. The

broadening width should be greater than the mode spacing,

and is usually set to be several times the average mode spacing

(D) in the vibrational spectra. Our results were obtained by

setting the broadening factor to be 5D, which corresponds to

0.03 THz for the 10 10 10 supercell.

Ab initiomolecular dynamics & spectral energy density analysis

For theab initiomolecular dynamics simulations, we employed

VASP as described above, and simulated the atomic dynamics

with a 5 5 2 supercell and a time step of 0.1 fs. The

temperature was first established via a Nosé–Hoover
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thermostat. Since the MA rotations occur on the order of tens of

picoseconds, simulations were carried out forB500 picoseconds.

The atomics dynamics are used for subsequent analysis of

spectral energy density (SED). For a vibrational mode (k,o), its

SED is defined by73

fðk;oÞ¼
1

4pt0N

X

a

XB

b

mb

ðt0

0

XNT

nx;y;z

_uanx;y;z;b;texp ikrðnx;y;z;0Þ otdt

2

;

(9)

where the velocity of atoms
:
uais obtained from our molecular

dynamics simulations,N=nxnynzis the total number of cells,B

is total number of atoms in each conventional unit cell,mbthe

atomic mass, andt0the total sampling time. This expression

captures the energy density of modes with wave vectorkand

frequencyocontained in the vibrations of the system. If there

were no interactions between modes and the system were

purely harmonic, then evaluation of the SED would reproduce

precisely the harmonic phonon dispersion; anharmonic effects

manifest as a broadening of the SED profiles. Phonon lifetimes

can be extracted from the spectra ast= 1/2g, wheregis the

half-width at the half-maximum of the best fit Lorentzian to

SED profilesf(k,o)=f0(1 + [(o o0)/g]
2)1, andf0is the peak

SED centered ato0.

Classical MD & Green–Kubo formalism

The classical molecular dynamics (MD) simulations utilize an

interatomic potential derived from first principles.30 This

model consists of three parts: (i) the organic interactions,

which includes both intramolecular and intermolecular inter-

actions described by the AMBER force field; (ii) the interactions

between MA molecules and PbI3framework described as the

sum of Buckingham, electrostatic,and Lennard-Jones potentials,

and (iii) the inorganic Pb–I framework described by Buckingham

potential. More details are available in ref. 30. These MD simula-

tions were carried out on 20 20 10 supercells (48 000 atoms)

viaLAMMPS.74All MD simulations were performed with a time

step of 0.5 fs. The temperature was set at 300 K and pressure at

0 Pa using the Nosé–Hoover thermostat and the Parrinello–

Rahman barostat. The system was first equilibrated to the

desired temperature for 20 ps, and then sampled in the micro-

canonical ensemble (NVE) for an additional 20 ps. The heat

current was then recorded for a simulation time ofB10 ns.

Due to the weak ergodicity of the system, 5 independent micro-

states were simulated for each temperature starting from

different initial configurations.

The Green–Kubo formalism75is used to estimate the lattice

thermal conductivity from the fluctuations in the heat current

k¼
1

kBVT2

ð1

0

JðtÞJð0Þh idt (10)

according to the fluctuation-dissipation theorem. HerekBis the

Boltzmann constant,Vvolume andttime,hJ(t)J(0)ithe auto-

correlation of the heat currentJcalculated from molecular

dynamics simulations.
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