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a b s t r a c t

We present a discontinuous immersed finite element (IFE) method for incompressible
interfacial flows that are governed by the Stokes equations. The method is based on a
Cartesian mesh with elements cut by the moving interface. On this fixed unfitted mesh,
we employ an immersed Q1/Q0 finite element space constructed according to the location
of the interface and pertinent interface jump conditions. As such, the smearing of solution
across the interface is greatly reduced. The interface, represented by a sequence of marker
points, is advected on the fixed background mesh by the local fluid velocity. The mesh is
locally refined near the interface to further improve accuracy. Compared with the phase-
field method on adaptive meshes, our method can achieve the same level of accuracy with
much less degrees of freedoms. We present some numerical examples to validate and
demonstrate the capability of the proposed method.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

The dispersions of one liquid in another immiscible liquid are known as emulsions, and the phenomenon arises in several
industries such asmedicine, oil recovery andmaterial processing. The emulsions usually yield a system consisting of droplets
immersed in a matrix fluid separated by interfaces. An assessment of the drop size and shape helps control the physical
properties of the emulsions such as viscosity, stability and transport properties, and thus it is necessary to understand the
dynamics of drop deformation [1–3].

Usually, conventionalmethodswith body-fittedmeshes can be used to solve interface problemsmodeling emulsions. This
has been done using finite difference schemes [4], finite element methods [5,6], boundary integral and boundary element
methods [7–9], and discontinuous Galerkin finite elementmethods [10]. In general, the solutions are satisfactory if themesh
is tailored to fit the interface. This task is relatively simple if the interface does not change shape or location. However, this
is hardly the case when dealing with fluid interfaces, which always undergo significant morphological changes and even
topological transitions. As a consequence, the body-fitted mesh becomes inefficient as a new mesh has to be generated
for each new configuration of the interface. Furthermore the use of finite element methods, which is the subject of this
manuscript, exhibits a change in the degrees of freedom as well as nodal positions, which will add an extra computational
cost and complexity.

As an alternative, methods based on non-fitted fixed meshes such as the front-tracking method [11–13], the volume-of-
fluidmethod [14–16], the level setmethod [17,18], and the phase-fieldmethod [19,20] have been developed. Thesemethods
differ from conventional methods in that the mesh does not conform to the interface: interface motion is tracked explicitly
bymarker points or implicitly by a scalar field. Usually, the interfacial tension is represented by a body force distributed over
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a narrow band of the interface [21], and the discontinuities of fluid properties across the interface are also smeared over the
same narrow band. In this way, different fluid components can be described by a single set of governing equations. This
greatly improves the computational efficiency, however, at the cost of the accuracy near the interface. In order to maintain
the sharpness of the interface, different methods have been proposed, e.g., the immersed interface method [22,23], the
extended finite element method [24], and the ghost fluid method [25].

In this paper, we apply an immersed finite element (IFE) method to solve the Stokes problem with a moving interface.
The most important feature of the IFE method lies in the IFE basis that automatically takes care of the discontinuities in
solution regardless of the interface location in a fixed Cartesian backgroundmesh. Furthermore, having the possibility to use
Cartesian meshes whenever the geometry of the domain allows is also a desirable feature for many applications. Another
advantage of the IFE method is that it models the actual interfacial force instead of a body force smeared over a narrow
region of the interface as in other fixed-mesh methods. However, the standard finite element spaces are not guaranteed
to capture the singularities in the solutions; therefore, suitable finite element spaces such as the immersed finite element
spaces are needed. Fortunately, the construction of the IFE basis is only required in the interface cells and thus does not
incur too much additional computational cost. In summary, the advantage of the IFE method is a collective effect of all the
benefits mentioned above. It should be noted that another ‘‘immersed’’ finite element method was also proposed for Stokes
interface problems in [26]. But that method is based on locally refining elements such that the newly added elements fit the
immersed boundary; it is thus totally different from the IFE method in this work.

The IFE basis can be used in either the traditional finite element methods or the discontinuous Galerkin methods. In
this work, we show how to construct IFE spaces capable of capturing the non-smoothness of the solution and construct
discontinuous Galerkin schemes that take into account the presence of surface forces along the interface. We choose the
discontinuous Galerkin method because it has the desired stability with the Q1/Q0 finite elements for the Stokes problem
and is able to handle the discontinuity of the IFE basis functions across element edges [27]. Furthermore, the discontinuous
Galerkin method allows for the adaptive mesh with hanging nodes which makes the application of adaptive refinement to
enhance the accuracy around the interface much easier.

The IFE method has been extensively studied for second order elliptic equations with a stationary interface in [28–39].
More recently, immersed finite methods have been proposed for interface problems in linear elasticity [40,41] and acoustics
[42–44]. In [45], a parabolic problem with a moving interface was solved using an IFE method where a priori knowledge of
the interface location was assumed. However, solving the Stokes problem with a moving fluid interface is more challenging
since the interface itself is driven by the velocity and it is part of the quantities to be found. Thus we will show in this work
how to model the interface and how to track it in time.

The outline of the paper is as follows: In Section 2, we state the two-dimensional Stokes interface problemwith amoving
interface and briefly review the construction of corresponding IFE spaces and construct their counterpart for the three-
dimensional axisymmetric Stokes interface problem in Section 3. The IFE weak formulations are discussed in Section 4 and
numerical examples are used to validate the new method in Section 5.

2. Two-dimensional Stokes interface problem

In this section, we treat the two-dimensional Stokes interface problem,whichmodels two fluids separated by an interface
Γ (t). We assume that Γ (t) separates the two-dimensional domain Ω into two subdomains Ω±(t), where each domain
contains one fluid as illustrated in Fig. 1. The fluids occupying the regions Ω+(t) and Ω−(t), respectively, have constant
viscosities ν+ and ν−. We follow the model presented in [46,11] and assume that the interface Γ (t) satisfies the following
system of ODEs⎧⎨⎩

d
dt

X = u(X, t), t ∈ [0, T ], ∀ X ∈ Γ (t),

X|t=0 = X0, with X0 ∈ Γ (0).
(2.1a)

Here u = (u1, u2)T is the solution to the transient two-dimensional Stokes interface problem:

− ∇ · S(u(X, t), p(X, t)) = 0, if X ∈ Ω−(t) ∪Ω+(t), t > 0, (2.1b)
∇ · u(X, t) = 0, if X ∈ Ω−(t) ∪Ω+(t), t > 0, (2.1c)

u(X, t) = g(X, t), on ∂Ω, t > 0, (2.1d)

with S being the stress tensor defined as

S(u, p) = νϵ(u) − pI, ϵ(u) = ∇u + (∇u)T . (2.1e)

The Stokes interface system is closed by the following jump conditions across the interface

[S(u(X, t), p(X, t))n] = σ(X, t), if X ∈ Γ (t), (2.1f)
[u(X, t)] = 0, if X ∈ Γ (t), (2.1g)

where n is the unit normal vector to the interface and pointing out ofΩ+, σ is the surface force defined along the interface
Γ (t), and [·] = (·)|+

−
denotes the jump across the interface.
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Fig. 1. A rectangular domainΩ with an immersed interface Γ (t).

Wenote that the interface evolves in time according to (2.1a) and an interface tracking procedure cannot be implemented
to track all the points on the interface. Instead, we assume that at the initial time t0, the interface Γ (t) is sampled uniformly
using a set ofN control points. These control points, whichwe shall denoteX (t) = {X (1)(t),X (2)(t), . . . ,X (N)(t)}, are ordered
in space, evolve in time, and are used to approximate the interface. The approximate interface is denoted by Γ̃ (t) and is
defined by the piecewise linear curve interpolating the control points X (t).

Due to the constraint (2.1f), the velocity gradient∇u and the pressure p are not continuous across the interface. Therefore,
the standard finite element basis functions cannot capture the solution singularities on interface elements in non-fitted
meshes. To circumvent this problem, we apply the Q1/Q0 immersed finite element space for the velocity and pressure
that captures the solution singularity as well as the non-homogeneous nature of the constraint (2.1f). A detailed procedure
for constructing Q1/Q0 IFE functions using piecewise bilinear polynomial approximations for the velocity and piecewise
constant approximations for the pressure are given in [27]. For the sake of completeness we will briefly discuss the main
steps of the procedure.

Without loss of generality, we assume thatΩ is a rectangle or a union of several rectangles. Let Th be an arbitrary uniform
rectangular partition of the domainΩ and let elements cut by the interface be called interface elements; otherwise we call
them non-interface elements. Let T i

h , T n
h , respectively, denote the set of all interface elements and non-interface elements

with T n
h = Th \ T i

h . We assume that, at time t , the approximate interface Γ̃ (t) intersects at most two edges of any given
element andwe consider an element to be a non-interface element if the interface intersects the element at either one vertex
or two adjacent vertices. For a typical rectangular interface element T ∈ T i

h we assume that the approximate interface Γ̃ (t)
intersects two edges at D and E referred to as interface points. The interface D̃E = Γ̃ (t) ∩ T is approximated by the line
segment DE which separates T into two polygonal domains T+ and T− such that T+ contains vertices of T that are inΩ+.

On every interface element T we approximate the solution vector U =

(
u
p

)
by the piecewise polynomial IFE vector

function Φ having the form

Φ(x, y) = Φs(x, y) =

⎛⎜⎝φs
1(x, y)

φs
2(x, y)

φs
3(x, y)

⎞⎟⎠ , for (x, y) ∈ T s, s = +,−, (2.2a)

where

φs
j (x, y) = asj + bsjx + csj y + dsjxy, j = 1, 2, s = +,−, (2.2b)

φs
3(x, y) = as3, s = +,−. (2.2c)

For σ = 0 we find 9 IFE shape functions Φi, i = 1, 2, . . . , 9 of the form (2.2) where each IFE shape function is defined
by 18 coefficients: asj , b

s
j , c

s
j , d

s
j , a

s
3 for j = 1, 2 and s = +,− that are determined by imposing: (i) continuity of the velocity

across DE, (ii)weak continuity of the normal stress across DE, (iii) continuity of the divergence of the velocity, (iv) Lagrange
and scaling conditions. These constraints yield a linear system which has a unique solution [27].

On every non-interface element T we use standard finite element shape functions Ψi, i = 1, 2, . . . , 9. Shape functions
on all the interface elements and non-interface elements are then used together to construct the global IFE functions onΩ ,
at time t using the approximate interface Γ̃ (t), as follows

Sh(Ω, t) = {Uh | Uh|T ∈ Xh(T )}, (2.3)
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where

Xh(T ) =

{
span{Φi(x, y), i = 1, 2, . . . , 9}, if T ∈ T i

h ,

span{Ψi(x, y), i = 1, 2, . . . , 9}, if T ∈ T n
h .

When σ ̸= 0 we need a set of 2 particular IFE shape functions to capture the non-homogeneous surface force term. On
each interface element T , the particular IFE shape functions Υ1 and Υ2 are of the form (2.2) and satisfy: (i) continuity of the
velocity across DE, (ii) weak jump of the normal stress across DE , (iii) continuity of the divergence of the velocity and (iv)
homogeneous Lagrange and scaling conditions. Again, these constraints yield a linear system with a unique solution [27].

The IFE solution
(
uh
ph

)
of Stokes interface problem with a nonzero surface force σ ̸= 0, is sought in the set Sh(Ω, t) +

{qh(x, y, t)}, where

qh(x, y, t) =

{
s1Υ1(x, y) + s2Υ2(x, y), on T ∈ Ti
0 elsewhere. (2.4)

Here sj =
∫
DE σh,jds and σh = (σh,1, σh,2)T is the linear interpolation of σ defined by σh(E) = σ(E) and σh(D) = σ(D).

3. Axisymmetric Stokes interface problem

In this section, we extend the Q1/Q0 IFE functions for solving the three-dimensional Stokes interface problem with
axisymmetry around the z-axis. That is, in the cylindrical coordinate system (r, θ, z), the θ-component of fluid velocity
and all θ-derivatives vanish. The fluid domain is then project onto Ω in the r-z meridian plane, which is separated by the
projected interface Γ (t) into two subdomainsΩ±(t) containing two fluids with viscosities ν±. Thus the three-dimensional
problem reduces to a two-dimensional problem in themeridian plane. As in Section 2,Γ (t) is assumed to satisfy the following
ODE ⎧⎨⎩

d
dt

X = u(X, t), t ∈ [0, T ], ∀ X ∈ Γ (t),

X|t=0 = X0, with X0 ∈ Γ (0),
(3.1a)

where u = (ur , uz)T is the solution to the transient Stokes interface problem:

− ∇ · S(u(r, z, t), p(r, z, t)) = 0, inΩ+(t) ∪Ω−(t), (3.1b)
∇ · u(r, z, t) = 0, in Ω+(t) ∪Ω−(t), (3.1c)

u(r, z, t) = g(r, z, t), on ∂Ω, (3.1d)

where g = (gr , gz)T is the Dirichlet boundary condition. S is the stress tensor defined in three-dimensional space

S(u, p) = νϵ3(u) − pI3, (3.1e)

where

ϵ3(u) = ∇u + (∇u)T (3.1f)

and I3 is the 3 × 3 identity matrix. For axisymmetric problems, the gradient of a vector v = (vr , vz)T is

∇v =

⎛⎜⎜⎜⎝
∂vr

∂r
0

∂vr

∂z
0

vr

r
0

∂vz

∂r
0

∂vz

∂z

⎞⎟⎟⎟⎠ (3.1g)

and the divergence of a vector is

∇ · v =
1
r
∂(rvr )
∂r

+
∂vz

∂z
. (3.1h)

The jump conditions across the projected interface Γ (t) become

[u(r, z, t)]|Γ (t) = 0, (3.1i)
[S2(u(r, z, t), p(r, z, t))n]|Γ (t) = σ(r, z, t), (3.1j)

where n = (nr , nz)T is the unit vector normal to the interface Γ (t) and σ = (σr , σz)T is the surface force. S2 is the two-
dimensional stress tensor defined as

S2(u, p) = νϵ2(u) − pI2, (3.1k)
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where I2 is the 2 × 2 identity matrix and

ϵ2(u) =

⎛⎜⎝ 2
∂ur

∂r
∂ur

∂z
+
∂uz

∂r
∂ur

∂z
+
∂uz

∂r
2
∂uz

∂z

⎞⎟⎠ . (3.1l)

As in Section 2, we approximate the interface Γ (t) using a set of control points X (t) to obtain a piecewise linear
approximate interface Γ̃ (t). Since the solution to the Stokes interface problem is not smooth, we propose to extend the IFE
functions described in Section 2 to the axisymmetric Stokes interface problem (3.1) for capturing the solution singularities.
The detailed construction of the axisymmetric IFE spaces is given in Appendix.

4. IFE methods for Stokes interface problem

In this section, we present the discontinuous Galerkin immersed finite element (DG-IFE) methods for solving the Stokes
interface problem. Note that, due to its complexity, the Stokes problem has to be solved with suitably chosen finite element
spaces and special finite element functions have to be used in order to get satisfactory approximations. Here we consider the
Q1/Q0 finite element functions with discontinuous Galerkin methods used in [47] . This choice is motivated by two major
reasons:

• The primal finite elementmethodwith theQ1/Q0 FE space is not stable [48], while the discontinuous Galerkinmethod
leads to a stable formulation [47].

• The discontinuous Galerkin formulation can naturally handle the discontinuity of the global IFE functions across edges
of interface elements.

4.1. DG-IFE scheme for two-dimensional problem

The DG-IFE method for the two-dimensional Stokes interface problem (2.1b), (2.1c), (2.1d) consists of finding
(
uh
ph

)
∈

Sh(Ω, t) + {qh(x, y, t)} such that{
A(uh, vh) + B(vh, ph) = Lh(vh)
B(uh, qh) = l(qh),

∀

(
vh
qh

)
∈ Sh,0(Ω, t), (4.1a)

subject to the boundary condition

uh(R) = g(R), for all mesh vertices R ∈ ∂Ω,

where

A(w, v) =

∫
Ω

νϵ(w) : ∇vdx −

∑
e∈Eh

∫
e
ν{ϵ(w)n} · [v]ds

−

∑
e∈Eh

∫
e
{νϵ(v)n} · [w]ds +

∑
e∈Eh

α

he

∫
e
ν[u] · [v]ds, (4.1b)

B(v, q) = −

∫
Ω

q∇ · vdx +

∑
e∈Eh

∫
e
{q}[v] · nds, (4.1c)

l(q) =

∑
e⊂∂Ω

∫
e
{q}[g] · nds, (4.1d)

Lh(v) =

∑
T∈T i

h

∫
DE

σh · vds −

∑
e⊂∂Ω

∫
e
{νϵ(v)n} · [g]ds +

∑
e⊂∂Ω

α

he

∫
e
ν[g] · [v]ds. (4.1e)

Here Eh is the collection of all edges in Th, α is a positive constant which is chosen to be 10 in the following simulations, he
is the edge length, {·} and [·] denote the average and jump of quantities across element edge, and

Sh,0(Ω, t) = {

(
vh
qh

)
∈ Sh(Ω, t) : vh(R) = 0, for all mesh vertices R ∈ ∂Ω}.

More details can be found in [27].

4.2. DG-IFE scheme for axisymmetric problem

The DG-IFE method for the axisymmetric Stokes interface problem consists of finding
(
uh
ph

)
∈ Ssh(Ω, t)+{qs

h(r, z, t)}such
that {

A(uh, vh) + B(vh, ph) = Lh(vh)
B(uh, qh) = l(qh),

∀

(
vh
qh

)
∈ Ssh,0(Ω, t), (4.2a)
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subject to the boundary condition

uh(R) = g(R), for all mesh vertices R ∈ ∂Ω,

where

A(w, v) =

∫
Ω

νϵs(w) : ∇vrdrdz −

∑
e∈Eh

∫
e
ν{ϵ2(w)n} · [v]rds

−

∑
e∈Eh

∫
e
{νϵ2(v)n} · [w]rds +

∑
e∈Eh

α

he

∫
e
ν[w] · [v]rds, (4.2b)

B(v, q) = −

∫
Ω

q∇ · vrdrdz +

∑
e∈Eh

∫
e
{q}[v] · nrds, (4.2c)

l(q) =

∑
e⊂∂Ω

∫
e
{q}[g] · nrds, (4.2d)

Lh(v) =

∑
T∈T i

h

∫
DE

σh · vrds −

∑
e⊂∂Ω

∫
e
{νϵ2(v)n} · [g]rds +

∑
e⊂∂Ω

α

he

∫
e
ν[g] · [v]rds, (4.2e)

and

Ssh,0(Ω, t) = {

(
vh
qh

)
∈ Ssh(Ω, t) : vh(R) = 0, for all mesh vertices R ∈ ∂Ω}.

Remark. The DG-IFE methods (4.1)–(4.2) were studied in [27,49], where it was shown numerically that the velocity is
second order convergent and the pressure is first order convergent. These results correspond to the order of convergence
obtained in [10] where fitted meshes are used. It is worthwhile to note that the schemes presented here correspond to the
standard symmetric interior penalty Galerkin (SIPG) scheme [47]. Another popular scheme, referred to as nonsymmetric
interior penalty Galerkin (NIPG) scheme, was also studied in [27,49], where it was shown that NIPG possesses the same
order of convergence.

4.3. Moving interface

Since the interface evolves in time according to the ODEs (3.1a)–(2.1a), we track the interface using approximate velocity
uh and control points (a.k.a. markers) X (i)(t), 1 ≤ i ≤ N . The tracking procedure can therefore be written as⎧⎨⎩

d
dt

X (i)(t) = uh(X (i)(t), t), t ∈ [0, T ]

X (i)(0) = X (i)
0 ,

i = 1, 2, . . . ,N, (4.3)

where uh(X (i)(t), t) is the IFE velocity of the fluid at the control pointX (i)(t) andN denotes the total number of control points.
To solve the Stokes problem with a moving interface, we use the following algorithm:

• Select a time step∆t and the number of control points N
• Determine the initial control points X (0)
• Construct an initial uniform mesh for Ω .
• For k = 0, 1, 2, . . ., loop until a stopping criterion is met.

1. If needed, refine the mesh near the interface.
2. Based on X (tk), where tk = k∆t, compute the surface force σ at the interface points, and construct the IFE basis

functions and particular functions.
3. Solve Stokes problem and determine the velocity uh(X (i)(tk), tk) at the control points X (i)(tk), i = 1, 2, . . . ,N.
4. Update the control points X (tk+1) by integrating ODE (4.3) numerically. Check the distance between control points

and redistribute if necessary.

It should be noted that∆t and N can also be chosen adaptively, based on the CFL condition and the morphology of interface.

5. Numerical simulations

In this section, we present three simulation examples: drop retraction, drop deformation in shear flow, and drop
deformation in extensional flow. The first two are in two dimensions and the last one is axisymmetric three dimensions.
It should be noted that it is not mandatory to use adaptive mesh in our method. However, to better resolve the interfacial
flowwithout dramatically increasing the number of unknowns, the mesh is locally refined near the interface. The procedure
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Fig. 2. Computational setup for Example 5.1: initial state (upper left), computational mesh (upper right), and a close view of the mesh near the interface
(bottom).

consists of subdividing every interface element into four congruent elements, and may be carried out several times [50]. In
this manuscript, we use at most five levels of refinement near the interface.

The surface force σ is computed using the following expression [15,51,52]

σ(X, t) = σ (κ1(X, t) + κ2(X, t))n,

where n is a unit normal vector to the interface at the point X, σ > 0 is the surface tension, and κ1(X, t) and κ2(X, t) are
the principal curvatures of the interface. In this work, κ1 at each control point is computed using the quadratic interpolation
based on that control point and its two neighbors. In two-dimensional problems, κ2(X, t) = 0; in axisymmetric problems,
κ2(X, t) =

1
L1
, where L1 is the distance between X and where the line normal to the interface at X intersects the z-axis.

Initially, the control points are uniformly distributed along the interface with spacing approximately equal to the cell size at
the interface. No redistribution of the control points is performed except in Example 5.3.

Example 5.1. Drop retraction.

It is well known that, under surface tension, drops tend to retract to a spherical shape in 3D or circular shape in 2D. In this
experiment, we consider the square domain [−1, 1]2 and an initially elliptical drop centered at the origin with major axis
a =

√
3/4.1 and minor axis b =

√
3/6.3. The fluid viscosity is ν−

= 1 inside and outside the drop. The surface tension is
chosen to be σ = 2.We use ameshwith approximately 3000 elements, obtained by partitioning the domain using a 20× 20
background mesh and using four levels of local refinement applied on each interface element as shown in Fig. 2. Therefore
the coarsest element size is 1

20 and the finest element size is 1
320 . We use homogeneous velocity boundary conditions and

zero body forces so that the motion of the interface is solely driven by surface tension.
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The Stokes interface problem is solved using the DG-IFE method (4.1) at every time step tk in order to obtain the
approximate velocity uh(X

(i)
k , tk), i = 1, 2, . . . ,N at the control points. In this simulation, we use Euler’s method for (4.3)

with a fixed time step∆t = 2 × 10−3.
We show the DG-IFE pressure and themesh at t = 0, 0.2, 2.102 in Fig. 3. We stop the simulation once the L2-norm of the

velocity, ∥uh∥ =
(∫
Ω

|uh|
2dΩ

) 1
2 , drops below 10−3, as shown in Fig. 4. This is achieved when the drop is nearly circular at

t = 2.102, i.e., after 1051 time steps. Since we are dealing with incompressible flows, the volume of the drop should remain
unchanged with respect to time. This has also been validated in Fig. 4 where the normalized volume V/V0 (V0 is the initial
volume of the drop) is shown. Furthermore, the steady state pressure shown in Fig. 3(f) satisfies the Young–Laplace equation

[p]|Γ =
σ

R
, (5.1)

where R is the radius of the drop. The surface tension σ = 2 is used in this experiment, and the radius of the steady state
drop is R = 0.3408. According to (5.1), the jump of the pressure across the interface should be [p]|Γ = 5.8686. For the
example demonstrated in Fig. 3(f), the pressure on each subdomain is constant and the jump of the DG-IFE pressure across
the interface is [p]|Γ = 5.856 which agrees with the expected value.

Example 5.2. Drop deformation in shear flow

We validate our DG-IFE method by studying the behavior of a drop in shear flow. The domain of interest consists of a
drop with initial radius a =

1
4 centered in a rectangleΩ = [−π, π] × [−1, 1] and subjected to a shear flow, as illustrated

in Fig. 5. The boundary conditions are defined as u = g = (ϵ̇y, 0)T on ∂Ω where ϵ̇ is the shear rate. We define the capillary
parameter Ca =

νaϵ̇
σ

where ν is the viscosity of the drop and σ is the surface tension. The deformation of the drop depends
strongly on Ca and was extensively studied in [53]. The deformation is computed using the following formula:

D =
L − W
L + W

, (5.2)

where L is the length of the deformed drop andW is its width, as illustrated in Fig. 6.
We use a 90 × 50 background mesh with 5 levels of refinement such that the largest mesh size is π

45 and the smallest
mesh size is 1

800 , which amounts to no more than 8200 elements. The simulations are carried out using the DG-IFE method
(4.1) and the embedded Runge–Kutta method of orders 2 and 3 is used for (4.3). A typical time step is around 5 × 10−3. We
choose ν−

= ν+
= ν and σ = 1, and test different capillary numbers Ca =

3
32 ,

1
8 ,

1
4 ,

1
2 by varying ϵ̇ and ν.

We plot the evolution of the deformationD for different values of Ca in Fig. 7(a).We also plot the steady state deformation
D versus the capillary number in Fig. 7(b), and compare our results to those obtained by Zhou and Pozrikidis [53] and Yue
et al. [54] Fig. 7(b) shows excellent agreement. However, the simulations in [54] were carried out using the phase-field
method discretized by the spectral methods on a much finer Cartesian mesh that has 2048 × 1024 grid points or more than
2 million elements.

Example 5.3. Drop deformation in extensional flow

We validate our method by studying the behavior of a three-dimensional drop subjected to a uniaxial extensional flow,
as shown in Fig. 8. The flow is axisymmetric about the z-axis and symmetric with respect to the xy-plane. Therefore, we can
reduce it to a two-dimensional problem in the upper half of the meridian plane. We use the same parameters as in [52] with
initial drop radius R0 and domain size H = W = 10R0. The boundary conditions are u(r, z) = (ur , uz) = (−0.5ϵ̇r, ϵ̇z) along
r = W and z = H , where ϵ̇ > 0 is the extension rate. On the boundaries defined by r = 0 and z = 0, we impose symmetry
conditions:⎧⎪⎨⎪⎩

ur = 0,
∂

∂r
uz = 0, if r = 0

uz = 0,
∂

∂z
ur = 0, if z = 0.

We denote by ν+ and ν− the viscosities of thematrix (i.e. the fluid outside the drop) and the drop, respectively. The capillary
number is then defined as Ca =

ν+ ϵ̇R0
σ

and the viscosity ratio is defined as β =
ν−

ν+
.

The simulation is carried out using the algorithm described in Section 4.3 with the DG-IFE method (4.2). The explicit
trapezoidal rule with uniform time step∆t ϵ̇ = 5×10−3 is used to integrate (4.3). The computational mesh is obtained from
a 61 × 61 uniform background mesh with four levels of local refinement; this amounts to at most 4500 elements.

The interface shapes and computational meshes at different time instants for Ca = 0.1 and β = 0.5 are plotted in Figs. 9
and 10, respectively. The transient behavior of drop deformation is investigated by plotting the time history of L

R0
in Fig. 11,

where L is the length of the deformed drop shown in Fig. 8. The comparison shows good agreement with [52] for t ϵ̇ < 1.5.
However, spurious oscillations appear at later times.

After some investigation, we find that these spurious oscillations are caused by the clustering of the control points near
the upper tip of the drop as shown in Fig. 12, which makes the curvature calculation very sensitive to errors in the control
point locations. Actually, it is well-known that decreasing the distance between control points does not necessarily improve
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Fig. 3. Simulation of Example 5.1. Left column shows the interface and the computational mesh; right column shows the pressure.

accuracy in front-tracking methods [12]. The optimal distance between control points is on the same order as h, the cell size
at the interface [12,55]. Following [55], we monitor the distance between control points after each interface update. If the
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Fig. 4. Velocity norm ∥uh∥ of the system versus time (left). Normalized volume V/V0 of the drop versus time (right).

Fig. 5. The computational domain for drop deformation in shear flow.

Fig. 6. The length L and width W of a deformed drop.

Fig. 7. Simulation of Example 5.2.
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Fig. 8. The computational domain for transient drop deformation under extensional flow (left) and its projection onto the meridian plane (right).

Fig. 9. Interface shapes for drop deformation in extensional flow. Ca = 0.1, β = 0.5.

minimum distance is below 0.5h or themaximum distance is above 1.5h, we redistribute the control points uniformly along
a parametric spline reconstruction of the interface.

We then rerun the simulation for β = 0.5 and 1 using the same parameters as above. We plot the deformation versus
time together with results obtained by Yue et al. [52] in Fig. 13, which shows excellent agreement without any spurious
oscillations. It should be noted that Yue et al. used more than 6000 P1/P2 elements. We further verify the conservation of
mass property in Fig. 14 by plotting the volume of the drop versus time to observe that the relative error of drop volume
is below 0.05%. In terms of mass conservation, the current method outperforms the phase-field method whose mass loss is
typically at the order of 1% depending on the interfacial thickness [52,56].

6. Conclusion

In this manuscript, we present a DG-IFE method for simulating Stokes interfacial flows. We use the Q1/Q0 finite element
space, which has been shown in [27] to achieve second order convergence in velocity and first order convergence in pressure.
We construct new IFE shape functions for the 3D axisymmetric Stokes problem and track the moving interface by a front-
tracking technique. This extends the work in [27] that only dealt with the 2D Stokes problem with a fixed interface.

We demonstrate the capability of our DG-IFE method by computing three problems: drop retraction, drop deformation
in shear flow, and drop deformation in extensional flow. The IFE basis functions are constructed such that the numerical
solution automatically satisfies the velocity continuity condition and the stress jump condition (i.e., the Young–Laplace
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Fig. 10. Close view of mesh near the interface for drop deformation in extensional flow. Ca = 0.1, β = 0.5.

Fig. 11. Drop deformation in extensional flow versus time for Example 5.3.

equation) across the interface. As a result, we do not need to distribute the interfacial force into a narrow band like in many
other fixed-mesh methods. This improves the numerical accuracy at the interface. Compared with the phase-field method,
our proposed DG-IFE method has a better mass conservation property and requires much less degrees of freedom.

It should be noted that there is no principal difficulty to couple the DG-IFE method with other fixed-mesh methods such
as volume-of-fluid and level-set methods, as long as we can identify the interface location inside each interface element.
However, if the fluid equations are time-dependent, such as the transient Navier–Stokes equations, the time derivatives in
the IFE shape functions have to be considered as well [45,57]. In the future, we intend to couple the DG-IFE method with the
level-set method and extend it to Navier–Stokes moving interface problems.
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Fig. 12. Control points at t = 0 (left) and t = 1 (right) for Example 5.3 without redistribution.

Fig. 13. Drop deformation in extensional flow versus time for Example 5.3 with control point redistribution.

Appendix. Axisymmetric IFE shape functions

We first construct axisymmetric IFE shape functions without interface force and then we include the interface force.

A.1. Q1/Q0 axisymmetric IFE shape functions without surface force

We start by describing a procedure to construct the IFE shape functions for the axisymmetric Stokes interface problem
on a typical interface element T = □A1A2A3A4 ∈ T i

h with vertices Aj = (rj, zj), j = 1, 2, 3, 4, at time t . We assume that the
approximate interface Γ̃ (t) intersects T at D = (rD, zD) and E = (rE, zE), and the interface D̃E = Γ̃ (t) ∩ T is approximated
by the line segment DE which separates T into two polygonal domains T+ and T− such that T+ contains vertices of T that
are in Ω+. Topologically, there are two types of interface elements. Type I interface elements are those with two adjacent
edges cut by the interface and Type II interface elements have two opposite edges cut by the interface.
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Fig. 14. Drop volume versus time for Example 5.3.

Fig. A.15. Reference interface elements of Type I (left) and Type II (right).

The construction of the finite element shape functions are performed on the reference element T̂ = □Â1Â2Â3Â4 with
vertices Â1 = (0, 0)T , Â2 = (1, 0)T , Â3 = (0, 1)T , Â4 = (1, 1)T . Let Y = (r, z)T and Ŷ = (r̂, ẑ) and let

Ŷ = F (Y ) = MY + B, (A.1)

be the standard affine mapping from an arbitrary element T to the reference element T̂ such that Âj = F (Aj), j = 1, 2, 3, 4.
We further note that each interface element T of Type I (Type II) is mapped into a reference element of Type I (Type II) shown
in Fig. A.15 where Ê = F (E) and D̂ = F (D) and D̂Ê = F (DE). The interface points Ê and D̂ can be written as

D̂ = (0, d̂), Ê = (ê, 0), (A.2)

for an element of Type I and

D̂ = (d̂, 1), Ê = (ê, 0), (A.3)

for an element of Type II, where 0 < d̂, ê < 1.
Now we are ready to describe our procedure for constructing the IFE shape functions on the reference element for the

axisymmetric interface problem. As usual, a function f̂ (r̂, ẑ) defined for (r̂, ẑ) ∈ T̂ leads to a function f (r, z) = f̂ (F (r, z)) for
(r, z) ∈ T by the affinemapping between the reference element T̂ and element T . We first note that the velocityu = (ur , uz)T
and the pressure p are coupled through the jump condition (3.1j) which requires the design of vector-valued shape functions
for both u and p. This means we plan to approximate the solution vector Û =

(
û
p̂

)
by an IFE function Φ̂which is a piecewise
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polynomial vector function of the form

Φ̂(r̂, ẑ) = Φ̂s(r̂, ẑ) =

⎛⎜⎝φ̂s
1(r̂, ẑ)

φ̂s
2(r̂, ẑ)

φ̂s
3(r̂, ẑ)

⎞⎟⎠ , for (r̂, ẑ) ∈ T̂ s, s = +,−, (A.4a)

where

φ̂s
j (r̂, ẑ) = asj + bsj r̂ + csj ẑ + dsj r̂ ẑ, j = 1, 2, s = +,−, (A.4b)

φ̂s
3(r̂, ẑ) = as3, s = +,−. (A.4c)

Next we let Θ̂ = (φ̂1, φ̂2)T and Θ̂|T s (r̂, ẑ) = Θ̂s(r̂, ẑ) =

(
φ̂s1(r̂, ẑ)

φ̂s2(r̂, ẑ)

)
, s = +,−.

We then discuss the construction of IFE shape functions that will be used to form the local IFE space on the reference
element T̂ . According to (A.4) each IFE shape function is defined by 18 coefficients asj , b

s
j , c

s
j , d

s
j , j = 1,2, s = +,− and

as3, s = +,−. Hence, we can define IFE shape functions Φ̂i, i = 1, 2, . . . , 9 whose coefficients are uniquely determined by

the following 18 conditions:

• continuity of the velocity component across D̂Ê for Θ̂i = (φ̂1,i, φ̂2,i)T

Θ̂
−

i (Ê) = Θ̂
+

i (Ê), Θ̂
−

i (D̂) = Θ̂
+

i (D̂),
∂2Θ̂−

i

∂ r̂∂ ẑ
=
∂2Θ̂+

i

∂ r̂∂ ẑ
(A.5a)

• weak continuity of the normal stress (3.1j) across D̂Ê

∫
D̂Ê

[S2(Θ̂i, φ̂3,i) · n
D̂Ê

]ds = 0 (A.5b)

n
D̂Ê

= (nr , nz)T is a unit vector normal to the approximate interface D̂Ê and S2 is the stress tensor defined in (3.1k).
• continuity of the divergence of the velocity

∇ · Θ̂
+

i

(
D̂ + Ê

2

)
= ∇ · Θ̂

−

i

(
D̂ + Ê

2

)
(A.5c)

• Lagrange and scaling conditions

φ̂1,i(Âj) = δi,j, φ̂2,i(Âj) = δi,j+4, j = 1, 2, 3, 4, and
1

|T̂ |

∫
T̂
φ̂3,idX = δi,9. (A.5d)

Since D and E do not lie on the z-axis simultaneously, the midpoint of D̂ and Ê is used in Eq. (A.5c) to avoid the singularity

associated with 1/r in the divergence. Note that the continuity of the second derivatives in (A.5a) is equivalent to d+

1 = d−

1
and d+

2 = d−

2 which by using d+

1 = d−

1 = d1 and d+

2 = d−

2 = d2 in (A.4a)–(A.4b) reduces the number of unknown coefficients

to 16.

Conditions (A.5a)–(A.5d) lead to a linear systemMci = bi for the coefficients

ci = (a+

1 , b
+

1 , c
+

1 , d1, a
−

1 , b
−

1 , c
−

1 , a
+

2 , b
+

2 , c
+

2 , d2, a
−

2 , b
−

2 , c
−

2 , a
−

3 , a
+

3 )
T .
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The matrixM for a reference element of Type I is⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 ê 0 0 −1 −ê 0 0 0 0 0 0 0 0 0 0
1 0 d̂ 0 −1 0 −d̂ 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 ê 0 0 −1 −ê 0 0 0
0 0 0 0 0 0 0 1 0 d̂ 0 −1 0 −d̂ 0 0
0 m52 m53 m54 0 m56 ν−ê 0 −ν+ê 0 m511 0 ν−ê 0 −d̂ d̂
0 0 m63 m64 0 0 ν−d̂ 0 −ν+d̂ m610 m611 0 ν−d̂ m614 −ê ê
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 m1515 m1516

−1 −ê −
d̂
2

0 1 ê
d̂
2

0 0 −
ê
2

0 0 0
ê
2

0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (A.6)

where

m52 = −2ν+d̂, m53 = −ν+ê, m54 =
1
2
(ν−

− ν+)
(
ê2 + 2d̂2

)
,m56 = 2ν−d̂,

m511 =
1
2
(ν−

− ν+)êd̂,

m63 = −ν+d̂, m64 =
1
2
(ν−

− ν+)êd̂, m610 = −2ν+ê,

m611 =
1
2
(ν−

− ν+)
(
2ê2 + d̂2

)
,m614 = 2ν−ê,

m1515 =
1
2
êd̂, m1516 = 1 −

1
2
êd̂.

For a reference element of Type II, the matrixM is⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 ê 0 0 −1 −ê 0 0 0 0 0 0 0 0 0 0
1 d 1 0 −1 −d̂ −1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 ê 0 0 −1 −ê 0 0 0
0 0 0 0 0 0 0 1 d̂ 1 0 −1 −d̂ −1 0 0
0 −2ν+ m53 m54 0 2ν− m57 0 m59 0 m510 0 m513 0 −1 1
0 0 −ν+ m64 0 0 ν− 0 −ν+ m610 m611 0 ν− m614 d̂ − ê m616
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0
0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0
d̂ + ê
2

m1516

−1 −ê −
d̂
2

0 1 ê
d̂
2

0 0 −
ê
2

0 0 0
ê
2

0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (A.7)

where

m53 = ν+(d̂ − ê), m54 = −
1
2
(ν−

− ν+)
(
−2 + d̂2 − ê2

)
, m57 = ν−(−d̂ + ê), m5,9 = ν+(d̂ − ê),

m511 = −
1
2
(ν−

− ν+)(d̂ − ê), m513 = ν−(−d̂ + ê),

m64 =
1
2
(ν−

− ν+)(d̂ + ê),m610 = 2ν+(d̂ − ê), m611 = −
1
2
(ν−

− ν+)
(
−1 + 2d̂2 − 2ê2

)
,
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m614 = 2ν−(−d̂ + ê),m1516 =
1
2
(2 − d̂ − ê).

The vector bi for both Type I and Type II elements is

bi = (0, 0, 0, 0, 0, 0, δi,1, δi,2, δi,3, δi,4, δi,5, δi,6, δi,7, δi,8, δi,9, 0)T .

We note that the matrices M in (A.6) and (A.7) are quite similar to those used to construct the IFE shape functions
for the two-dimensional Stokes interface problem, see [27,49] for more details, but the last row which corresponds to
the conservation of mass constraint (3.6c) is different. This implies that the shape functions constructed in this section
are essentially different from those described in Section 2 despite several similarities. Once these IFE shape functions are
constructed on the reference element, the standard affine mapping is applied to obtain the corresponding vector IFE shape
functions on an interface element T as Φi(r, z) = Φ̂i(F (r, z)), i = 1, 2, . . . , 9.

On every non-interface element T we use the standard finite element shape functions Ψi, i = 1, 2, . . . , 9. Fig. A.16
presents illustrations for the shape functions Ψ1 and Φ1. Unlike Ψ1 used in the standard Q1/Q0 finite element space, the
components of the IFE shape functionΦ1 cannot be decoupled, i.e., its second and third components are generally not zero.

Then, the two-dimensional shape functions defined above are used to construct the global IFE space on Ω for the
axisymmetric Stokes interface problem, at time t , as follows:

Ssh(Ω, t) = {Uh | Uh|T ∈ X s
h(T )}, (A.8)

where

X s
h(T ) =

{
span{Φi(r, z), i = 1, 2, . . . , 9}, if T ∈ T i

h ,

span{Ψi(r, z), i = 1, 2, . . . , 9}, if T ∈ T n
h .

A.2. Q1/Q0 particular axisymmetric IFE functions with surface force

In the case where the jump condition (3.1j) is such that σ ̸= 0, we use the same idea presented in Section 2 to construct
the IFE particular functions. On each interface element T , the two particular IFE functions are defined as

Υj =

(
Λj
ψj

)
, j = 1, 2,

whose velocity component is

Λj(r, z) =

{
Λ

+

j (r, z) on T+

Λ
−

j (r, z) on T−,
(A.9)

with

Λs
j (r, z) =

(
Λs

1,j(r, z)
Λs

2,j(r, z)

)
, on T s, s = +,−, (A.10)

and the pressure component is a piecewise constant function such that

ψj =

{
ψ+

j (r, z), on T+

ψ−

j (r, z), on T−
, ψ s

j (r, z) = as3, s = +,−.

We then define the velocity component of the particular IFE shape functions to be piecewise polynomials

Λs
i,j(r, z) = asi,j + bsi,jr + csi,jz + dsi,jrz, j = 1, 2, i = 1, 2, s = +,−. (A.11)

We further require that each particular IFE shape function Υj satisfies the following 18 constraints:

Λj(Ai) = 0, i = 1, 2, 3, 4, (A.12a)

Λ
−

j (E) = Λ
+

j (E), Λ
−

j (D) = Λ
+

j (D),
∂2Λ−

j

∂r∂z
=
∂2Λ+

j

∂r∂z
, (A.12b)∫

DE
[S1(Λj, ψj)nDE]ds = ej, (A.12c)

1
|T |

∫
T
ψjdX = 0, ∇ · Λ

+

j

(
D + E

2

)
= ∇ · Λ

−

j

(
D + E

2

)
, j = 1, 2, (A.12d)

where nDE is the unit normal vector used in (A.5b), ej is the canonical vector inR2 and S1 is defined in (3.1k). Note that these
conditions lead to a linear system for determining the parameters of a particular IFE function, and the matrices of this linear



S. Adjerid, N. Chaabane, T. Lin et al. / Journal of Computational and Applied Mathematics 362 (2019) 540–559 557

Fig. A.16. The (ur , uz , p) components of the IFE shape function Φ1 (left) and standard shape function Ψ1 (right) on a reference interface element of Type I.

system, after mapping of (A.12a)–(A.12d) to the reference element, are equal to those used to find the IFE shape functions

in Appendix A.1. However, the right-hand side bj is different and is given by

bj = (0, 0, 0, 0, δj,1, δj,2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T .
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For the axisymmetric Stokes interface problem with a nonzero surface force σ ̸= 0, we look for an IFE solution
(
uh
ph

)
in

Ssh(Ω, t)+{qs
h(r, z, t)} where Ssh(Ω, t) is the IFE space defined in Appendix A.1 and the vector function qs

h(r, z, t) is such that

qs
h(r, z, t) =

{
s1Υ1(r, z) + s2Υ2(r, z), on T ∈ T i

h
0, elsewhere, (A.13)

where s1 =
∫
DE σh,rds, s2 =

∫
DE σh,zds and σh = (σh,r , σh,z)T is the linear interpolation of σ = (σr , σz)T defined by

σh(E) = σ(E) and σh(D) = σ(D). The procedure above guarantees that the particular solution qs
h satisfies the stress jump

condition (3.1j) in the discrete sense. In fact, the IFE solution on an interface element will take the form(
uh
ph

)
=

9∑
i=1

ciΦi + s1Υ1 + s2Υ2, (A.14)

where uh = (ur,h, uz,h)T .
The existence and uniqueness of these shape functions were established in [49], together with their approximation

capability. It was shown in [49] that the IFE velocity is second order convergent and the IFE pressure is first order convergent.
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