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Abstract—The problem of intelligent information selection in
the Internet-of-Things systems with limited computational and
communication resources is studied. One distinctive property of
such systems is the clash of the computational complexity of
the desired selection procedure and the low throughput of the
wireless links between the devices acquiring information (sensors)
and processing it (edge and cloud computing servers). To adap-
tively resolve that conflict, we propose a stochastic optimization
algorithm for edge-assisted online learning of the optimal on-
sensor observation classification and transmission decision rules.
Using the stochastic Lyapunov function method, we prove that the
resulting adaptive procedure can be used to adjust the parameters
of the two local decision rules to asymptotically satisfy the
constraint on channel access probability and to minimize the
expected classification error.

Index Terms—Internet of Things, wireless networks, informa-
tion selection, stochastic optimization, penalty function method.

I. INTRODUCTION

Recent rise of Machine-to-Machine (M2M) communica-
tions, reinforced by the advances in machine learning methods,
have been solidifying the growing interest for the introduction
of distributed forms of intelligence into the Internet-of-Things
(IoT) systems arising in a multitude of applications [1]-[5].

Despite the differences in their implementation, all of them
have a principal trait making optimal organization of informa-
tion processing fundamentally challenging. Within the devices
participating in an IoT system, there are two sides that they
tend to form based on their access to the information and
the capacity for intelligence. One side consolidates devices
whose primary function revolves around data acquisition; they
are directly involved with the system’s environment and can
immediately observe its dynamics. The other side consists
of nodes whose specialty is in data processing; having a
wider view of the system, they are necessarily distanced from
the data sources, but are capable of running the complex
processing algorithms required for the system to autonomously
adapt to the changing conditions of its environment.

The disconnect between these groups of nodes has its
reflection at the network level, with the boundary between the
two lying along the edge of the wireless networks comprising
the system’s periphery. The former devices operating inside
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Figure 1. Principal conflict of optimal information processing in IoT systems.

those wireless islands are the sensors; the latter ones located at
or beyond the edge are the edge and cloud processors, which
we will simply call the edge, for short. The entities of the
sensors and the edge embody the two components necessary
for any sufficiently advanced decision-making: relevant data to
drive decisions and adequately capable algorithms to realize
them (see Figure 1). Finding a way for the latter to be
timely and efficiently applied to the former constitutes the key
question of the [oT system design

Realization of this premise would be straightforward if not
the major constraints dictated by the nature of the sensors’
operation. In most IoT applications, sensors communicate with
the rest of the system solely through the wireless link shared
with other clients within their wireless island, and thus are
limited in the amount of bandwidth they can use. Furthermore,
sensors are additionally restricted in the complexity of com-
putation, due to hardware and energy expenditure limitations
(e.g., CPU voltage, battery capacity, etc.).

If both the communication and computation constraints
are sufficiently relaxed, it is easy to organize the necessary
processing by making the sensors communicate all their data
in full to the edge or cloud servers where it will undergo the
complete processing [6], [7]. If the communication constraint
prevents that, but the sensors are powerful enough computa-
tionally, the processing may be offloaded to the sensors them-
selves, to the highest extent possible by the application [8].
If both constraints are tight enough, though, as is the case in
many demanding IoT applications, neither approach is a viable
solution. For some combinations of the constraints’ severity,
methods of compressed sensing and other compression-based
approaches may provide a solution. However, being oblivious
of the semantic consequences of an observation, these methods
alone are often incapable of providing sufficient gains to
satisfy both constraints without loss in decision quality.
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Thus, there is a need for more intelligent information selec-
tion at the observation level, incorporating some understanding
of the observation’s importance in the pipeline of the high-
level system control implemented at the edge and in the cloud.
In this paper, we propose one new approach to the edge-
assisted on-sensor decision-making that can be learned on the
fly and adapted in an online fashion, to make efficient data
processing possible for constrained IoT systems.

II. SENSOR-EDGE COOPERATION PROBLEM

Let us consider an IoT system assigned with a typical task
of monitoring the state of its environment in order to detect
and react to anomalous situations. In other words, for each
new observation z; obtained by the sensors in time slot t,
the system is to make a binary classification decision whether
z¢ 1s of interest for triggering subsequent higher-level control
within the system (i.e., is a positive) or not (i.e., is a negative).
We will assume that the edge processor is provided with some
rather complex decision rule 4(z), which has been optimally
trained for that purpose beforehand. Further, we will assume
that, due to the computational constraint, the sensors are too
weak to implement § locally and, therefore, it can only be used
at the edge. Finally, we will also assume that the bandwidth
available to the sensors for communicating with the edge is
insufficient for transmitting all of their observations. Thus, the
sensors have the complete information, while the edge has the
perfect intelligence, without them both having the ability to
exchange their knowledge fully.

To resolve this contradiction, we propose for each sensor
to have its own, simpler decision rule ¢ to approximate the
inaccessible ground-truth §. Ideally, the edge would like the
two decisions be the same for any observation z, so that
the limited channel would be used only for those z that
do require a reaction from the system, with the rest being
omitted to save the bandwidth. When the distribution of the
sensor’s observations is stationary and some initial period of
the system’s operation can be sacrificed for pre-training J, the
sensor can subsequently use that decision for selecting data
points to transmit. However, when ¢ has to be continuously
tuned as the system gets new observations, a secondary rule to
be used only for transmission decisions has to be introduced.

Indeed, imagine that decision §; happens to be (temporarily)
suboptimal at some early time slot ¢, e.g., it correctly finds a
small number of positives, but also rejects a lot of positives to-
gether with negatives. In doing so, it significantly hampers the
representativeness of the sample reaching the edge, depriving
it of the chance to correct this negative tendency. If, however,
in addition to 5 the sensor is provided with some other
decision rule & that is allowed to deviate from the trajectory
of the optimal fit of § (within the limits of the communication
constraint), then that destructive self-reinforcement loop can
be broken by letting some number of extra negatives through
for correcting 4.

Thus, we propose the following workflow of the sensor-
edge cooperation (see Figure 2). At every time slot ¢, the
sensor has two decision rules d; and J;. As it acquires a
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Figure 2. The operational diagram of the proposed sensor-edge workflow.
(A) Edge-assisted update of the current on-sensor decision policies §; and &
supervised by the reference decision rule 6. (B) On-sensor transmission filter
of the observation stream based on the decision rule d;. (C) Optional on-sensor
processing triggered by the approximate classification decision rule d;.

Sensor Edge

new observation z;, it computes the features z; = x(z¢) and
evaluates d;(z;) to decide whether to transmit z; to the edge.
In parallel, if the logic of the sensor itself entails the need
to trigger a time-sensitive action if z; is, say, likely to be a
positive, the sensor may evaluate d;(z;) for that. We assume
that those actions do not affect the next observation z;.

At the edge, whenever a new observation z; is received, it is
first put through the reference decision 0(z;) and, if declared
positive, is stored for further processing in higher-level control.
At the same time, that 0(2;) is used as a supervisory decision
to make a stochastic update of the policies J; and J; currently
installed at the sensor. Corrected decision rules d;11 and ;41
are then communicated back to the sensor (in parameterized
form), repeating the processing cycle.

More formally, let Zo C Z and Z; = Z \ Z; be a partition
of the abstract set of all possible observations Z, according to
the reference decision rule . By some deterministic feature-
extraction procedure x = x(z), computable at both the sensor
and the edge, observations from Z; and Z; are mapped to
(possibly overlapping) subsets Xy and X; within some feature
space. The complete set X encompassing feature vectors for
all z observable by the sensor is assumed to be bounded.

The decision rule § for on-sensor classification approximates
that partition of Z by fitting a_separating surface breaking
the feature space into X and X; to match the ground-truth
images Xy and X as close as possible (having, in the ideal
case of best separation, XoNX; = X; N Xy = &). Similarly,
the decision rule § partitions the feature space into subsets Xt
and Xy of observations to be transmitted by the sensor and
to be withheld from transmission, respectively. Formally,

. 16)?1 - .”cG)N(T
6(z): flz,0) =2 m;  O(z): f(z,0) 2 no. (1)
zeXo r€Xw

Here the function f(x,#) defines the shape of a separating
surface to be used, chosen from some parameterized family
such that the limited computing resource of the sensor is
sufficient for it to be computable for every observation. Of
course, for the best possible quality, it is in our best interests
to choose that family to be as complex as possible without
violating the computational constraint. However, more com-
plex functions generally require more parameters, increasing
the amount of data to be sent from the edge to the sensor
in the form of parameters. At some point, when the size of
the parameter vector § gets comparable to the mean size of a
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Figure 3. Implementation of the on-sensor decision rules for approximate clas-
sification (§) and transmission selection () in an illustrative two-dimensional
feature space, where crosses and circles depict feature vectors x = x(z) of
true positive (z € Z1) and negative (z € Zp) observations, respectively.
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raw observation z, it will become more economical to resort
to the straightforward scheme of consulting the edge for all
observations. The communication factor is also the reason
why it is reasonable for both decision rules J and § to reuse
the same parameters 6, as shown in (1). That is because the
transmission filtering decision 4 does not have to be as precise
as 0. When adapted promptly, the threshold 7, has enough
resolution to keep the expected channel use bounded.

Thus, most efficient choices of f are bracketed by the two
constraints and cannot be too flexible. For that reason, one
universally practical choice for f that we can concentrate on,
is the linear decision function
s (z,0)
0= g

where the value f(x,0) can be interpreted as a signed distance
from a point 2 to the separating hyperplane {f(z,0) = 0},
defined by the normal vector §. Note that the fact of linearity
of f in x does not eliminate the option of nonlinear surfaces
completely, as the feature space can always be extended
with extra coordinates being computed as some nonlinear
transformations of the original features in x._

The resulting decision structure of ¢ and § in the space of
features is shown in Figure 3. Given those decision rules, the
sensor-edge system is faced with the problem of learning and
updating the combined vector of parameters 7 = vec[, 0o, 11].

The main objective consists in achieving the minimum
expected error, in which the role of the loss function for
each separating surface is played by the distance from it
to an erroneously classified observation in the feature space.
Namely, we will work with the risk function

U(r) £ B[l (ug) Ie(2,7) [uo — mol [ug —ml], (3

Ie(z,7) 2 (1= 11(2)) Ly, (ug) + L(2) (1 — I, (ug)), (@)
where ug 2 f(x,0), I,(u) £ 1[u>1n), and I, (z) £ 1[z € Z,],
so that the indicator fno (ug) signals the event of an ob-
servation z with decision value ug being transmitted, while
the combination of indicators in Ig(z,7) define an event of
misclassification, i.e., the mismatch between the supervisory
decision I;(z) produced by ¢ and its approximation fnl (ug)
produced by §. Noticing that

2

Iy (ug) [ug — mo| = Iy, (o) (ug — o), (5)
(I,

ug
Ie(z,7) fug — m| = (I, (ug) — I (2)) (ug —m), (6)

we can conveniently rewrite the risk term U replacing the
absolute values with to the corresponding signed differences:

U(r) = B[1y, (ug) (Ly, (o) —11(2)) (ug —10) (ug —n1)]. (7)

For the formal definition of the communication constraint,
we assume that, on average, the amount of bandwidth nec-
essary to transmit any particular observation z is stable, so
the bandwidth limit imposed on the sensor can be instead
viewed as a constraint on its transmission frequency. That is,
the edge is assumed to be aware of the highest probability ¢
corresponding to the maximum channel bandwidth that the
sensor should utilize on average. Hence, we have the problem:

U(r) — min, st E[L, (ug)] < p.. (8)

To achieve both of these aims and obtain the guarantee of the
asymptotic priority of the constraint, we define a combined
criterion of the kind used by the penalty function method:

V(0= %U (T) + W(r) — min, ©)

for a growing penalty coefficient { and the penalty term

W(r) 2 5 (Bl ()]~ 0.)"-

We assume that the limit ¢, is set with some slack, so that
every observation z, if chosen for transmission, successfully
reaches the edge within the same time slot ¢. As a conse-
quence, we define IV to penalize not only for overusing, but
also for underusing the channel, since not sending observations
when there is bandwidth available may only worsen the
promptness of the decision rules’ adaptation.

Note that, unlike the penalty function method, we will not
be solving a sequence of separate problems (9) with different
values of (. Instead, we will optimize V' (7, (;) stochastically
within the framework of a single problem, where the penalty
coefficient (; will be increasing at every time slot ¢. To
construct an algorithm for this problem, we need to first tackle
some nontrivial complications in estimating the gradients of
the risk term U(7) and, especially, the constraint term W (7).

(10)

III. BANDWIDTH-CONSTRAINT CHALLENGES

In order to introduce the techniques that will be necessary
for constructing the stochastic gradient of the combined cri-
terion (9), let us first consider an illustrative problem for the
constraint term (10) alone, with the parameters 6 being fixed:

(1)

Here the aim is to find an optimal transmission threshold g for
a certain fixed configuration 6 of the separating surface. Note
that this is not the same as the constraint from the original
problem, and will not be used to achieve it as a separate goal.

Since the probability distribution of the feature vectors x;
is typically unknown and the value of the gradient g(no ;) £
ﬁW(no) cannot be computed exactly, it is only fitting to use
a stochastic gradient descent algorithm for solving (11):

W(r)=W(n) — n}ﬁ)n

00,641 = 10,t — V¢ 9(Te1,M0,t)s (12)
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where, in general, the stochastic gradient g(z,7y) defines a
random variable estimating the true gradient g(7) for a given
observation z, so that, ideally,

E@@mﬂz9@d=EmAw%wA£fﬁmww]03

Construction of such estimator is not straightforward, though,
and involves the following challenges.
A. Derivative of the Probability Function

Let us denote the factors comprising the gradient (13) as

MwéEmmm}wdwwwé%y%) (14)

The probability ¢(7) is easy to estimate, yet it is not the case
for its derivative ¢ (7). To make it possible, it is necessary to
find a way to represent it as an expectation of a random vari-
able that can be computed in a stochastic algorithm. Luckily,
there are established results for differentiating integrals [9]-
[13]that we can employ here. Below we state two of them.

Lemma 1. Given

ﬂﬂé/@@ﬂmmm,

{z:f(xz,7)>0}

15)

where functions f, Q, and p are such that

1) p is continuously differentiable with a compact support;
2) Q and [ are continuously differentiable in both x and T;
3) forany T, V. f(x,7) # 0 for all x such that f(x,7) = 0;

V.F(r) = /VTQ(J?7 7)p(x) dx

{z:f(xz,7)>0}

/ Vi flx,7)
Hfor
{a:f(x,m)=

Q(z, 7) p(x) do. (16)

Lemma 2. In the definitions and assumptions of Lemma 1,

V.F(r) = /( V:Q(z, ) p(x) — divy[A(z, T) p(:r)}) dz,
{z:f(xz,7)>0} (17)
where
A(I,T) A VTf(I,T)(wa(I,T)) Q(x77)7 (18)

Ve f (2, 7)]?

and, for a matrix H (x) of elements h; j(x), i =1,m, j =1,n,

ahmz
Z 81‘( x)

i=1

ahl z

axl (19)

div, H(x) = vec [

Being applied to 1(rg), Lemma 2 gives us the following:

P(no) = E[Ino (uo) (divy A(z, 7) + Az, 7) Vi [log p(z)])].

(20
Making this expectation stochastic would require from us
to either know the p.d.f. p(z) or be able to estimate it.
Clearly, the former option is unavailable by the nature of the
problem, and the latter is too expensive both in communication
resources and time, as it necessitates a large body of samples

to be collected at the edge. It is impractical even when
parameters ¢ are fixed, and is effectively impossible when 6
will be allowed to change on iterations (in the original problem
from Section II).

Lemma 1 allows us to instead represent (1) as a surface
integral that we can then approximate via a volume integral:

p(x)
=— | —————do
/ﬂmﬂ%mn
{z:f(xz,0)=n0}

that is taken over the e-wide band along the separating surface:
S(re) & {z1no < f(a,0) <o + €}

B. Estimation of the Gradient Product

Thus, thanks to Lemma 1, we can now write single-
observation stochastic estimators both for the transmission
probability (7o) and its derivative ¥ (ng):

Bla,m0) £ L[ f(2,0) > mo] = Ly, (up),
P 0,€) 2 =2 1[1 € S(10,€)] = = Isre) (o),

where (24) is constructed by direct translation from (21) (for
the first time, an idea of this kind was proposed by Raik [9]).

Separately, both of these estimators are unbiased and asymp-
totically sound, assuming ¢ tends to zero. However, an esti-
mator for the gradient g(ng), required by the algorithm (12),
necessitates having an estimation of the product ¢(n0)v (7o)
Obviously, @(z, 7]0)1/1(;r, 7o, €) cannot serve as such, because,
generally, it will violate condition (13).

One way to resolve this issue is to make observations x
that go into $(x, 9) and ¢(m 1o, €) different and independent.
For that, we can switch to viewing the stream of independent
observations as a sequence of batches z; = {z,}/_,, each
consisting of n subsequent data points. The batch Z;, then, can
be further split into two independent instrumental portions of
z/ and %t'/’, containing the feature vectors for observations
that will be used exclusively for estimating (no) and ) (no),
respectively. In the simplest case, it is sufficient to set n = 2
and choose 7,7 = {x(2:1)} and 7,” = {x(zt.2)}. In general,
for 7,7 = {xt,z}vmpl’ T, = {xfd)z ?;1 and utﬁi = f(xtﬁ'ae)’

uﬁ =f (act'{’i7 6), estimators (23) and (24) turn into

@(5;.07 7o, t é Z Ut Vi

= —gl_I}%)g p(x)dz, (21)

S(7,e)

(22)

(23)
24

(25)

>

D(E Mo ee) 2 Z Stre (). (26)

€TL¢

Then, taking advantage of the instrumental sub-batches T,”

and 7, zt being independent, we can correctly use the product
of the two estimators as an estimator for the gradient:

0) OE 0,0, 0). (27)

(In general, the requirement of the mutual independence of
7 and Ec'tw can be relaxed to the independence in pairs of
mtﬂ. and 12" ,— with g changed accordingly.)

/g\(itwv ftl/}v To,t» €t) = (@(%f’ 770,15) -
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C. Mitigating Possibly Slow Convergence

Estimators (25), (26), (27), together with (12) form a work-
ing stochastic optimization procedure solving the illustrative
problem (11). However, specifically for identifying the thresh-
old 7 in the original problem from Section II, the algorithm
may not be adequately adaptive due to slow convergence of 7.

Indeed, by definition, estimation (26) successfully converges
to the exact gradient of the probability function (n):

P(no), if

To keep that guarantee, however, we have to steadily decrease
; on iterations. Theoretically this requirement is inconsequen-
tial, but practically it might be quite limiting, as it ties the
frequency of parameter updates to the occurrences of @w i €
S(no,,et), whose probability decreases as ¢, gets smaller.
Lagging values of 7o ; negatively affect representativeness of
the sample reaching the edge, which, in turn, harms the quality
of the decision rules produced by the edge for the sensor.
Hence, in order to prevent 7o from getting stale between
updates as ¢, reaches sufficiently small values, it is useful to
switch the algorithm to a looser estimation ¢ for the purpose
of breaking its direct dependence on ¢;. As long as it maintains
the correct mean direction of parameter updates, the overall
convergence will not be affected. For scalar parameters like 7,
it means that even the constant estimator of the correct sign

(29)

N _ - _
o (Z 10,0, ) = Jim e =0, (28)

J(ftw’ No,t:€t) £ 720 = const < 0,

is sufficient, that is, the same algorithm (12) with stochastic
gradient (27) in which (26) is replaced with (29) also con-
verges to a solution of problem (11).

Below, Ain Algorithm 1, we use this technique with a
constant ¢ for updating the transmission threshold 7, but
keep the more advanced e-dependent estimator for updating
the parameters 6 of the separating surface.

IV. STOCHASTIC OPTIMIZATION ALGORITHM

Let us now return to the full scope of the original prob-
lem (9) for the combined criterion V. For achieving the goal of
minimizing it, we propose the following stochastic procedure.

Algorithm 1. Given current parameters T, = vec[0, 71+, 70,4]
obtained after t time slots, collect a new batch of observa-
tions Zy 11, extract sub-batches T/, |, 55;{;1, and then compute:

éﬁ—l =0, — 71t 69(5t+177't)
— 10, 90(F 50 TigrsToer), (30)
No,t+1 = To,t — V3.t ?]\nu(ffip Tt), 3D
M+l = Mt — V1t ém(fm-h ), (32)
Ori1 = 0ps1/)|0ps1 ], (33)
N1t+1 = Max{no t41, 71,¢41}, (34)

for some learning rates 14, Y26, V3,6 > 0, ¢ > 0; where

/G\H({Zi}?:h Z J Ziy T o — nl)VGf(xiv 9),

(35

)(2u; —

Go({zi}iy, ) 2 —fZJ 2, T ), (36)
J(zi,7) £ Ino(ui)(fm (ui) = (), (37
for z; 2 x(2), u; = f(2;,0); and
’g\g(:?"’,fw, T,€) 2 (@(%W, T) — go*) 1/ (z Y T e), (38)
o (F%7) 2 (P& 7) — 04) Yo, (39)
for some constant 12;0 <0, and
e v L
Pzadizn,m) = —= ) I (w), (40)
P =1
. 1 Lz
d)@ ({'Ti};l:wlvTv 5) = ZIS (1,€) uz VQf(T’u )a (41)

5”1/) X

where Ig(; oy (u) £ 1o <u<mo+el.

Algorithm 1 exhibits the recognizable structure of a re-
current stochastic optimization algorithm. On each iteration,
parameters 7; are subjected to the additive corrections (30)—
(32), which are defined by the combination of the step size
factors i ¢, 72,4, Y3, With functions G@, G771 and Gs, Gno
as the components of the quasi-gradients of the expected
error term U and the constraint term W, respectively. The
distribution of these components across the three correction
steps reflects a notable trait of the two-threshold decision
structure. While the updates (31) and (32) of the thresholds 79
and i are driven, respectively, by W and U alone (via g, and
Gm) the update (30) of the separating surface parameters 0,
is affected by both U and W (via Gg and gy combined), thus
tying them all into a single cohesive process.

The estimators Gy, G, of the quasi-gradient of U have a
rather predictable form (35) and (36). The estimators for the
quasi-gradient of W, in turn, reflect some challenges that have
been principally explained in Section III above. Namely, the
estimator gy assembled from (38) and (41) implements the
ideas from Sections III-A and III-B, while the estimator gy,
given by (39) is additionally motivated by Section III-C.

Finally, by the end of each iteration, the corrected parame-
ters are brought to their regular form, so that the invariants
0] = 1 and n9 < m; are maintained. The former takes
advantage of the definition (2) of the decision function f to
eliminate the redundancy and counteract excessive drift in the
space of ¢ by normalizing it in (33). The latter invariant nat-
urally follows from the assumption that the maximal allowed
transmission probability ¢, is at least theoretically sufficient to
let through all positive observations. Hence, step (34) enforces
Mo, as the lower bound for 7, , so that the transmission
constraint prevails over fluctuations in classification threshold.
Furthermore, transformations (33) and (34) do not worsen the
values of both criterion terms.

Lemma 3. Let 7, = vec[f,, No.tsT,t). Then, for all t,
U(Tt) S U(?t) and W(Tt) = W(?t)

Proof. By definition (2), f(x,af) = f(x,0) for any real a, so
U(7) = Ulvec[0,m0,¢, M1,t)), W(T) = W (vec|By, mo,e, N1,t])-

(42)
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In turn, by definition (10), W(7) depends only on 6 and 79
but not 7. Hence, we immediately have W () = W (7).
When 19+ < 71+, the maximum in (34) assigns 71; = 71,1,
therefore making U (1) = U(7).
Otherwise, when 19 ¢ > 7j1 ¢, step (34) sets 11+ = 1o,¢, and

U(;t) =E [I”]o,t(uet) (u9t_n0,t) (fﬁl,t(u9z)_11 (Z)) (u91_ﬁ1,t)j| ’

U(Tt) =K [I”]o,t (uez) (uéﬁno,t) (Ino.t(u9t) 711 (Z)) (UGt*UO,t)] .
If f7]0,t(u9t) = 0, then U(r) = U(7) = 0; alternatively, if
Iy, ,(ug,) = 1, then I, ,(ug,) = 1, too, so either way,

Ulm) —U(m) = E[jnu,t(uet)(uet —1o,t)
(1= L(2)) (A1 — mos)] <0, (43)

since f"]o,t(uet)(uat —10,t) > 0. O

Altogether, the update (30)—(34) realizes a convergent al-
gorithm that asymptotically satisfies the constraint on the
transmission probability and achieves the necessary condition
of criterion extremum, in the following formal sense.

Theorem 4. Given

1) a sample of batches of i.i.d. observations {Z.};

2) mutually independent sub-batches 7 and %2/) of feature
vectors obtained from every batch Z,;

3) a continuously differentiable decision function f(x,0);

4) a compact subset X in the feature space, such that
features x(z) € X for all possibly observable z;

5) a continuous p.d.f. p(x) of observations in the feature
space that has compact support on X and additionally
guarantees Pr[I'(0,n)] > 0 for all 0 and n such that
T(0,n) 2 {x € int(X) : f(a,6) =} # 2

6) a sequence <, learning rates 7y 1, V2,1, V3,1, and the ratio
1,t/V2,+ which are all decreasing in such a way that

Yooy Vi <00, i€{l1,2,3} (44)

Yo e <oo, je{l,2} 45)

> e e V3 Yo, < 005 (46)
S /e = 00 (47)
Do V3t = 00; (48)

Algorithm 1

1) exhibits the criterion convergence, i.e.,

1t
V2t

lim U(r)+W(m) | B Vi, for EV, < oco; (49)
t—o00
2) achieves the global minimum of the constraint penalty W

on a subsequence, i.e.,

liminf |¢(7¢) — @«| = 0; (50)

t—ro0

3) achieves the the necessary condition of extremum in
the classification threshold 1, for the expected error
penalty U on a subsequence, i.e.,

liminf Gy, (1) = 0; (1)

t—

4) achieves the the necessary condition of extremum for the
criterion V on a subsequence, i.e.,

V2.t
T1,t

lig(i)rgf Go(m) + VoW (7¢)| = 0. (52)
Proof. To establish the convergence of the algorithm, in the
following we employ the stochastic Lyapunov function method
and martingale theory [14]-[17]. For the Lyapunov function
we use the criterion (9) with ¢ = v2.¢/71,4-

1. Parametric boundedness. Let us ensure that Algorithm 1
does not allow parameters 7; to escape to infinity in magnitude.

First of all, step (33) of the algorithm assures that ||6;| =1
holds after each iteration. Moreover, since the decision func-
tion f(z, 0) and its gradients in both arguments are continuous,
and all observed feature vectors « come from the compact X,
there is a constant C'y such that, for any x € X,

max{|f(z,00)], [[Vaf (2. 0, Vo f (.01} < Cy. (53)

As to the thresholds 79 and 7, step (34) of the algorithm
guarantees that the order 70, < 71, is maintained, so it is
only sufficient to show that 79; and 7 ; cannot indefinitely
decrease toward —oo and increase toward +oco, respectively.

If we assume the contrary for 7y, there must come some
moment ¢ when 79 ; < finr = inf f(x,0), with the infimum
taken over all = and 6 such that z € X and ||6|| =1. Then, in
the next iteration of the algorithm, ¢(7 |, 7) = 1 regardless
of the observations in the new batch Z,7 ; and the value of 6,.
Hence, since @(Eﬁ_hn)—gp* =1—p, >0and 1/70 < 0, from
(31) and (39) it is clear that 7y cannot decrease any further:

n0.t+1 = N0,t — V3,6 (1 — @«)Y0 > 10t (54)
Likewise, when 7g.; > feup = sup f(z,0) or 01,4 > foups

M0,t+1 ="10,¢t + V3,60x%0 < Mo, (55)

TN 1 (z0) g (i) (wi—0,0) < 1.2, (56)
=1

Mmt+1="N1,t — n 4
respectively. Since both 79 ; and 7j; ; are bounded from above,
so must be 7; ; as the maximum of the two.

Thus, from (54), (56), (55), and the fact that [|6;]| = 1, we
have established that there must exist a constant C. such that

I < C-. (57)

2. Risk term variation. Herein, for the sake of brevity, let
T =vecld, no, m], ™ =vec[d,ny,ni], and 7" =vec[0”, n{, n{]
be, respectively, the current parameters at the start of an itera-
tion of Algorithm 1, the corrected parameters after steps (30)—
(32), and them in the regular form enforced by steps (33), (34).

As it has been established in Lemma 3, U(7"”) < U(7).
For that reason, we can now concentrate on the difference
U(7') — U(r) and split it into two variations: one in which
the only changing factors are those involving 79, and the
other in which those are the ones involving 7;. Replacing
the differences (ugr—n}) — (ug — ;) with their Taylor series
expansions in 7, we will then have:

U(r") = U(r) <U() - U(r) (58)
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:Elyl(T,T/)-f-(T,—T, ELQ(T)-FE13( /)>
+ Ep 1 (1,7") 4+ (7' = 7, Eap(7)) + O(|I7' = 7|I?),

where, for J{)) £ f,,;(u(,,) — I, (ug), & 2 1, (ug) — I (2),

By (1, 7') 2 E[(uer )(uor —17) jio)fjr(/l)}a (59)
Eio(r) 2 ]E[V ug — 10 (ug — m) Iy (ug) JM],  (60)
Evs(r,7") £ B[V, [ug — 10)(ug — m) Ly (ug) J)],  (61)
B> (7,7") 2 B (ug — no)(ug m)fm(ue)JSl] (62)
Es (1) 2 E[(ug — 10) Vi [ug — m] I (ug) JM]. (63)
Because both f(x,0) and VTf(z, 0) are bounded by (53),

|Brs(r,7)] < CE[|Ly (ugr) — I, (uo)l],  (64)

for some constant C'. It can be shown that the expectation on
the right side in (64) is such that

O(ll7'= ).
Further, it can be shown that Ey1(7,7') < O(||7'— 7||?)
and By (7,7') < O(||7' = 7||?), so from (58) together with
(65) we can finally reach the following bound:
U(r") = U(r) < {7/ =7, E12(7) + E22(7))
+O([I7" = 7l%).

E1’3(T, 7'/) = (65)

(66)

3. Constraint term variation. By the virtue of Lemma 3, we
know that W (7") = W (7'). Therefore,

W(r") = W(r) = W(r') = W(r) (67)

— @) (e(r") — (7)),

where ¢(7) £ ]E[fn0 (ug)]. Denoting () £ V,¢(7) and sub-
stituting the Taylor series expansion for ¢(7) into (67), we
straightforwardly obtain:

W(r") = W(r) = (@(r) = p.) (1) + O(|l7' = 7|*). (68)

In order to advance with the gradient ) (7), we can invoke
Lemma 1 introduced earlier in Section III. With its help, we
can express (), the gradient of the volume integral ¢(7),
as a surface integral. With the partials for 6 and 7y written
separately, it will look as follows.

_ ng(l,@)
Voo™ = | R, F. 0)]
{z:f(x,0)=n0}

s d 1
() = CTI]QSO(T) = - / mp(l) do. (70)
{z:f(x,0)=n0}

Yo(T) = p(z) do, (69)

4. Combined criterion variation. For a pair of penalty
coefficients ¢ < ¢’, from (58) and (67), we have:
V(" {) = V(¢ < V(. ¢) = V(r.Q)
1
< E(U(T/) —U(7) +W(r) -

W(r). @1

In parts 3 and 4 of the proof, we have separately obtained
inequalities (66) and (68) for the changes induced by a single
step of the algorithm in the expected penalty term U and the
constraint term W. Substituting those results into the right
side of (71), we can now reveal the following structure in the
difference of the combined criterion V':

V(¢ — V(rC) < <a'— 0, 3Go(r) +96(T)> )
+ (1 0) (é%(r) T oo <T>>

-0 —m) %Gm (1) + O~ 7).

where, for J(x,7) defined as in (37),

Go(r) 2 E[J(2,7)(2us — 1o — m)Vef(x,0)],  (73)
Gy (1) & —E[J (2, 7)(ug —m)], (74)
Gy, (1) = —]E[J(x7 7)(ug — 770)], (75)
96(1) £ E[(p(7) = ¢.)ve(1)], (76)
9no (1) 2 E[(0(T) = )ty (7)) (77

5. Supermartingale inequalities. Let V; = V (74, 72.0/71.1)-
Taking the expectation of (72) conditioned on the trajectory

of the algorithm for a sequence of batches z1, ..., 7z, we get:
E[‘/tJrl - Vi Elzt]
< (Blfier = 0130, 224Ga(r) + go(r) )
t

(.
+E[0,e41 — 10, | Z1:4] <T; LG (T2) +9no(Tt)>
,t

Gy ()

+ B[ e41 — M1t | Z1ct]
+ CLE[||7e41 — 7e)|? | Z1:e] (78)
for some constant C. It can be readily seen that
E[Go(z,7)] = Go(7), (79)
E[Gy, (2,7)] = Gy, (1), (80)
E[3(@% )] =o(7). 1)

Using Lemma 1 for taking a derivative of a volume integral
once again, we establish a similar link between vy and y:

/ngm@

S(T €)

[1/)935 7'6 =

— 2 [ Vst 0 pla)do -

{z:f(x,0)>n0}

/ o £ (2, 0) p(z) da
{w f(z,0)>no+e}

_ {j [ usta.0)p0) o
{z:f (2,0)>n0+e}
= Po(7) +b(e),
where ||b(¢)|| = O

+b(e)
e=0

(82)
(¢). Since ¢ and T¥ are independent,

Ty 5)] = E[(@(iﬁ T) — @*)$9(5w7 T, 5)]

E I:/g\e (?Lf (P: f11}7
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=E[pE% 1) — o E[$a(@Y,7,¢)]

= (o(7) = @) (o (7) + b(e))

=go(7) + O(e), (83)
E[gy, (@ % 7)] = ((7) — ¢.) Y. (84)

Substituting (30)—(34) into (78), taking into account (79), (80),
(83), (84), and removing the parentheses, we have the bound:

E[Vit1 — Vi | Z1:4]

’Y%t V2,t ? ’Y%t 2
< -2 Gy(r) + —==go (T, — —=(Gy, (7
BRCY o(7:) ’Yl,tge( ) '72-,t( ml t))
— 3,0 (0(1e) — ©x) U (70) o + Ry (85)

Here the remainder term equals to

&éa{zinh+wu+wﬂa+¥f?) (86)
where C3 £ Cymax{1, [|Go(7)|1%, [lgo (7)1, Ivoo| |Gy (7)1}
is constant, as the quasi-gradients are bounded via (53), and
(5 is another constant.

6. Convergence results. Given that the first three terms on
the right side of (85) are all negative, it follows that, up to the
remainder term R, the sequence V; forms a supermartingale:

E[Vit1 | Zi) S E[V; | Z1:¢) + Re. (87)

Accordingly, by standard reasoning [16], V; must satisfy (49).

On the other hand, constructing a telescoping sum out
of (85) and taking the unconditional expectation, eliminating
the observation history Z1.; from consideration, we will have

2 [e%s) 2
n Z VI’t]E(Gm (Tt))2

= 2.t

o0 2
7, ,
> fl'tIEHGem) + 2t gy (my)
Yi,t

=1 2.t

)

o0
+ 10 ) 1 B(p(1) = ) ¥y (1))
t=1
<EV.-EVi+) R (89)
t=1
Due to the conditions (44)—(48) of the theorem, the right side
of (88) is finite and, therefore, all three series on its left side are

summable, which, in turn, implies the desired conclusions (51)
and (52), as well as

lim inf B(¢() — ¢.)? [¢y(72)] = 0.

From the inequalities (54) and (55), the requirement of di-
vergence (48), and the structure of the update (31) together
with its step size (39), it can be seen that, on the trajectory of
the algorithm, when ¢t — oo, the event of v, (73) # 0 occurs
infinitely often, and the conclusion (50) must also hold. [

(89)

V. CONCLUSIONS

In this paper, we considered the problem of optimal orga-
nization of the sensor-edge cooperation in the setting where
the available wireless channel is inadequate for the volume of
observations, and existing approaches are insufficient due to
the computation and communication constraints. We proposed

a way to solve this problem by introducing a pair of decision
rules, where one is responsive for detecting observations of
interest, and the other is responsive for controlling channel
access. We constructed a stochastic optimization algorithm
for finding optimal parameters of these decision rules, so
that, taken together, they deliver a solution for both uses.
The asymptotic behavior of the resulting adaptation procedure
was studied and shown to exhibit criterial convergence, re-
alizing on the convergence set the necessary conditions of
optimality, which correspond to the probability of channel
access approaching a desired level, and the expected loss
of misdetections tending to minimum, provided the former
holds. The proposed approach is of interest for autonomous
IoT systems, in which problems of online adaptation need to
be solved in the presence of probability function constraints.
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