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Abstract: Maximizing the likelihood has been widely used for estimating
the unknown covariance parameters of spatial Gaussian processes. However,
evaluating and optimizing the likelihood function can be computationally
intractable, particularly for large number of (possibly) irregularly spaced
observations, due to the need to handle the inverse of ill-conditioned and
large covariance matrices. Extending the “inversion-free” method of An-
itescu, Chen and Stein [1], we investigate a broad class of covariance param-
eter estimation based on inversion-free surrogate losses and block diagonal
approximation schemes of the covariance structure. This class of estimators
yields a spectrum for negotiating the trade-off between statistical accuracy
and computational cost. We present fixed-domain asymptotic properties
of our proposed method, establishing \/n-consistency and asymptotic nor-
mality results for isotropic Matern Gaussian processes observed on a multi-
dimensional and irregular lattice. Simulation studies are also presented for
assessing the scalability and statistical efficiency of the proposed algorithm
for large data sets.
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1. Introduction

Gaussian processes (GPs) are one of the most common modelling tools for the
analysis of spatiotemporal data (see e.g., [6, 8]). A crucial aspect of GP-based
inference is the estimation of its covariance function. The covariance function is
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typically specified up to a finite number of parameters, the estimation of which
is pivotal for performing interpolation and prediction tasks.

While there are a number of likelihood-based techniques for covariance esti-
mation, they do not scale well. Indeed, exact evaluation of the Gaussian likeli-
hood requires computing the inverse of the covariance matrix, which generally
requires O (n3) operations and O (nQ) space storage. A number of authors have
proposed ways of getting around this challenge, by working instead with an
approximate version of the likelihood function. Vecchia [20] considered an ap-
proximation by ignoring the conditional correlation of distant sites given their
nearest neighbours. This idea was further extended by Stein et al. [19] who stud-
ied more flexible choices of conditioning sets. The key to evaluating the exact
log-likelihood function and its partial derivatives boils down to solving large
and dense systems of linear equations. To accelerate such linear solvers, e.g.,
using the Krylov subspace iteration method, Furrer et al. [7] and Kaufman et
al. [10] exploit the tapering technique to sparsify the dense covariance matrix.
More recently, several authors investigated a stochastic optimization technique
for implementing the MLE [3, 18]. Their proposed algorithms are statistically
comparable to MLE, if the condition number of the covariance matrix has a
uniform upper bound (independent of the sample size).

An attractive alternative to likelihood based techniques is to abandon the like-
lihood function altogether, and consider instead surrogate loss functions which
may be evaluated and optimized more efficiently. Anitescu, Chen and Stein [2]
proposed one such surrogate loss based method for covariance estimation, and
showed that it is considerably computationally more efficient than the standard
MLE, especially for irregularly spaced observations. Indeed, their loss function,
which we call inversion-free (IF') in this manuscript, does not require computing
the precision matrix (covariance inverse), and so it can be evaluated in O (n?)
time. It was established by the authors that when the covariance matrix has
a bounded condition number, the resulting estimate possesses consistency and
asymptotic normality [11]. It is noted that the boundedness of condition number
holds in the increasing domain setting, where the minimum distance among the
sampling points is bounded away from zero. This is in contrast to the scenarios
in which the GP is observed in a fixed and bounded domain, where the obser-
vations get denser as the sample size n increases. In this new regime, which is
referred to as fized-domain (or infill) setting, because of strong spatial correla-
tion the condition number often grows without bound with n. This points to an
unresolved question regarding the statistical efficiency of the inversion-free algo-
rithm in the fixed-domain setting, including the situation of irregularly spaced
observations.

In this article, we adopt and extend the basic surrogate loss based approach
of [2], while looking to address the theoretical questions described above. A nat-
ural adaptation of the IF loss function is to apply it to a transformed version of
the data using a transformation technique that helps to reduce the strong corre-
lation among the (original) observations. A fast and root-n consistent estimator
studied by Anderes [1] can be viewed this way, as it is based on squared incre-
ments of the observed Gaussian process. In his work samples are transformed
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using directional increments of the Gaussian process. However this method is
applicable only to regularly spaced observations. A general scheme for depen-
dence reduction, which we refer to as preconditioning, was introduced in [5, 17|
and chapter 3 of [14]. The preconditioning technique is one of the building blocks
of our proposed estimation algorithm. It will be shown that this preconditioner
provides a suitable transformation in the case of irregularly placed observations.

The second ingredient of our approach is to apply a divide-and-conquer tech-
nique to design of the surrogate loss function, which will be referred to as the
local inversion-free (LIF) loss. Specifically, the (preconditioned) samples are di-
vided into b,, possibly overlapping clusters (bins). The LIF loss is composed by
taking a weighted average of the IF loss functions over these bins. The covariance
estimates are obtained by optimizing with respect to the LIF loss function. The
aforementioned preconditioning technique is crucial for the statistical efficiency
of the LIF algorithm as it helps reduce the correlation between distant clusters.

The resulting LIF procedure comprises a rich and flexible class of estimation
algorithms, depending on the number of bins b,,, and specific binning scheme de-
termined by the size and shape of each bin. When b,, = 1, our algorithm reduces
to the inversion-free method of [2], but applied with the preconditioning scheme
that we will describe. Furthermore, the quadratic variation-based approach of
[1] is a special instance in the LIF class, specifically corresponding to the other
extreme scenario of b, = n. Thus, the LIF class can be viewed as a spectrum of
algorithms bridging between two distinct approaches in the literature. A noted
advantage of our procedure in exploiting the divide and conquer strategy is to
significantly expedite the estimation procedure, while preserving favorable sta-
tistical properties. Indeed, the LIF loss can be evaluated in order n?/b, < n?
operations.

A considerable portion of this article is devoted to the investigation of the
asymptotic behavior of the proposed LIF based estimation method in the fixed-
domain regime. Theoretical analysis for several specific instances of LIF based
estimation have been carried out before, by [1] on his quadratic variation based
method on regularly spaced observations in the fixed-domain framework, and in
the increasing domain regime by the authors [11]. The asymptotic theory for the
fixed-domain regime is considerably more involved than the increasing domain
regime, especially for irregularly spaced observations.

It is established by [23] that for the isotropic Matern GP, the variance ¢ and
the range parameter p are not identifiable when dimension d < 3. Thus we only
concentrate on estimating the so-called microergodic parameter (see page 163
of [16] for the exact definition), namely ¢p~2" where v quantifies the smooth-
ness of GP. The microergodic parameter is of great interest as it determines
the asymptotic mean square estimation error in the fixed-domain setting (e.g.,
pages 174-175 of [16]). We show that under some regularity conditions and for
any binning scheme, all the stationary points of the LIF objective function are
concentrated around the true parameter on a ball of radius O(/n~!logn), with
high probability. We also establish the asymptotic normality of this estimate.
Hence, the LIF loss does not sacrifice asymptotic rate for increasing the compu-
tational speed and memory efficiency, even for irregularly spaced observations.
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The treatment of observations on irregular lattices distinguishes our theoretical
contribution from the previous works of [1, 21, 22].

Following the theoretical study, a comprehensive set of synthetic numerical
experiments are conducted for assessing the role of preconditioning, the irregu-
larity of sampling locations, and the binning scheme in the performance of the
LIF estimate. Despite the robustness of the asymptotic rate to changes of b,, and
the shape of the bins, such factors can still affect the bias and variance of the
LIF estimator, particularly for moderate sample sizes. Our simulation studies
serve to corroborate the asymptotic theory, but also reveal the stability of the
LIF estimate with respect to the size and shape of the bins. We evaluate the
efficiency of our method for data sets up to 2.5 x 10° data points.

Plan of the paper Section 2 describes the geometry of sampling sites, pre-
conditioning, and the IF method. In Section 3, we propose the family of the
LIF loss functions and introduce an efficient parallel technique for evaluating
such functions. Section 4 establishes the infill asymptotic properties of the LIF
algorithm such as y/n-consistency and asymptotic normality, given samples in
a d-dimensional space with d < 3. In Section 5 we present a series of simula-
tion studies to assess the performance of the LIF estimator. Section 6 serves as
the conclusion and discusses future directions. We substantiate the main results
of the paper in Section 7. Finally, Appendices A and B not only contain some
auxiliary technicalities which are crucial in Section 7, but also present a compre-
hensive sensitivity analysis of the correlation matrix of the preconditioned data
with respect to the range parameter, which may be useful for the asymptotic
analysis of other estimation algorithms in geostatistics.

Notation For the convenience of the reader, we collect standard pieces of
notation here. 7 = v/—1 denotes the imaginary unit. Boldface symbols denote
vectors. A and V stand for the minimum and maximum operators. For any
m € N, 0, denotes the all zeros column vector of length m. Furthermore, for
any p € {1,...,m}, e, denotes the unit vector along the pth coordinate. If u
and v are vectors of length m, then u¥ denotes II™ ;u!* (we define 0° to be 1).
For square matrices A and B of the same size, by writing A > B, we mean that
A — B is symmetric positive semi-definite. Furthermore, (A, B) = tr (ATB)
refers to their trace inner product. We use various types of matrix norms on
1
A € B in this paper. For any p € [1,00). [A], = (X, 14,P) " stands
for the element-wise p-norm of A. We also write ||A||,_,, to denote the usual
operator norm (largest singular value) of A. Moreover ||A|g represents the
sum of the singular values of A, which is called the nuclear norm. We also
write diam (€2) = sup,,, ,,eq [lw2 — w1l|,, to denote the diameter of a bounded
set 0 C R™. For a symmetric, positive semi-definite A € R™*" with spectral
decomposition A = UAU T, VA := UAY2UT represents its symmetric square
root. For two non-negative sequences {a, },-_, and {by, } ~_,, we write @, < by,
if there are strictly positive and bounded scalars Ciin, Cmax such that Cpin <

Hm ap, /by < Cpax. Moreover, a,, < by, refers to the case that ap, /by, <
m— o0
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Cax < 00 asm — oo. Lastly, K, () and I () respectively represent the modified
Bessel function of the second kind of order v and the Gamma function.

2. Preconditioning and inversion-free surrogate loss
2.1. Gaussian processes observed on irregular lattices

Consider a zero mean, real valued, and stationary Gaussian process GG on domain
D, where D is a bounded subset of R? such as [0, l]d. The dependence structure
of G is typically parametrized by a variance parameter ¢y > 0 and a (correlation)
range parameter pg. Specifically, if G is a geometric anisotropic process on D,
then there are a fully known covariance function K and a matrix py € R9*?
such that

EG (s) G (t) = ¢ (||pg1 (t - s)||52) . Vs teD

The objective is to estimate the microergodic parameters of the covariance
function, given n measurements from one realization of G at locations D,, =
{s1,...,8,} C D. Throughout the paper, we assume that py belongs to a com-
pact, connected space ©g (with respect to the Euclidean distance). We also
restrict d to be less than or equal 3.

As the first step we precisely formulate D,,. D,, is called a d-dimensional
regular (rectangular) lattice with n = N point, if D,, = {1/N,...,1}. In such
a lattice the smallest distance between neighboring locations decreases with the
rate of N~1. This fact provides a clue for extending the notion of the regular
lattice into irregular ones, which can be formalized as follows (see [14]):

Assumption 2.1. Let D,, C D be a set of size n. For any s € D, let rg;

denote the distance from s to its i1 closest neighbor in D,, \ {s}. There are
positive scalars Cp,in and Ciax such that

N N
Cmin (i) Srs,i ngax (i> y Vs EDn, and ¢ = 1, ,(n—l). (21)
n n

The properties required by the assumption enlarge the notion of regular lat-
tice in three aspects. First, in contrast to the number of points in a regular
lattice, there is no restriction on n. Moreover, D is not restricted to be [0,1]°.
For instance, D might be the union of a finite number of connected components,
as long as each of them satisfy condition (2.1) and encompasses a non-vanishing
fraction of samples, as n tends to infinity. Finally, D, needs not form a d-
dimensional regular lattice.

2.2. Preconditioning

Controlling the strong spatial dependence between the observed samples
{G(s1),...,G(s,)} via preconditioning is essential for reducing the condition
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number of the covariance matrix. It plays a crucial role in the estimation proce-
dure we will propose. Various types of preconditioners have been studied for GPs
observed on regular and irregular lattices in the literature (see e.g., [5, 14, 17]).

We shall adopt a preconditioning scheme proposed by Lee [14] for irregularly
spaced observations. Before proceeding further, it is convenient to define N =
|n/?|. Furthermore for any s € D,,, N,, (s) represents a set points (in D,,) in
a small neighbourhood of radius O (N *1) around s whose size depends on m.
Namely, ||t — s|,, < 1/N for any t € Ny, (s).

Definition 2.1. Let m € N (which does not grow with n). Suppose that there
are sets of real coefficients {a,, s (t) : t € N,, (s)}, s € D, satisfying the fol-
lowing conditions:

1. For any € Z% (the entries of r are non-negative) and rll,, < m,

ZtENm(s) Am,s () (T — S)T =0.
2. There is 7 € Z% with ||r||,, > m such that 3", \: () @m,s (8) (E— )" #0.
3. Dten(s) Ums (t) = 1 and am s (£) # 0 for all t € Ny, (s).

We say G, is a preconditioned process of order m, if

Gm(s)=N" > ams(t)G(t), VseD, (2.2)
teEN L (s)

Remark 2.1. Since N, (s) is constructed by the nearest neighbors of s, the
preconditioned process is approximately proportional to the m-th derivative of
G at s, for large N. We also normalize the coefficients {a,, s (t) : t € Ny, (s)}
by their Euclidean norm to uniformly control the magnitude of G,, over D,,.
Moreover, for reducing ambiguity in the definition of G, NV, (s) is chosen to be
a minimal set, with respect to the inclusion ordering, satisfying the conditions
in Definition 2.1. The cardinality of N, (s) depends on d, m and the geometric
structure of neighboring observations around s in D,, and may vary across D,,.
The reader can deduce from a simple combinatorial argument that the first
condition in Definition 2.1 is translated as (‘“‘m_l) linear constraints on the set
of coefficients {am, s (t) : t € N, (s)}. This fact gives a rough estimate of the
size of Ny, (s).

Remark 2.2. A preconditioning method for the d-dimensional regular lat-
tices D, = {1/N,...,1}* has been studied in Stein et al. [17]. Discarding the
boundary points of D,,, the preconditioned process is constructed on D; =
{(m+1)/N,...,1—m/N}* by m-times application of the discrete Laplace op-
erator. More specifically, the preconditioner is recursively defined via

Go(s)=N"G(s), VseD,,

Gai (s) = Z {szfz (8 + %) —2G2k—2 (8) + Gag—2 (S - %)} )

r=1

seDy, k=1,...,m. (2.3)
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To avoid unnecessary algebraic complexity in Eq. (2.3), the preconditioning
coefficients have not been normalized to be of norm one. It can be shown that
after proper normalization, G, admits the conditions of Definition 2.1 with
order 2m. Namely, (2.3) gives a recursive way of constructing the preconditioned
process of even orders for regular lattices. It is also worth mentioning that
although Gy, defined by (2.3) is a stationary process, preconditioning does not
necessarily preserve stationarity for irregular lattices.

Remark 2.3. The preconditioned coefficients in Definition 2.1 are carefully
chosen so that Gy, (-) carries no information about the directional derivatives of
G of order less than m. Strictly speaking, the Taylor expansion of G around s
ensures the existence of an stochastic process A,, such that for any ¢t € N, (s),

G(t) = i > %«t—s)",D"G(s)HAm ().

b=0 rGZi, HrHZl =b

Here D"G (-) denotes the 1 directional derivative of G. Replacing this repre-
sentation of G into G,, yields

m—1
Guf(s) = NV % %( S s () (E—5)", DTG (s))

b=0 rezd, |rll, =b  tENm(s)

+ N D ams () A ().
teEN L (8)

The first condition in Definition 2.1 implies that

G (s)=N" > ams(t) A (t).
teEN L (8)

We finally present a concrete example satisfying the conditions in Definition 2.1.
Note that Remark 2.2 constructs the preconditioning coefficients for regularly
observed GPs. It is also easy to show that Definition is almost surely well-defined
for randomly perturbed lattices (if the perturbation vector is absolutely contin-
uous with respect to the Lebesgue measure). We refer the reader to Chapter 3
of [14] for further discussion.

2.3. The IF algorithm

Anitescu, Stein and Chen [2] introduced a parameter estimation method based
on an “inversion-free” surrogate loss for the Gaussian process that is both easy to
compute and optimize. Let Y,, represent the column vector of the preconditioned
samples, i.e., Y, = [Gn (s): s € Dn]T. We use K, to denote the covariance
function of G,, normalized by factor ¢g. K,, can be easily expressed in terms
of the correlation function of G, K (-, pp), and the preconditioning coefficients.

EG., (s) Gy, (t)

Km (57t§PO) ¢0
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= NQV Z Z s (SI) Ut (t/) K (tl _ s/;po) )

8" €N (8) t'ENM(T)
We also use ¢o K, m (po) to denote the covariance matrix of Y,,,. That is

EYm Y, = ¢0Knm (p0) == ¢0 [Km (8, 00)], 4ep, - (2.4)

Recall that pg lies in a compact and connected space ©¢. The IF estimator [2]
of the covariance parameters (¢g, po) is given by

N @2

(6nsn) = angmax {oVT K ()Y = G 1K O} (25)
$»>0,p€EO

Note that (2.5) can be alternatively formulated as a moment matching mini-

mization problem,

(an,ﬁn) = argmin HYmYTI — Knm (p)||€2.
$>0,p€E00
Remark 2.4. From a computational perspective, the loss function in (2.5)
does not depend on the Cholesky factorization of K, ,,, and can be evaluated
in order n? flops even for irregularly spaced observations. Moreover, storing the
whole matrix K, ,, is not necessary for computing the objective function and
its directional derivatives. In particular, storing Y;,, and D,,, which need O (n)
storage, suffices for estimating the covariance parameters.

3. The local inversion-free (LIF) algorithm

We are ready to present in this section a broad class of scalable covariance
estimation algorithms, building on the IF surrogate loss approach and the pre-
conditioning technique described in the previous section. The asymptotic theory
for our estimator will be presented in the following section.

We previously used Y,,, =[G, (8): s € Dn]T to denote the column vector
of the preconditioned samples of order m. Let B = {B;: t=1...,b,} be a
partition of D,, into b, bins, i.e., B; N B; = 0 for distinct 7,5 € {1,...,b,}
and Ufngt = D). We write Yp, m =[G (8) : s € Bt]T to represent the col-
umn vector of the preconditioned data in By, t = 1...,b,. Furthermore let
¢0K B, m (po) denote the covariance matrix of Yz, ,. Namely,

EYBt,mYB—:,m = ¢0KBt7m (pO) = ¢0 [Km (87 t; po)}s,tEB, ’ Vi=1... ) bT(Lv )
3.1
in which ¢oK,, (-, -, po) stands for the covariance function of G,, with the pa-
rameters (¢g, po)-
The LIF objective function associated to a binning scheme B is constructed by
summing the IF loss functions corresponding to the B;’s over B. The unknown
covariance parameters are estimated by maximizing the LIF function, with

b
. n e
(b5 fr) = argmax {} (Y (0 Vi = 5 W I, )
¢>0,0€0¢ t=1
(32)



4232 H. Keshavarz et al.

where ¢, g and py, g respectively denote the estimated variance and range pa-
rameters.
Several remarks are in order.

Remark 3.1. The LIF class of estimators can be enriched in two possible
ways. First we can drop the assumption that {Bt}?il forms a partition for D,,.
Namely, the distinct clusters may not be mutually exclusive. The LIF loss can
also be extended by considering a weighted average of the IF functions. Given
a b,,-dimensional vector of strictly positive entries w € R, we may define

(én,B,wu ﬁn,B,w)

b
n ¢2
= argmax {Z wy (éf)Y;,mKBt,m (P)YBim = 5 1 KBim oIz, ) ¢ -
¢>0,p0€00 t=1

However throughout the paper and for simplifying the theoretical analysis, we
only consider the case of non-overlapping bins. It will also be assumed that
w; =1forallie{1,...,b,}.

Remark 3.2. It is informative to take an alternative viewpoint of the LIF
objective function in (3.2) as corresponding to a block diagonal approximation of
the covariance matrix. Interestingly, as a consequence of the asymptotic theory
developed in the next section, this approximation does not affect the asymptotic
estimation rate, but it can substantially help to speed up the computation.

The block diagonal approximation of K, ,,, (p) corresponding to partitioning
scheme B, to be denoted by Kf’m (p), can be described as follows. Choose any
s,8’ € D, and let t,t denote the index of the elements in B containing s
and s’, i.e., s € B; and s’ € By. The entries of Kff,m (p) can be equivalently
represented by

(K (9) 4 o = K (P)] g, L=ty (3.3)

)

Observe that
bTI,
S 1K ()7, = | K5, (0)];,,  and
t=1

b7l
ZYBI’mKB“m (p> YBt/m = Y?IKE,m (p) Yo

t=1

These identities provide an alternative form for Eq. (3.2) in terms of K%, (p),
namely

R 2
(0.5 pn.5) = arg max (M K o (0) Yo~ 2 K2, ()] ) SRy
$>0,p€00 2 2

Simply put, any member of the LIF class is equivalent to applying the IF proce-
dure on an appropriate block diagonal approximation of the covariance matrix.
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Remark 3.3. The following equivalent formulation for the optimization prob-
lem in (3.4) is more convenient for our subsequent theoretical analysis. Due to
the quadratic dependence of the LIF loss on ¢, (;ASn g can be explicitly expressed
in terms of p, 5 as

n _ YT;LFKE,m (ﬁn,l’)’) Ym A _ KIKE,WL (p) Ym
bn,B = 35—, Where p,p=argmax —————————. (3.5)
15, (P, vco0  [[EZm (),

The term profile LIF loss refers to the objective function in Eq. (3.5), whose
maximizer is py g. The profile LIF loss is indeed proportional to the angle be-
tween K5, (p) and V,,Y,} .

Finally, the following remarks focus on computational and numerical proper-
ties of the LIF method.

Remark 3.4. For the trivial partition B = {D,,}, the optimization problem
(3.2) is exactly the same as the IF algorithm. Note that the objective function in
Eq. (3.2) can be evaluated in ngl | B|?* floating point operations. For instance
if all |B;|’s have the same order (as n grows), then Zi’;l |B:|* = n?/b,. Thus
the LIF objective function can be computed almost b, times faster than the
one in (2.5). In Section 5, we numerically assess the connection between the
partitioning scheme of D,, and the estimation performance of (3.2).

Remark 3.5. The LIF objective function is much easier to compute than the
log-likelihood with a proper choice of b,, and the bins. However, implementing
one iteration of any gradient-based optimizer for (3.2), such as the Broyden—
Fletcher—Goldfarb—Shanno (BFGS) method, can still be very challenging on a
single computing core, particularly for large data sets (n ~ 10° or more), as
it may require multiple evaluations of the LIF loss. Thus developing effective
parallel schemes for computing the LIF function is a necessity for high resolution
spatial GPs. For simplicity assume that all the bins have roughly the same size
and we have access to p identical processor with ¢ cores. Forany t =1,...,b,, let
ft (Y, .m; ¢, p) stand for the IF function, with the parameters (¢, p), associated
to B;. In the following we introduce a distributed memory parallel scheme for
evaluating the LIF function.

1. The master processor assigns a label in {1,...,p} to each bin (each pro-
cessor roughly receives b, /p bins). More specifically if B; is labelled as
i, then the local memory of processor i stores G, (s), Ny, (s), and the
preconditioning coefficients {a, s (t) : t € N, (s)} for any s € B;.

2. Inside each processor, the terms f; (Yg, m; ®,p) can be evaluated by em-
ploying basic shared memory parallel schemes for computing || K5, m (),
and Kp, m (p) YB, m. Finally the master processor aggregates the received
quantities {f: (Y, m;¢,p): t=1,...,b,} from the slave processors to
compute the LIF objective function.
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4. Fixed-domain asymptotic theory

The goal of this section is to investigate the fixed-domain asymptotic properties
of the LIF estimator (3.5). Throughout this section we assume that G is a real
valued GP with isotropic Matern covariance function observed on a bounded
domain D C R? with d < 3. In particular, for any s, s’ € D

cov (G (s).G (1)) = 2%?; - <||s ;Otn@)v . (%> .

Recall that v > 0 is a known bounded constant controlling the mean squared
smoothness of G; larger v corresponds to smoother GP. The strictly positive
scalars ¢g and pg respectively stand for the variance and the range parameters
of G.

Recall that the Matern covariance function admits a relatively simple form
for its spectral density:

—2v
_ %oy ( L (4.1)

A L\ )
K (w; ¢0, po) = i\ 2 + ||W||z2>
It is known that (see e.g., [23, 12]) for any bounded region D C R? with
d < 3, the Matern covariance models with parameters (¢1,p1) and (¢pa, p2)
yield absolutely continuous measures (with respect to each other) whenever
d1p7 2" = ¢opy 2. In this case, (¢1,p1) and (¢o, p2) are almost surely not dis-
tinguishable when observing a single realization of G. In other words, given a
single realization of G in D, we are only able to estimate gbopaz” in (4.1). The
quantity ¢opq 2 which is usually referred to as the microergodic parameter,
is sufficient for interpolation purposes [23]. Thus, it suffices to focus on the
estimation rate for ¢gp, 2 in our asymptotic analysis.

Recall from Remark 3.2 that K fym (+) stands for the block diagonal approxi-
mation K, ., (). Define a real valued (stochastic) mapping over ©¢ by

R YITKB (p)Y,
On.B(p) = %, YV p € Op. (4.2)
||Kn,m (p)HEg
For ease of presentation, we omit the dependence of (;Abn 5 (+) on m in our notation.
It is also apparent from (3.5) that ¢n 5 = ¢n B (fn.B)-
Before presenting the main results let us consider an interesting special in-

stance in the LIF class of estimators that reveals a key reason behind the /n-
consistency of any LIF estimation method.

Remark 4.1. Suppose that B comprises only singleton sets, i.e. |B;| = 1 for any
B, € B. In this case ¢Kp, . (p) (the covariance matrix of [G,, (s): s € B
associated to ¢ and p) is a scalar which is approximately proportional to ¢p~2V.
More specifically, using a similar approach as in the proof of Proposition A.1
shows that for B; = {s}

OKB,.m (p) = CS¢P_2V +en(s,00), (4.3)
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in which Cs is a known scalar, independent of ¢ and p, and &, (s,p,9) is a
vanishing sequence in n (which also depends on m,d, v as well). Substituting
Eq. (4.3) into Eq. (4.2) leads to

ZSEDn CSG?n (S)
ZSEDW C-g

bns (p) p~ % = ( ) +0(1), Vpe0y. (4.4)

qASn}B (p) p~% has a simpler representation for regular lattices as Cj is constant
over D¢ (D¢ has been defined in Remark 2.2 and denotes the interior of D,,).
Furthermore, the profile LIF loss has (roughly) no dependence on p, since

bn
Dt YBTt,mKBf,,m (P) YB,m _ Zse’Dn CsG2, (s) +o(1).

by 2
VEE K ()], Yeen, C2

Simply put, there is no need to estimate p using the profile LIF loss, for this par-
ticular scenario. For an arbitrarily chosen p, ¢op 2 can indeed be estimated by
g{)n,g (p) p~2¥. The estimator in Eq. (4.4) is in fact identical to the one proposed
by Anderes [1]. He also investigated its fixed-domain asymptotic properties for
regular lattices employing some techniques for studying the quadratic variation
of stationary spatial Gaussian processes

The first main result of this section states that for appropriately chosen pre-
conditioning order m, regardless of the choice of B and p, ¢, 5 (p) p~2 is a
V/n-consistent estimate of ¢opy 2.

Theorem 4.1. Let G be observed on a lattice D,, satisfying Assumption 2.1.
Suppose that the preconditioning order m satisfies m > (v + d/2). For a given
binning scheme B of D,,, there are bounded positive scalars Cg and ng, depend-
ing on m, d, v, g, B and the geometric structure of D,,, such that

1
P | sup >Cg ogn
PEO)

n
Theorem 4.1 establishes uniform concentration of Qf;n,ls (p)p around

Bopy 2” in a small ball of radius O(y/n-1logn). The \/n-consistency of the
global (or local) maximizers of the LIF objective function is an immediate con-
sequence of Theorem 4.1. It is known that an analogous bound as in Eq. (4.5)
holds for the MLE, regardless of how m is chosen. Namely, the MLE is /n-
consistent even for raw data, m = 0. Thus Theorem 4.1 implicitly says that, for
sufficiently decorrelated samples, there are surrogates losses that can be opti-
mized considerably faster than the log-likelihood on a wide range of irregular
grids, and without sacrificing the asymptotic efficiency.

In the case that v is either known or can be rather precisely estimated, The-
orem 4.1 gives a straightforward way of choosing m. For instance the choice of
m = [v + 1] is sufficient when G is observed within a two dimensional region.
Recall from Remark 2.2 that for the regular lattices, if m’ represents the number

b5 (p) p~2
—2v

®opg

-1

IN

1
—, Vn>n. (4.5)
n

—2v
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of times the Laplace operator is applied to the data, then the transformed pro-
cess is a preconditioned GP of order 2m’. Thus for Gaussian processes observed
on d-dimensional regular lattices, m = 2m’ and so m’ should not be smaller
than v/2 4 d/4.

Remark 4.2. For pedagogical reasons, we outline a brief sketch of the proof of
Theorem 4.1; full details are postponed to Section 7. The bias-variance decom-
position plays a canonical role in our analysis. In particular,

in —2v E 7 —2v
sup PuB (pz P <piapr = sup Pn,B (6)25 4
PEO) ¢0p0 PEO) ¢0p0
én,8 (p) p2Y — Edu.5 (p) p2
+ sup 5 .
PEBGQ ¢Opo

We show that P; = o(1/y/n) by employing a novel approach to investigate the
large sample properties of the eigenvalues of K fim (p). On the other hand, Ps is
in fact the supremum of a chi-squared process over ©y. Employing the classical
chaining argument it can be shown that P, is of order /n—1logn, with high
probability. We refer the reader to Appendix A for further details.

Corollary 4.1. Under the same notation and conditions as in Theorem 4.1,
the following inequality holds for any stationary point (¢, g, fn ) of the LIF

loss (3.2).
(

It has been argued in [9] that estimating py can improve the statistical per-
formance, especially for small n. The first advantage of Corollary 4.1 is that it
establishes the consistency of an arbitrary stationary point of the LIF objec-
tive function. Allowing the range parameter to be estimated in a large bounded
space, which is crucial in practice, is another advantage of Corollary 4.1.

Remark 3.2 may induce a false impression that the convergence rate of
(5“73,6;’21; is determined by how well the covariance matrix of the precondi-

n A—2V
¢n'78pn,5
—2v

¢Opo

tioned samples K, ,,, (p) can be approximated by K5 (p). Yet, Corollary 4.1
discloses the somewhat surprising fact that the LIF algorithm is y/n-consistent,
regardless of the choice of B. The fast enough decay rate of the off-diagonal
entries of Ky, ,, (p) is a heuristic explanation for the y/n-consistency of the LIF
estimator. In other words since K, ,,, (p) can be suitably approximated by any
block diagonal matrix induced by a partitioning scheme, splitting the precondi-
tioned data into different bins does not affect the convergence rate of the LIF
estimate. However the influence of the partitioning scheme may become more
pronounced in practical situations with moderate sample sizes.

Remark 4.3. It has been discussed in [2] that the global solution of the IF opti-
mization problem, in Eq. (2.5), has the same convergence rate as the MLE, when
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the covariance matrix of the preconditioned samples has a uniformly bounded
condition number over ©y. Such a restriction on the covariance matrix rarely
holds in practice, unless under some strong conditions on the spectral density
and the geometric structure of D, (see [16]). However Corollary 4.1 requires
much weaker restrictions on the covariance matrix. Two sufficient conditions on
Kfim (+) can be spotted by going through our proof of Theorem 4.1.

1. The largest eigenvalue of K,Lf,m (+) should be uniformly bounded over ©y.
Namely,
= 1.

max HKE,m (~)H2H2 =

pPEBQ
2. KB, (p) must have O (n) non-negligible positive eigenvalues, for any p €
©g. That is,

8, 0, <

Note that the above conditions do not rule out the existence of near zero eigen-
values and so the conditions number is still allowed to diverge as n tends to
infinity. In this regard, our asymptotic understanding expands the applicability
of inversion-free techniques.

Now we establish the asymptotic distribution of all the stationary points of the
LIF loss function.

Theorem 4.2. Under the same notation and conditions as in Theorem 4.1,
there is a bounded sequence o,, g such that for any stationary point (¢, g, fn.B)

of the LIF loss R )
Vi (OnBinE 1) 4 1))
on.B \ PPy

Theorem 4.2 formulates the asymptotic distribution of the LIF estimator for
joint estimation of ¢g and pg. To our knowledge, for the MLE, such a result
has only appeared in [9]. Note that unlike the full or tapered MLE, in which
on.8 = V2 (see Theorem 2 of [21]), here m, d, v, the geometric structure and the
portioning scheme of D,, also affect the asymptotic standard deviation. We could
not obtain a simple closed form expression for ¢, 5. A complicated expression
is stated in the proof of Theorem 4.2.

Remark 4.4. We conclude this section with a succinct discussion of the role of
©y in the optimization problem presented in Eq. (3.4). The main results in this
section can be generalized to the following constrained optimization problem

— 2 2
() = avgma (61K, ()Y = 5 K G-
$>0,0€0,, ’

Here, {©,} -, represents a class of nested subsets of (0,0), i.e., ©, C O,
V p < q, whose diameter grows polynomially in n. Namely, diam (0,,) < n¢ for
an arbitrary bounded scalar ¢ > 0. As sample size grows, such a formulation of
the LIF algorithm demands less restrictive assumptions on the range parameter
and bears more resemblance to an unconstrained maximization problem.
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5. Simulation studies

This section is devoted to appraising the computational and statistical proper-
ties of the LIF algorithm on synthetic stationary Gaussian process data'. The
purpose of our study is two-fold: investigating the scalability and efficiency of
the proposed method in large datasets, as well as corroborating the fixed-domain
asymptotic theory presented in Section 4. We consider two different scenarios
regarding the sample size n. In moderate-size settings which are designed for
constructing confidence intervals of unknown parameters through independent
experiments, n = 10*. Moreover, large-scale simulations with n = 2.5 x 10° are
conducted to study the numerical capabilities of the LIF algorithm, particularly
when the exact and approximate evaluation of the likelihood function are ex-
tremely challenging. The computations have been performed on a UM Flux Ivy
bridge compute node with 20 cores (Intel Xeon processor) and 3 GB memory per
core. For expediting execution times of the simulations (up to 100 times), the
LIF algorithm has been implemented in C++ and R using the RcppParallel?
package.

Throughout this section G is a real-valued stationary Matern GP observed on
an irregularly spaced lattice D,,. We consider two cases of isotropy and geometric
anisotropy for the covariance function. For circumventing the obstacles of com-
puting the Cholesky factorization of the covariance matrix, spectral methods
are used for constructing G on D, [11]. We now concisely describe the geometry
of D,,. Let D = [0,7)? be a square of side-length T. D,, is a two dimensional
randomly perturbed lattice of size n = N? if there exists a non-negative 8, rep-
resenting the perturbation parameter, such that for any point ¢t € D,,, there
are a corresponding point in the regular lattice s € {T/N,2T/N, ..., T} and
a randomly chosen p € [=T/N,T/N]* (with uniform distribution) for which
t = s + 0p. The scalar quantity § controls the amount of irregularity in the set
of sampling locations.

Partitioning D,, into b,, bins is necessary for implementing the LIF algorithm.
For brevity the bins are labelled 1 to b,. In the following, we elucidate three
schemes for constructing the bins.

1. Uniformly Chosen (UC) bins: Any s € D,, is randomly assigned to a bin
in {1,...,b,} with a uniform distribution. So the average size of all bins
are the same.

2. Non Uniformly Chosen (NUC) bins: The points in D,, are independently
assigned to bins labelled with {1,...,b,}, according to a non-uniform
distribution @. Throughout this section, we assume that @ is proportional
to[1,...,1,2,..., Q]T. For instance in the case that b, = 4, an arbitrary
[1/6,1/6,1/3,1/3]". Thus on average half of the bins are twice a big as
the other half.

3. Rectangular bins: D,, is segregated into b, rectangular subregions and all
the points in each subregion belong to the same bin.

ISee Section 3.5 of [13] for more complete numerical studies.
?https://cran.r-project.org/web/packages/RcppParallel/index.html.
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Fi1G 1. Three partitioning schemes of 102 points of a perturbed lattices on D = [0, 5]2 with
6=05

Figure 1 illustrates the three methods of constructing subgroups for a randomly
perturbed lattice of size 100 and § = 0.5. For illustration, b,, is chosen to be 4
for each scenario in Figure 1.

We present three sets of simulation studies to assess the performance of the
LIF algorithm. In all the experiments, G is a Matern GP observed on a ran-
domly perturbed lattice. The developed asymptotic insight in Section 4 is rather
limited, as it is restricted to isotropic GPs. Therefore we present two sets of
numerical studies for evaluating the performance of our proposed method for
the geometric anisotropic processes (multiple range parameters). Note that the
claim in Remark 4.1 is not valid for geometric anistotropic GPs. In other words
the profile LIF loss directly depends on range parameters and therefore needs to
be numerically maximized. The L-BFGS-B (limited-memory BFGS with bound
constraints [4]) algorithm is utilized for maximizing the profile LIF loss. The
finite difference approximation with step size 1072 is used for computing the
gradient. We stop the optimization procedure if either the relative change in
the objective function is below 107> or it reaches 50 iterations.

5.1. Moderate-scale simulations for isotropic GPs

In all the experiments of this section, D = [0, 5]2 and D,, is a perturbed lattice
with § € {1,3} and 1002 points, i.e. n = 10%. We generate 100 realizations of
an isotropic Matern GP G with parameters ¢ = 1,p9 = 5, and v = 0.5 on
100 independent realizations of D,,. The preconditioning order m = 2 is chosen
for satisfying the condition m > v + d/2 in the statement of Theorems 4.1 and
4.2. Furthermore for any s € D,,, N, (8) consists of the seven closest points in
Dy, to s ([N (8)] = 7). For any s € D,,, we adopt the following procedure for
choosing the preconditioning coefficients {an, s (t) : t € N, (s)}.

1. Let am,s (s) = 1 and solve the system of linear equations introduced in the
second condition of Definition 2.1 to compute {an, s (t) : t € N, (8) \ s}.
2. Each coefficient is normalized by dividing by the quantity

\/ZtENm(s) a72n,s (t)
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The goal is to estimate ¢gp, 2 which has the central role in the asymptotic
analysis in Section 4. According to Theorems 4.1 and 4.2, estimating pg is not
necessary for the isotropic Matern covariance functions. In other words, p can be
fixed in the optimization problem in Eq. (3.2). Therefore we select p = 10 and
maximize the LIF function with respect to ¢, i.e. p, g = 10. For each realization
of G, dgn,g is evaluated for b, € {1,2,4,8,16} and three partitioning approaches
UC, NUC, and rectangular. For brevity define

> (bn,Bﬁ;QBV

= —7 1
S oy

Theorem 4.2 suggests that fn,B is normally distributed centered at 1. Figures 2
and 3 respectively exhibit the histogram of fmlg for the cases of § = 1 and 3,
different choices of b,, and partitioning schemes. Each plot also shows a kernel
density estimate (KDE) of the histogram for a simpler comparison with the
normal distribution. Table 1 presents the mean and standard deviation of each
histogram in Figures 2 and 3. According to Table 1, for different values of 4, b,
and bin shapes, én)g is concentrated around 1 with the bias of order 10~2 and
the standard deviation near 0.04, with a bell shaped density.

by =16 by =8 by =4 by =2 by =1
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Fic 2. The histogram of én,[)’ with m = 2, b, = 1,2,4,8,16 and 3 binning schemes for
isotropic Matern GP with (¢o, po,v) = (1,5,0.5) observed on a perturbed lattice with § = 1
and n = 10%.

Next we conduct the same experiment on a smoother isotropic Matern GP
with ¢g = 1,p9 = 2.5, and v = 1. We seek to gauge the sensitivity of our
estimation algorithm to the preconditioning order m by considering two cases
of m = 2 and 3. Notice that the condition m > v+ d/2 holds for both choices of
m. However evaluating the LIF loss is a more difficult task for m = 3 because



TABLE 1.

The mean and standard deviation of {Anl; exhibited in histograms in Figures 2 and 3.

bn, =16

b, =8

bp =4

bp =2

bp =1

NUC

EE,, 5 = 0.9968
stdé, 5 = 0.0417

EE,, 5 = 0.9979
stdé,, 5 = 0.0442

EE,, 5 = 0.9993
stdé,, 5 = 0.0448

EE,, 5 = 0.9993
stdé,, 5 = 0.0459

EE,, 5 = 0.9990
stdé, 5 = 0.0481

Rectangular

E€,, 5 = 0.9989
std €, 5 = 0.0475

E€,, 5 = 0.9990
std €, 5 = 0.0476

EE, 5 = 0.9991
std €, 5 = 0.0477

E€, 5 = 0.9992
std €, 5 = 0.0478

E€, 5 = 0.9990
std €, 5 = 0.0481

ucC

EE,, 5 = 0.9980
stdé,, 5 = 0.0403

EE,, 5 = 0.9980
stdé, 5 = 0.0424

EE,, 5 = 0.9965
stdé,, 5 = 0.0443

EE, 5 = 0.9984
std €, 5 = 0.0450

EE,, 5 = 0.9990
stdé,, 5 = 0.0481

NUC

EE, 5 = 0.9953
std €, 5 = 0.0463

EE, 5 = 0.9962
std €, 5 = 0.0472

EE, 5 = 0.9962
std €, 5 = 0.0500

EE, 5 = 0.9965
std €, 5 = 0.0524

EE, 5 = 0.9955
std €, 5 = 0.0534

Rectangular

E€, 5 = 0.9955
std, 5 = 0.0536

E€, 5 = 0.9953
std €, 5 = 0.0536

EE, 5 = 0.9954
std €, 5 = 0.0534

EE, 5 = 0.9954
std €, 5 = 0.0535

EE, 5 = 0.9955
std €, 5 = 0.0534

ucC

EE,, 5 = 0.9966
stdé,, 5 = 0.0456

EE, 5 = 0.9954
stdé,, 5 = 0.0465

EE,, 5 = 0.9954
stdé,, 5 = 0.0496

EE,, 5 = 0.9952
stdé,, 5 = 0.0513

EE,, 5 = 0.9955
stdé,, 5 = 0.0534
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Fic 3. The histogram of én,[)’ with m = 2, b, = 1,2,4,8,16 and 3 binning schemes for
isotropic Matern GP with (¢o, po,v) = (1,5,0.5) observed on a perturbed lattice with § = 3
and n = 10%.

of dealing with larger conditioning sets (JA5 (s)| = 11 for any s € D,,). Table 2
summarizes the mean and standard deviation of &, g for the different choices of
m, by, 6, and partitioning schemes.

Remark 5.1. The above experiments explicate some aspects of the LIF method
which were not thoroughly explained by the asymptotic theory. In the following
we list some critical observations of the simulation studies in this section.

(a) In most of the entries in Tables 1 and 2, the bias of én’g is considerably
smaller than its standard deviation. We have shown that (see the proof of
Theorem 4.1 for further details) for isotropic Matern GPs observed in a
d-dimensional space

Eénﬁ -1=0 (n_z/d) , and stdén’g =0 (n_1/2) .

1/2  converging

So for d = 2, the bias to standard deviation ratio is order n~
to zero as n — oo.

(b) Aslong as m is chosen to satisfy m > v+d/2, increasing the preconditioning
order does not improve the estimation performance. On the other hand
larger m requires more challenging computation for evaluating the LIF
loss function. So choosing m = [v + d/2] can optimally balance between
statistical efficiency and computational tractability.

(¢) Comparing the results in Tables 1 and 2 shows that én B has larger bias and
standard deviation for v = 1. Namely estimating ¢op, % is more difficult
when v = 1. We give a qualitative justification for this phenomenon. It
has been argued in Remark 4.3 that the LIF algorithm is consistent when



TABLE 2. The mean and standard deviation of fnyg in experiments with m = 2,3, by, = 1,2,4,8,16 and 3 binning schemes for isotropic Matern GP

with (¢o, po,v) = (1,2.5,1) observed on a perturbed lattice with § = 1,3.

bn = 16

bn, =8

bnp =4

by =2

bp =1

NUC

EE, 5 = 1.0465
std €, 5 = 0.3188

EE, 5 = 1.0459
std €, 5 = 0.3222

EE,, 5 = 1.0478
std €, 5 = 0.3315

EE, 5 = 1.0481
std €, ;5 = 0.3439

EE, 5 = 1.0489
std €, 5 = 0.3555

Rectangular

EE, 5 = 1.0491
std €, 5 = 0.3548

EE, 5 = 1.0489
std€,.5 = 0.3550

EE, 5 = 1.0487
std €, 5 = 0.3554

EE, 5 = 1.0491
std €, 5 = 0.3556

EE, 5 = 1.04889
std €, 5 = 0.3555

ucC

EE, 5 = 1.0458
stdé, 5 = 0.3173

EE, 5 = 1.0464
stdé, 5 = 0.3215

EE, 5 = 1.0470
stdé,, 5 = 0.3289

EE, 5 = 1.0488
stdé, 5 = 0.3418

EE, 5 = 1.0489
std €, 5 = 0.3555

NUC

EE, 5 = 1.0302
std €, 5 = 0.3790

EE, 5 = 1.0315
std €, 5 = 0.3847

EE, 5 = 1.0329
std €, 5 = 0.4926

EE, 5 = 1.0366
std €, 5 = 0.4075

EE, 5 = 1.0393
std €, 5 = 0.4105

Rectangular

EE, 5 = 1.0396
std,, 5 = 0.4196

EE, 5 = 1.0392
std €, 5 = 0.4196

EE, 5 = 1.0393
std €, 5 = 0.4201

EE, 5 = 1.0394
std €, 5 = 0.4204

EE, 5 = 1.0393
std €, 5 = 0.4105

UuC

EE, 5 = 1.0304
std €, 5 = 0.3789

EE, 5 = 1.0323
std €, 5 = 0.3846

EE, 5 = 1.0337
std €, 5 = 0.3927

EE, 5 = 1.0363
std €, 5 = 0.4048

EE, 5 = 1.0393
std €, 5 = 0.4105

NUC

EE, 5 = 1.0237
std €, 5 = 0.4104

EE, 5 = 1.0237
std €, 5 = 0.4177

EE, 5 = 1.0262
std €, 5 = 0.4285

EE, 5 = 1.0279
std €, 5 = 0.4464

EE, 5 = 1.0315
std €, 5 = 0.4635

Rectangular

EE, 5 = 1.0311
stdé,, 5 = 0.4616

EE, 5 = 1.0312
stdé,, 5 = 0.4620

EE, 5 = 1.0313
stdé, 5 = 0.4626

EE, 5 = 1.0316
stdé, 5 = 0.4633

EE, 5 = 1.0315
std €, 5 = 0.4635

ucC

EE, 5 = 1.0232
std €, 5 = 0.4096

EE, 5 = 1.0239
std €, 5 = 0.4156

EE, 5 = 1.0267
std €, 5 = 0.41275

EE, 5 = 1.0296
std €, ;5 = 0.4463

EE, 5 = 1.0315
std €, 5 = 0.4635

6=1
6=3
6=1
0=3

NUC

EE, 5 = 1.0206
stdé, 5 = 0.3771

EE, 5 = 1.0228
stdé, 5 = 0.3835

EE, 5 = 1.0223
stdé, 5 = 0.3934

EE, 5 = 1.0255
std €, 5 = 0.4069

EE, 5 = 1.0271
std €, 5 = 0.4216

Rectangular

E, 5 = 1.0271
std,, 5 = 0.4202

EE, 5 = 1.0276
stdé, 5 = 0.4215

EE, 5 = 1.0274
stdé, 5 = 0.4219

EE, 5 = 1.0273
stdé, 5 = 0.4218

EE, 5 = 1.0271
stdé, 5 = 0.4216

ucC

EE, 5 = 1.0214
std €, 5 = 0.3764

EE, 5 = 1.0204
std €, 5 = 0.3798

EE, 5 = 1.02037
std €, 5 = 0.3921

EE, 5 = 1.0249
std €, 5 = 0.4045

EE, 5 = 1.0271
std €, 5 = 0.4216
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the largest eigenvalue of K2 (-) is uniformly bounded (independent of n)
and its Frobenius norm is of order y/n. Simply put, the effective rank of
K5 . (-) should be of order n. Define the quantity U5 as

8 Emlly oy v

n,m ° KB I
n,milg,

Observe that U8 is no smaller than 1 and attains its minimum for the

n,m
identity matrix. If K7, (-) can be well approximated by a rank deficient
matrix of rank r, = o(n), then U5 grows with the same rate as \/n/ry.
So roughly speaking the LIF algorithm works better for smaller \Ilf,m.
Here we compare \I'ff’m for the two cases of ¥ = 0.5 and 1. For avoiding the
computational challenges of evaluating the operator norm of large matrices,
we focus on smaller size perturbed grids on D = [0,2.5]2 of size 2500
(N = 50) and with § € (0.5,1.5). The range parameter of G is assumed
to be pp = 1.25. Note that pg, the diameter of D and § have been chosen
in such a way that the lattice of size 502 imitates the local neighbouring
properties of D,, in Tables 1 and 2. Figure 4 displays \I/im in four different
scenarios of (v, d). It is apparent that \I/fim is always larger for v = 1, which
can explain the higher bias and variance of the LIF estimate.

oo

= =

ﬂ m

(v,8) = ‘(0.5,0.5) (v,8) = (0.5,1.5) (1,8) Z (1,0.5) (v,9) :‘(1, 1.5)

Fic 4. The box-plot of Wy m for different values of 6 and v. Here D, is a perturbed lattice of
size 2500 and G is an isotropic Matern GP with ¢o = 1 and pg = 1.25.

Now we gauge the asymptotic behaviour of the LIF estimate. For doing
so we generate 100 independent realizations of an isotropic Matern GP with
(b0, po,v) = (1,5,0.5) on 100 independently generated perturbed lattices of size
n = N2 and with § € {1,3} on D = [0,5]>. The LIF loss function, with respect
to the case of b, = 1, is optimized with respect to ¢ and for a fixed p = 10.
We refer the reader to Table 3 for the sample average and standard deviation of
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TABLE 3
The mean and standard deviation of én,B over 100 independent experiments for isotropic
Matern GP with (po, po,v) = (1,5,0.5) and for different size of lattice.

N=20 | N=30 | N=50 | N=70 | N=100 | N =150

S—1 bias of ényzg 0.8643 0.5891 0.2955 0.1593 0.0299 0.0198
std of &, 5 0.3716 0.2305 0.1093 0.0700 0.0480 0.0233
§—=3 bias of gn’B 3.2033 1.0161 0.5133 0.2157 0.0634 0.0187
std of &, 5 1.4174 0.4070 0.1218 0.0984 0.0519 0.0355

fm s for different values of n. The results in Table 3 shows that the LIF estimate
becomes more accurate as n increases (in a fixed domain), when b, does not
grow with n.

5.2. Moderate-scale simulations for geometric anisotropic GPs

This subsection is devoted to assess the performance of the LIF method for geo-
metric anisotropic Matern GPs in two dimensional fixed domains. Particularly,
there is po = (po,1, po,2) such that for any s = (s1, s2) and t = (¢1,%2),

cov (G (5),G () ) = dofy (1), in which 12 = (“‘_51)2 + (tz—_Sz)z

0,1 0,2

Here f, stands for the Matern standard correlation function with the smooth-
ness parameter v. The quantities (;3”73 € R and p, 5 € R? are obtained by
maximizing the LIF loss. It is known that ¢ and py are not fully discernible in
the infill setting (see [16], p. 120). Therefore the focus of our simulation studies
is to estimate the quantities qbopaf” and ¢OP&§V (or equivalently ¢ (po.1p02)" "~
and po,1/po,2). We refer the reader to [1] for a comprehensive discussion regard-
ing the identifiability of covariance parameters in multi-dimensional geometric
anisotropic Matern GPs. For brevity we reformulate &, g as the following:

> an,Bﬁl_QDB an,B[)Q_QVB 2
gn,B = _’27:/7 y _,27: € [07 OO) . (52)
(250,0071 ¢Op0,2

Again, we let D,, be a perturbed lattice of size n = 10* and with § € {1,3} on
D=0, 5]2. We simulate 100 independent realizations of a Matern GP with ¢y =
1, po = (1.5,4) and v = 0.5 on 100 realizations of D,,. The L-BFGS-B method
with the initial guess p = (10,10) is used for maximizing the profile LIF loss
function in a constrained box [0.1, 50]2. In our experiments the boundary points
were not touched during optimization, so the final results do not change even
when the box constraints are not enforced. The scatter plots of énvg is depicted
in Figure 5 for b, € {4,16} and two partitioning approaches. It appears that
fn, B is concentrated around (1,1) for all the scenarios. Table 4 also accumulates
the mean and standard deviation of {-Cn,B displayed in Figure 5.
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F1G 5. The scatter plot and two dimensional KDE of ényg for an anisotropic Matern GP with
¢o = 1,po = (1.5,4), and vop = 0.5 observed on a perturbed lattice with § = 1 and n = 10%.

TABLE 4
The mean and standard deviation of &, 5 exhibited in scatter plots in Figures 5.
by, = 16 b, =4
ve EE, 5 = (0.9996,1.0063) EE, 5 = (1.0002, 1.0049)
std £, 5 = (0.0467,0.0966) | std &, 5 = (0.0482,0.0932)
Rectangular | Eén8 = (0:9993,1.0081) Eéy, 5 = (0.9994,1.0104)
std &,,58 = (0.0507,0.1026) | std &, 5 = (0.0515,0.0998)

5.3. Large-scale simulations for geometric anisotropic GPs

To obtain further insights into the estimation accuracy of the LIF algorithm on
large data sets, we carry out a few simulation studies on Matern GPs observed on
perturbed lattices. The simulations are separated into two categories described
as follows.

1. We fix D = |0, 25]2 and choose a perturbed lattice D,, of size 2.5 x 10, i.e.
N = 500, with § =5 on D. G is a geometric anisotropic Matern GP with
po = (po,1,p0,2) = (2,5) and ¢¢ = 1 observed on D,,. Such simulation imitates
the large-sample infill behaviour, as the diameter of D is considerably smaller
than V. We report the LIF estimates of ¢op, " and bopo. .

2. In the second class which emulates the increasing domain setting, we select
D=0, 500]2. Furthermore, the variance and range parameter of G are given
by ¢o = 1 and py = (10,20) and v = 1. D,, is also treated the same as the
first category (N = 500). In these simulations, the estimates of all unknown
parameters will be reported.
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Recall &, 5 from Eq. (5.2). Tables 5 encapsulates &, 5 and the running time
of maximizing the profile LIF loss in the box-constrained region [0.1,50] by L-
BFGS-B algorithm and with the initial guess p = (4, 8). Comparing to the case
of v = 0.5, the optimization algorithm is three times slower for v = 1, which is
due to the more complicated form of the covariance function. Furthermore the
running time of the LIF loss optimizer is inversely proportional to b,.

TABLE 5
The summary of the large-sample simulations for the first category.
b, = 200 bn = 50 bn, =10
V=05 ényg (0.9978,1.0434) | (0.9988,1.04085) | (1.0011,1.0280)
Running time (hour) 0.5016 2.1747 4.8055
=1 fnyg (0.9910, 1.1060) (0.9951,1.0858) (0.9928,1.0899)
Running time (hour) 1.4128 5.4449 13.2018

Table 6 presents the summary of results for the case that D = [0,500]%.
The L-BFGS-B optimizer starts at p = (25,40). We only consider the case
that v = 1, because of the more challenging computation. Note that obtaining
the estimated parameters in this setting is around twice as slow as the former

case.

TABLE 6
The summary of the large-sample simulations for the second category.
b, = 200 b, = 50 b, =10
<;A$n’5 1.0179 1.0072 1.0125
v=1 on.3 (10.4457,19.8137) | (10.3789,19.8433) | (10.4203,19.8278)
Running time (hour) 2.7441 10.5585 25.6577

Comparing the different columns in Table 5 and 6 reveals insensitivity of the
LIF estimate to b,. We believe that for large n, increasing the number of bins
does not improve the statistical accuracy, as long as each bin can separately
encode the local dependence structure. For instance when n = 5002 and b,, =
200, there are more than 1000 samples in each bin, which is roughly enough
for learning the local dependence structure in a geometric anisotropic GP with
two range parameters. We observe that there is a large range of b, in which
decreasing the bin size (which is equivalent to increasing b,,) barely degrades
the statistical performance of the LIF algorithm, but the computational saving
is quite substantial.

Finally, for a systematic evaluation of the role of b,, on the statistical accuracy
of the LIF estimate we consider a Geometric anisotropic GP with ¢g = 1 and
po = (5,10) and v € {0.5,1} on a regular lattice (§ = 0) of size n = 402
on D = [0,10]°. That is, D, = {i/5: i =1,...,40}. Similar to the results
in Table 5, the L-BFGS-B algorithm with starting point p = (4, 8) is used for
estimating én g- For each b,,, we run 100 independent experiments for evaluating
the empirical mean and standard deviation of é7L7B. The summary results in
Table 7 shows that the standard deviation of the LIF estimator increases for
larger b,,.
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TABLE 7
The summary of simulations for assessing the role of by,.
b, =1 by, =2 b, =4 b, =8
05 |_Eéns | (0.9931,1.0214) | (0.9902,1.0286) | (0.9914,1.0324) | (0.9923,1.0341)
stdé,.5 | (0.0201,0.0372) | (0.0239,0.0398) | (0.0272,0.0448) | (0.0290,0.0482)
L1 Eé, ;s | (0.9873,1.0521) | (0.9821,1.0593) | (0.9852,1.0565) | (0.9813,1.0591)
stdé, 5 | (0.0573,0.1011) | (0.0611,0.1098) | (0.0659,0.1149) | (0.0682,0.1178)

6. Discussion

In this paper we have introduced a family of scalable covariance estimation
algorithms, called the local inversion-free (LIF) algorithm, by amalgamating
the ideas of the inversion-free estimation procedure in [2] and a block diagonal
approximation of the covariance matrix of the preconditioned data. We have
established /m-consistency and asymptotic normality of our method for the
isotropic Matern covariance function on a d-dimensional irregular lattice (with
d < 3). Prior to this work, it had only been asserted that the inversion-free
estimator is statistically comparable to the MLE, when there exists a linear
transformation to uniformly control the condition number of the covariance
matrix below some constant, independent of the sample size [2]. However, our
analysis demonstrates that the LIF algorithm has the same convergence rate
as the MLE, as long as the largest eigenvalue remains uniformly bounded and
a non-negligible fraction of the eigenvalues are further away from zero. The
removal of the necessity of uniformly controlling the condition number of the
covariance matrix in our asymptotic theory can expand the applicability of
surrogate loss maximization methods for estimating the covariance of spatial
Gaussian processes.

Despite the relatively low cost of computing the LIF estimate for GPs ob-
served on irregularly spaced locations, it remains to investigate the applicability
of LIF-based algorithms beyond parameter estimation, e.g., prediction. Further-
more, despite recent progresses in preconditioning of stationary GPs, an effective
mechanism to reduce the condition number of the covariance matrix for non-
stationary random fields is still obscure. However, we have only scratched the
surface of scalable non-likelihood based estimation algorithms and still much
needs to be done for developing an efficient class of algorithms for a broad
family of spatial processes.

We end this discussion by briefly describing a potential way of adjusting the
LIF loss function for non-stationary processes with smoothly varying variance
and range parameters (with a known smoothness parameter). The main idea
is to partition the set of sampling sites D,, into b, small bins, so that the
GP inside each bin can be well approximated by a stationary process. For any
s € D,, construct the set N, (s) using the nearest neighbours of s inside its
associated bin. The vectors of variance and range parameters, denoted by ¢, =
[b0.15---, qﬁoybn]T and py = [po1,.--, p07bn]T, can be simultaneously estimated
by optimizing a penalized LIF objective function, namely,
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bn
(a)n,B’i)n,B) = ar%min{ZHYBt,mYBTtm—¢tKBt,m (Pt)HZ
P t=1

+Jg (1, 0,) + Jp (m,.--,pbn)},

in which Jg and J, are non-negative functions penalizing rapidly varying vari-
ance and range parameters. Such a penalized loss function may be optimized
using the coordinate descent method.

7. Proofs

All the constants appearing in this section (including those implicitly defined in
<, and x), are bounded and depend on m, v, d, ©, and the geometric structure
of the sampling locations.

Proof of Theorem 4.1. Applying the triangle inequality, we get

in —2v E 3 —2v
sup P8 (pz P < s Pn,i3 (/j)zf 3
pcOo | Popo pEOy ®opg
dgn,B (P) p_2y - ]EQASn,B (P) p_QV
+ Sup —ou . (71)
PEBQ ¢0P0

Let P, and P, respectively stand for the two terms in the right hand side of
(7.1). For clarity, we break the proof into two parts. The first part is devoted to
uniformly control P;. Strictly speaking, we prove that

logn

1 _
P S <1{d—1}ﬁ + Lg4—2) + Lyg>ayn Z/d) (1+ Lm=ptds2y logn) .

n
We then show that the stochastic quadratic quantity P, is of order y/n—!logn,
with high probability. The concentration inequalities involving the quadratic
forms (and their supremum over a bounded space) of GPs presented in [11] are

crucial for bounding P> from above.
Choose an arbitrary (¢, p) € Z x ©¢. Recall Kfim (p) € R™*™ from (3.3) and

éni5 (p) from Eq. (4.2). Define LB (p) == p** KB, (p). Observe that

n,m n,m
E(ﬁn,B (p) p—2y _ p—2u ]EYTKvlim (p) Y _ (@)21) <K7l?,m (p) ’ Kvlim (p0)>
d0py > or0 ™ KB, ()5, \ P K5, ()7,

<Lg,m (p) ?Lg,m (p0)>
128, DI,

Thus,

P = sup <Lgam (p) 7L§,m (p0)> 1

vceo| |28 0,
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= sup

o, 125, 0,

a LB — LB LB

(g) sup H n,m <p> n,m (PO)H512H n,m (p)H2—>2 (72)
p€G0 ||Lg,m (p)HZz

Here (a) is implied by the generalized Cauchy-Schwartz inequality. We assess
the large sample behaviour of the terms appearing in the second line of (7.2) in
Appendix A. Lemma A.6 states that min,ce, ||L5 (,0)”@2 2> /n. For brevity

n,m

define AB (p, po) = Lf,m (p)— Lf»m (po). Furthermore, Lemma A.3 implies that
su(g) HAB (,O7 po)HS1 S (]l{dzl} + ]l{dzg} logn + 1{d23}n172/d) diam (@0)
pPEOQ

= (]l{dzl} + ]l{dzg} logn + 1{d23}n172/d) . (7.3)

Thus the upper bound on P in (7.2) can be rewritten as

ﬂd:l logn _
Pls,({ by 10 B g Z/d) sup L8 (D), (74)
n n pPEB

So we need to find a uniform upper bound on the largest eigenvalue of Ls,m (p)
on ©g. Notice that LB, (p) is a block diagonalized version of L,, ,, (p). Hence

n,m

HLf,m (p)HQ_Q < HLn,m (p)”Q*}Q , Yp€Bg

Thus, we only need to focus on the case of no partitioning. For d-dimensional
regular lattices, the exact procedure as Theorems 2.1 and 2.3 of [17] demon-
strates that all the eigenvalues of L,, ,, (p) are universally bounded. Namely,

sUp Aj (Ln,m (p)) < max, Vi=1,...,|Dy] (7.5)
PEO)

for some bounded o™2*

lattices.

> 0. Thus P; admits the following inequality for regular

Tyg— 1
S ( e ]l{d>3}n_2/d> : (7.6)
However the operator norm of L, ,, (p) is not necessarily uniformly bound on
O, for a general irregular lattice satisfying Assumption 2.1. For such case, we
show in Proposition A.1 that

—2(m—v)

| Lo ()| S (1 1) e = 51, . steD, (1)

Lemma B.2 also introduces an upper bound on the operator norm of the matrices
satisfying (7.7). Applying Lemma B.2 yields

sup |2 . (0)]l5_p < 5D [ Lo (P)losp S (14 Lmeyraszy logn) . (7.8)
pPEBOQ PEBOQ
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The desired bound on P; is obtained by combining (7.4) and (7.8). The next
goal is control P» from above. Let Z € R™ be a standard Gaussian vector and
define the symmetric matrix MF,, (p) by

n B
Mf,m (IO) =\ Ln,m (pO) ”Liming()pl Ln,m (p0)7 A4 pc @0. (79)

P sz

We first introduce an equivalent representation for g?)n’g (p) p~% in terms of

Z and MB m (p). Obviously, the Gaussian vectors Y and \/¢oKn m (p0)Z =
1/2 20"/ Ln,m (po)Z have the same distribution. Thus,

KB, oI, 125, D], "

So P, can be rewritten as the supremum of a centered x? process over Oy, i.e.,

Oni (p) p~2 = p~ 2 bons™.

Py = l sup |ZTM,, (p) Z —tr { M7, (p)}].
N pedg

So if Mfi m (p) admits the three conditions in Proposition B.1, then there are
bounded scalars C' and ng € N such that for any n > ng, we have

P <P2 > Cw/log">
n

P(sup |ZT (p)Ztr{Mme(p)}}ZC’\/nlogn>

PEO)

IA
S

(7.10)
Thus we require to verify the conditions (a) — (¢) in Proposition B.1.

Validating condition (a). We should substantiate the uniform boundedness of
n=1/2 HMB p)HE2 over ©gy. Namely, we must prove that U defined as the fol-
lowing is bounded.

o @, VIR @ ) VI W,
= su = sup

P€@o \/ﬁ B PEBOQ HLB

B 0],

We prove in Lemma A.6 that min,ce, n~! HLSM (p)Hj2 > 0 for large enough n.
Thus, U can be bounded above by some U’ given by

)

H n,m PO an(p) Ly m (PO) P

U<U := sup
PEBGQ \/ﬁ

2
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Finally, Lemma A.7 ensures the boundedness of U’ (and consequently U).

Validating condition (b). Pick arbitrary distinct p1, pa E Op with |pa — p1] < 1.

Our goal is to demonstrate the Lipschitz property of || M2, (p2) =M . (p1)|,_,,

(with a constant of order log®n). Obviously

M5, (p2) = ME,, (p1)]],,,

nlp2 — p1
o 00y | o) B0
|p2_p1| HLg,m (p2)||42 ||an P1 He 99

We argued in (7.8) that || Ly m (00)lly_s S (14 Lm=yras2y logn) < logn. So,

Lpmp2) L7 .(p1)
2 2
1ME,, (p2) = ME,, (1), < L8 w2y, (L5 m 0], 2 (71
n|p2 — pi|logn lp2 — p1l
Furthermore, we know from the triangle inequality that
Bm (p2) - Lgm (pl)
2 2
HLg,m (p2)H[2 HLg,m (pl)Hfg 239
O LT R 0] UV N 77 NS 7 1)
L2 (p2)][7, 128 eo)lls, 1280 o0l |,

Let ¥} (p1,p2) and ¥2 (p1, p2) denote the first and second terms in the right
hand side of the above identity. The fact that min,ce, n! HLf’m (p) HZ > 0 (see
Lemma A.6) comes in handy for finding a simpler upper bound on ¥} (p1, p2)
and U2 (p1, pa).

Han p2) Lg,m (p1)||2*>2 Han PQ) Lg,m (pl)HQ*)Q

HLn,m (p2)||§2 n

@) (p1,p2) =

Furthermore, Lemma A.4 indicates that
L5 (02) = L5 1 (0|5 S (14 D gimmsajay logn) o2 — p1| < [p2 — pa| logn.

So ¥} (p1,p2) Sntlogn|ps — p1|.- Now we consider ¥2 (p1, p2). Observe that

Ly (p2) |2 — || L% 1 (1
G = ol L2 P
AT
< ||an P2 ||£2 + ||an pP1 Hz2

< L5 (02)]]
TR LB, (o0)[7, I1EE . (o),
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LB

||L n,m (pl)HEQ .

n,m )

It is known from (7.8) that Han P2 ||2 5 S < logn. Moreover, it is easy to
verify that

||an P2 Hl HLg,m (pl)HgQ _ 1/||an p1 Hl +1/||an P2 Hl
||an pl ng HLg,m (pQ)HZ ||an pl H£2 H n,m p? ||£
—1/2
hS n =n=3/2,

N

Thus, the upper bound on ¥2 (p1, p2) can be simplified as

Ep,,% (pl,pg) < logn (HLSm (pQ) 7L5,m (p1)|’42>
|

lpo—p1il = md? o2 — pr
© logn
: n§/2 (]l{d:” + Lga=zy logn + Tga—gyn'/* + 1{dz4}n1/2)
logn 1 log n B
T n (]l{dﬂ}\/ﬁ * hdﬁ}% +Lgemn 0+ ]1{d>3}>
< logn

where the inequality (c¢) follows from Lemma A.5. In summary, (7.11) can be
rewritten as

B
H nm — M (pl)Hzaz < nlogn <W (p1,p2) +; (Plap2))
|P2—,01| B lp2 — p1

lo
< nlognﬂ
n

= 1og2 n,

showing that the condition (b) of Proposition B.1 holds.
Validating condition (c¢). Choose an arbitrary p € ©y. We should prove that V,,,
which is defined as the following, converging to zero as n goes to infinity.

logn

= 1M () (7.12)

V,, can be equivalently written as

H ,1m pO LnnL \/TPOH nlOgn

LB .. (p)

Vi =

e,

Lemma A.6, which says the Frobenius norm of L,, ,,, (p) is of order y/n (uniformly
on Og) provides a simpler asymptotic expression for V,,.

H\/mLE,m (p) \/m

logn

n

2—2
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1
< [ D)y I (00l

We refer the reader to Eq. (7.8) for an upper bound on the operator norm of
Ly m and Lf’m matrices over Og. So, V,, can be bounded above by

1
Vi < (1 + Lm—vta/2} logn)2 1/ ogn 0, asn — oo. (7.13)
n

O

Proof of Theorem 4.2. Let pmax and pmin respectively denote the largest and
smallest element of ©g. Recall the positive semi-definite class of matrices
L5 . (p)=p*KE, (p), p € Op. Moreover, define

YIS, (p)Y
6005 |1 L8 (0],

n —2v
mmm:wﬂ%ﬁﬂ,gﬁ
0

(7.14)
For notational convenience, the dependence to ¢g, pg and m has been dropped

in T,,. We aim to show that o, 1T}, (pn,Y) 4N (0,1) for some scalar bounded
sequence o,. The proof is broken into two parts for easier digestion. We first
find probabilistic upper and lower bounds on T, (4,,,Y) in terms of T}, (pmax, Y)
and Ty, (Pmin, Y). The precise statement of this claim is as following.

Claim 1. There are non-negative sequences of random variables {p,} -, and
{gn},2, converging to zero in probability and scalar ny € N (depending on
po, m,d,v, and ©g) such that for any n > ng

Tn (pmirn Y) (1 - pn) S Tn (ﬁ’ruy) S Tn (pmaX7Y) (1 + Qn) . (715)

Next, we substantiate the asymptotic normality of T, (p,Y) for an arbitrary
p e @0.

Claim 2. There is a bounded sequence o, ,, such that —4—1;, (p,Y") 4N 0,1),
for any fixed p € ©.

As both upper and lower bounds on ¢y, ;, T, (pn,Y) in (7.15) weakly converge
to a random variable distributed as N (0, 1), the squeeze theorem for the weak
convergence (see Lemma B.4 for its rigorous statement) concludes the proof.
The rest of the proof serves to establish Claims 1 and 2.

Proof of Claim 1. Define T, (p) == 1+ T, (p,Y) /+/n. Claim 2 obviously holds
if we can show that

Tvlz (pmin) (1 - p;z) < Tvlz (Ién) < T7/1 (pmax) (1 + Q;L) ) (7'16)

for any realization of Y and for sequences {p/,} -, ,{q,},-, converging to zero
faster than n='/2. Let Z be a standard Gaussian column vector with the same



Local inversion-free estimation of spatial Gaussian processes 4255

length as Y. Define U := /Ly, », (po)Z, which obviously has no dependence on
p- Then,
ULy (p)U
To(p) = —— 5 (7.17)
HLn,m (p)ng

We only prove the right hand side inequality in Eq. (7.16) and the other side
can be shown similarly. We separately analyze the numerator and denominator
n (7.17). We know that L5 | (p) = L% (pmax) for any p € ©q (see (A.17) for
the details). Thus, UTLE | (p)U < UTLﬁm (Pmax) U almost surely. Namely,

T B
HLn,m P HZ
2
RTINS A T A
— 2 '
T,,Iz (pmax) HLn,m (p)H[2

Recall that we have defined AP (pa, p1) = L5 | (p2)—L% ., (p1), for any p1, p2 €
Og. It is sufficient to show that

B

L max an .
- H (Pma H,2 H2 , (P)HZQ :o(i>, as n — 0o, (7.19)
ILE,. I v

As we know from Lemma A.6 that ||L5 (p)Hz2 > \/n, we just need to show
that

= [ a2, L8 ), = 0 (V) 3 o0,

On the other hand we have

||an pmaX ||Z - ||LB ‘0 ||Z

125 1 (s [[;, = L5 1 (Pmaax) = AF (pma 0)][
<L5,m (Pmax) » AP (Pmax, P))
2|5 1 (Pmas) ||y [1AF (Pmaxs 9)][ 5, -

IN N

Eq. (7.8) provides an upper bounds on HLfm (pmax)H2_>2' So

Yo < 2L (pma) 5 AT (Pmas ),
< (1+]1{m:y+d/2}10gn HA pmaxvp“sl
S HAB (pmaxvp)HSl logn

We now employ analogous techniques as Eq. (7.3) (see also Lemma A.3) to
control HAB (Pmax; p)HS1 from above. Since we only consider the case of d < 3,

the bound in Eq. (7.3) can be rewritten as the following.

1
J0<y < 3 s.t. HAB (pmax,p)HS1 snl. (7.20)
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Thus %, can be upper bounded by v, < n”logn = o(y/n), which concludes the

~

proof. O

Proof of Claim 2. For brevity let &, =T, (p,Y) + /n. We suppress the depen-
dence of p and Y on &,. Let us decompose T}, (p,Y") into two parts as

T.(p,Y) = (T( pY) —ET >\/V3.1”T (p,Y)+ET, (p,Y

var T, (p, Y)

_ (& K&
= ( N ) vvaré, + ET, (p,Y). (7.21)

Recall that we defined Py := sup,cgq, n~ Y2ET, (p,Y) in the proof of Theorem
4.1. A prudent look at Eqs. (7.4) and (7.6) reveals that P; < n7~!logn for some
v < 1/2 (7 is the same as in (7.20)). Hence,

ET, (p,Y) < P <n 2t logn — 0, asn — .

Namely, ET,, (p,Y) tends to zero as n grows to infinity. Thus, it is sufficient to
obtain the asymptotic distribution of the first term in the right hand side of
(7.21). Now we express &, as a quadratic term of a Gaussian random vector.
Using identity (7.14), one can easily show that

My (p)
\/ﬁ
in which Z is a standard Gaussian vector of proper size and M,ﬁ m (p) has been

defined in (7.9). The explicit expressions for the expected value and standard
deviation of &, are given by

1 2
—tr M7, (D)}, Vvarg, = \/; 1M ), -

We showed in the proof of Theorem 4.1 that || M5 (p)||2ﬁ2 /||ME,, (,0)”42 —0

when n — oo (see (7.12) and (7.13)). Thus applying Lemma A.4 of [11], on
asymptotic normality of the normalized generalized x? random variables, leads

to
() o

Finally we study the limiting behaviour of +/var&,, which is denoted by
On.m (P, po). Notice that

O (pop0) = f 1M2, o)l

1z5,., <p>ui

vl Z, (7.22)

m (P0) Ly 1 (P) \/ L (p0) e
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We claim that
li Un,m (P, pO)
m —————

=00 On,m (,017 Pz)
Thus, o, ,, has no dependence to p, py, and Og. In other words, o, ,, only
depends on m, d, v, and the topology of D,,. Assuming that the claim holds, for
proving the boundedness of g, ,,,, we just need to check that o, ., (p,p0) =< 1
for some pf, p5 € ©p. Applying Lemma A.6 on the denominator of oy, ,, (01, p5),

we get,
VI RILE () Vi (5,
fnm (P1:P2) S N =

=1, V P1, P2 € Op. (723)

So, on,m (P1,p5) < 1 as a result of Lemma A.7. We now turn to substantiate
(7.23). Tt is sufficient to verify the following identities for any pi, p2 € Og.

lim On,m (pa pO) -1 lim On,m (ph PO)
n—=00 Op m (,017 PO) T om0 On,m (,017 02)

=1. (7.24)

To avoid repetition, we only demonstrate the left hand side identity in (7.24)
and the other one can be substantiated using analogous techniques. Observe
that

Snan (op0) luLzm <pl>ug2r e
Tnam (prop0) | [ILE. (0], H./Ln’m(po)Lg,m(pl),/me(po)

= apby.

Lo

We prove that both a,, and b,, converge to one as n tends to infinity. Notice that
|an, — 1| has the same limiting behaviour as ¢/, defined at (7.19). So for avoiding
the redundancy we just state that |a, — 1] <n?"llogn = o (n*1/2) and refer
the reader to the proof of Claim 1. The last step of the proof is devoted to
control |b, — 1| from above.

[VE @l ) VB @],
Ve oI LE (o) Ve ),
1L (Pl yo 1 L3 (0) = L (P1) ],
|V GOV LE e (01) VT (90)|,
1L (P0) 15 (| A% (p, p0) |,
VT 0V L (01) v/ Lo (0],
[ Lnm (P0)lloys || A% (p, Po)”sl

‘mLf,m (p1) \/mue2

‘bn_” =

IN
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@ logn [|AF (p, po) |, © [|A" (p, po)|[s, logn
~ \/ﬁ *

2

H n,m PO an(pl) Ly m (PO) p

Here (a) and (b) are successively implied from Eq. (7.8) and Lemma A.7. Using
similar techniques as Eq. (7.20) implies that

HA(p>PO)||$1 logn < n7logn

b, — 1] < Tn ST — 0, asn— oo.
Namely lim b, = 1, which concludes the proof. O
n—oo

O

Appendix A: Large sample behavior of covariance matrices of GPs
observed on irregular grids

Throughout this section, we put the following restrictions on the irregular lattice
D,, with n points. To avoid repetition, we omit these common assumptions in
the statement of all the results in this section. Moreover, the scalars implicitly
expressed in < and < relations are bounded and generally depend on m, d, v, ©g
and the topological structure of D,,.

e D, is a d-dimensional grid satisfying Assumption 2.1. It is expedient to
define N := [n'/?].

e The set of coefficients {am s (t) : s € Dy, t € Ny, (s)}, admit the condi-
tions in Definition 2.1.

Before jumping into stating the theoretical results in the subsequent sec-
tions, we recall some key assumptions and notations that we have used in the
body of the paper. G represents a centered, isotropic Matern GP whose one
time realization has been observed at D,,. The range parameters p belongs to
a compact Qg C (0,00). We also write {G,, (s) : s € D,,} to denote the pre-
conditioned process of order-m (see Definition 2.1). m is chosen in such a way
that m > (1/ +d/2). Let B = {Bt}?il be an arbitrary partition of D,,. We have
defined Kn m (p) in Eq. (3.3), a matrix which is proportional to the block diag-
onal approximation of to the covariance of [Gr, (8) : s € Dy], associated to the
partitioning scheme B. We also define LE, (p) = p* KE  (p) for notational
convenience.

A.1. How do the off-diagonal entries of Ks,m (p) decay?

The main objective of this section is to study the decay rate of the off-diagonal
entries of K fym (p), which comes in handy for analyzing the asymptotic behavior
of different norms of Kfﬁm (p) in Section 7.For achieving this goal, we need a
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spectral representation for the entries of K2 (p). For brevity define the complex
valued function f~ : R?\ {04} — C, for any s € D,,, by

V@) = w0 s (N exp (j(Nw, 8’ — ), Y w # 04

S’ENWL(S)
(A1)
and the strictly increasing function hy : (0, 00) — (0,1) with
_o]—(v+d/2)
hy (2) = [1 + (Nz) 2] . (A.2)

Choose s,t € D,, arbitrarily. The entries of K, ,, (corresponding to the single
bin scenario) can be expressed in terms of the Matern spectral density.

N2u
(Kn,m (p))s,t = 50 Z Z Am,s (3/) Am,t (t,)

P 8" €N (8) ' EN(T)

X Jiwt =8 — d
/]Rd ¢ (”w”Zz " p2> “

= N Z Z Gm,s (SI) Am,t (t,)

p21/
8" €N (8) t'ENM(E)

exp (j{w, t’' — &) (pllwlg >
X hN 2 ) dw.
/Rd ol N

12

Change of variable method introduces an equivalent form of the above identity
(replace Nw instead of w).

Ko Dy = = 5 3 e (s ame (t)

2v
P N (5) ' ENm (t)
exp (j(Nw,t' — s’))
% / 5o h (pwll,,) dw
Rd ||“-"He2
= ¥ / exp (j(t — 5,w)) f (@) [ (@)hw (p|wll,, ) de.

(A.3)

Next we examine the behavior of f¥ (-) for large w. Such analysis is decisive for
controlling the entries of Kfym (p) from above.

Lemma A.1. There exists § € (1,00) (depending on m, v, d and D,,) such that
B

< 2u+d’

<P __ vuzo, (A.4)
L+ [Jwlly,

N 2
max |f.1 (w)|
Proof. Define the bounded integer g,, by gm = maxsep, |[Nm (8)|. Choose an
arbitrary s € D,,. fV is trivially continuous and well defined at any w # 0g4,
so is the function maxgsep, } N |2 (due to the continuity of the max operator).
Thus for validating Eq. (A.4), we only require to show that
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1
1. maxgep, |fY (w)|* S (1 - ku2”+d) , for any w with [w];* " > g,

2. There is a bounded scalar 7, such that maxsep, limsup |f§v (w) |2 < -
w—)Od

The first claim is an implication of the Cauchy-Schwartz inequality. In Definition
2.1, we normalize the coefficients a,, s (s’)’s to have unit Euclidean norm. Thus

2 v+d v+d
N @] < Il BTN 8] YD a2 L () = llwll 2T N ()]
s’ EN(s)

—(2v+d) 1+ gm
g ]l < ——
B o flellz ™

IN

For proving the other claim, we study the Taylor expansion of f~ near the
origin. Definition 2.1 implies that for any natural number r < m,

Z ams(8) ((w,8' —8)) =0, YVweR? VsecD,.

s'€ENm(s)
So
hmsup|fN )|2
w—0gq
2
’ 1| GN)" ’
= Jim o | 2 ame(8) (s —s))
lwlle, ™ 7= ™ 8" EN . (s)
2
= limsup ——— Z Y ams(s) (w8 —s))"
w—0g4 |W|| r=m : 8" €N (s)
2
N2m m
i sup S Z s (S,) (<(“)7 s’ — S>) . (A5)
w—0g m'HwH s"ENm(s)

The Cauchy-Schwartz inequality simplifies the complex expressions in Eq. (A.5).
lim sup ‘ N ‘2

w—0y4

N2m ||w||2m 2v—d

o 2 ’ o o2m
< llc‘)nljéldp ol E Qon,s (s") E s SHQ
s’ €N () s’ €N (8)
2
ZS,GNm(S) HN (S, - S)Hégm
= {2m=2v+d}-

m/!

Since N ||s" — s]|,, < 1 for any s’ € N, (s), then

, N (s' —s)|2™
7y, € (0,00) s.t. max <ZS eNnte) IV e > < Trn.

s€Dy, m!
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Hence,
. 2
lim sup |f.§v ((.J)| < Qm]l{2m=2y+d} < Qm

w—>0d

It is easy to obtain a closed form expression for g in terms of g, and m,,. O
Proposition A.1. For any pair s,t € D,, and any partition B of D,,,

—2(m—v)
(K5, (), :

Sp P (L+Nt—sll,)

~

(A.6)

Proof. Without loss of generality we can assume that B has only a single bin,
i.e. B={D,}. In other words, we just need to validate Eq. (A.6) for the entries
of Ky, m (p). For simplicity, let f, , denotes the Matern correlation function with
parameters (p, v). Notice that f, , () = f.1 (z/p). We first prove the inequality
(A.6) for the case of ||t —s]|,, = O (N~1). It suffices to show that the largest
diagonal entry of K, ,, (p) is of order p~2”. That is,

0% max S 1.

max | (Knm (p)),6

The proof of this result hinges on the inequality (A.3) for s = t. Trivially,

= max /]Rd |f;v (w)th (p||w|\52)dw

pQV max (Kn,m (P))s s a8

s€D, )

< max/ |fsN(w)’2dw.
Ra

s€D,

We finish the proof of this part by using Lemma A.1.
N 2 dw

max f (w)| dw §/ _

SEDn w/]Rd ‘ ( )| R 1 + ||w||2u+d

Lo
oo (Ed_l
————dr < 1.
/0 1+ g2vtd

So without loss of generality we can assume that ||t —sl|,, > h/N, for some
large enough h. Trivially,

Knm t ’ ’ ’ ’
d}::(’]\]#: Z Z am’s(s)am’t(t)fl,’p(t—sf

8" €N (8) t'EN M, (B)

IN

2v
P max | (K (p)) 6

X

The key step of the proof is to replace f, , () with its exact Taylor expansion
of order 2m. Strictly speaking, we have

fopt — sy = 3 DIeelEZ9) gy gy

7l
|r|<2m

+ > R.(t-s) [(t’_t)_(sl_s)]r7

r!

|r|=2m
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in which R, denotes the residual function given by

R, (t—s) 72m/ )2 1Drfup((tfs)+$[(t/7t)7(8'78)])6[56.
(A7)
Thus,
b= L Z 3 s (8)ame () [(# — ) — (s — 8)]
[r|<2m s'ENm(8) t'ENm (L)
Y BT S S D ane ()~ 0~ (5 )
|r|=2m 8" €N (8) t' EN(T)

The first term in the right hand side vanishes, as for any |r| < 2m

S Y ama(am () [ —t)— (5" =) =0,

s E-N.m(s)t ENm (t)

which is implied from the constraint on {a, s (t) : s € Dy, t € Ny, (s)} in Defi-
nition 2.1. We now control the second term from above. Observe that

Wl < D X DY ams(8)ame ()¢ —t) ('~ s)]

[r[=2m |8’ €ENm(8) t' ENm (L)
R, (t—s)

X max
r!

|r|=2m

(A.8)

The next step is to introduce a uniform upper bound on the residual functions
using Eq. (A.7) and the chain rule of derivative.

max R, (t—s)] <  max ‘D’"fl,,p{(t—s)+x[(t'—t)—(s'—s)]H

|r[=2m |r| = 2m
x € [0,1]
D7 fon UL () S CED) }'
< max . A9
) =a2m pm (8.9)
z €10,1]

As the maximum distance between s and the points s’ € N, (s) is of order
1/N, so we can choose h large enough such that
[t —s ||42

min ||(t - s) + 2 [(¢" - )]l|,, >

A10
z€[0,1] ( )

Now we apply Lemma 4 of [1] to get an upper bound on D7 f,,; () in terms of
the Euclidean norm of its argument. So for any = € [0, 1], we have

LA (LI e ELED
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2(v—m)
<

~

(t—s)+x[t' —t)—(s' —s)]
| p

12

Combining this inequality and Eq. (A.10) shows that for any pair (s,t) with
[t = sll,, > n/N

2(v—m)

o [R (t— ) < p=om (M) a1
|r]=2m " ~ P p ~P N Lo

) (A.11)
Substituting (A.11) into (A.8) yields (in which C}"; is another bounded scalar)

) 1 2(v—m)
ol S o (g +le sl

<Y Y ama (8 ame @) [(E —t) = (5" = 9)]|.

[r|=2m |8’ €N (8) t/ €N (E)

TWr

In the sequel, we prove that w, = O (N’Qm) for any |r| = 2m using the
following series of inequalities.

1/2 1/2
(a)
w, < > ans(s) D ()
s'eNm(8) t'ENm (t)
P o T 8" € Ny (s)
X max {|(t t)—(s'—9)| : t e N (1)

© max{|(t’—t)—(s'—s)|T: ié%mgf)) }(:C)O(N‘2m).

Here, (a) is an obvious implication of the Holder inequality. The identity (b) is
exactly same as the second condition in Definition 2.1 and (¢) holds for the class
of non-regular lattices satisfying Assumption 2.1. Hence

) N 2v 1 2(v—m) )
vels (B) 7 (Fele-sl,) X a

|r|=2m

(Kn,m (P))s t

)

—2(m—v)

S P A+Nt-sly,) O

A.2. Sensitivity of Lf,m (p) with respect to p

Recall that we defined Lf’m (p) as the block diagonal approximation of
Ly (p) = p?* Kpnm (p), corresponding to the partitioning scheme B = {Bt}fil
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of Dy,. This section is dedicated to study the sensitivity of LZ , (p) with respect

to p, for large n. In other words, we are interested to study the quantity

HLgm (pQ) - Lg,m (pl)H
|P2 —P1|

) P1, P2 6603

as n tends to infinity. Here ||-|| represents either nuclear, Frobenius or operator
norm. The presented results are decisive in Section 7. The quantity @), which
will be defined in the next lemma, appears numerous times in this section.

Lemma A.2. Let p1, p2 be distinct points in ©g such that ps > p;. Define

Qn = [ 1 @)1 @) (o2 lel,) = v (o1 oo, )| e
Choose an arbitrary pairs of s,t € D,,.

Qn < (1{d23} + L{g=2y log N + ]l{dzl}N)
P2 — P1 ~ N2

Proof. Lemma A.1 provides an upper bound on the term f~ (w) f (w).

7Y @) £ @) £ (14 w2 ) (A12)

For controlling the other term of the integrand from above, we employ the
following inequality, which will be justified later.

(I+2) “—(1+y) “<la@—a)A(z™* -y *), V0<z<y<oo, a>0.

(A.13)
Using (A.13) (with o = v+ £) yields

ha (p2 [@llg,) = P (P llwlly, )

p2 — pP1
< [(N|w||£2)2V+d (M)] A (v+d/2) (12/p% _ 1/@)1 |
P2 — p1 (N||w||[2) (p2 — p1)

The fact that ©g is compact and does not contain zero simplify the last inequal-
ity as the following.

hy (p2 llwll,,) — ha (p1 ||“-’||22)
P2 — pP1

2v+d

S | lloll,)* A (W ll,) 7] (A1)

Combining (A.12) and (A.14) leads to

) . d
s [ Wl A () ]

(p2—p1) ~ Zvtd

L+ [lwllz,
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/0 b (V)™ + A (V)] u' du

—~
<o
=

X

1+ u2y+d

A ovt2d-1 3 d—3
2u+d Nou 1 U
N /0 71+u2V+ddu+_N2 L —1+u2u+ddu (A.15)
N

The change of variable u = [|w||,, in the integral validates (Q. For brevity, let
11 and 19 stand for the two expressions in the last line of (A.15), respectively
from left to right. We ultimately introduce tight upper bounds on 7 and 5.
Observe that

2dﬁu2u+2d71 2d%22d1 2v4d nr—2(v+d
b = N”*/ 1+T+cl(1u§NV+/ w2y < N2 N2t
0 u 0
= N4
Furthermore,
1 o) ud—3 1 1 ud—S [eS) ud—S
V2 = F/% 1+u21’+ddu_m /% 1+u2”+ddu+/1 1—|—u2”+ddu
< 1 /1 ud’3alu+/Oo u(2”+3)du] < b </1 w3 du + 1)
- N2 1 1 ~ N2 1
~ ~
(1 + ﬂ{dzg} log N + ﬂ{dzl}N)
= A3 .

Replacing the upper bounds on %; and 1, into (A.15) yields

Qn < (1 + L{g=o)log N + ]l{d:”N)
(p2—p1) ™ N?
(1 + ]l{d:2} log N + ]l{dzl}N>
N2

+ N

~
=~

In the sequel, we prove Eq. (A.13). Choose an arbitrary a > 0 and define
91,92 : (0,00) = R by

gi(u)=au—(1+u)"", go(u)=u"*—(1+u)"

Notice that (A.13) is equivalent to the two inequalities ¢; () < ¢1 (y) and
92 (y) < g2 (x). Namely, we need to show that both gy and —gy are strictly
increasing function. For any u € (0, 00), we have

g =a(1-(1+u) ) >0
g () = —a (u =) — (140" <o,

which concludes the proof. O
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For notational convenience and from now on define, A" (py, p) == L5, (p2)—

Lgm (p1), for any p1, p2 € ©g. When we deal with a single bin (no partitioning),
A and L respectively refer to AB and L5.

Lemma A.3. Choose p1, ps € Oq such that ps # p1. Then

|AZ (p1, 02) || s,

el ~ (L= + Lamy log N - Tyazay N7%). (A.16)

Furthermore for any d > 3, || AP (pl,pz)HS1 = N2 |py — p1].

Proof. Without loss of generality assume that py > p1. We claim that AB (py, p2)
is a positive semi-definite matrix. If such property holds then &; norm and trace
are the same. Namely the absolute sum of eigenvalues can be expressed only in
terms of the diagonal entries. To see this is so begin by obtaining the spectral
representation for the entries of AB. Recall fV () and hy (-) from Eq. (A.1)
and (A.2), respectively. Now choose an arbitrary unit norm vector v € R"
(n = |Dy|). Observe that

v AP (p1, pa) v

— Z VgVt (AB(p17p2))s,t

s,tcD,

= 3 wew 3 (K2, (02),, — A2 (KE, (o),
s,teD,

(a) &

DN vve [0 (K (92))0 = P2 (im (1)),
t=1 seB;

b) & j Y,

© 3 / S vaueltoNe) £N (o) TN ()
=1 'R g teB,

<[ (o2 Iwl,,) = B (1wl ) | deo

ba /
t—1 /R4

©
>0

2

Y s N fT (w)

seB;

o (o2 1) = B (o lell,) ] o

(A.17)

in which (a) follows from the fact that (K%, (p2))s,t = 0 when s and ¢ belong to
distinct bins. The identity (b) is a simple application of Eq. (A.3). Furthermore,
inequality (c¢) follows from the monotonicity of hy. Now obviously we have

|D,,| min

seD,

(AP (pr1p2)), | < A% (orip2)|s, = tr (AP (p1,p2))

(AB (Pl, P2))S,S

< |Dy| max
n
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The rest of the proof is devoted to study the behavior of the diagonal entries of
AB (p1, p2). We need to show that

(AB (P1,P2))s s

}

< N2 (]l{d23} + ]l{dzg} log N + ]l{dzl}N) , VseD,,

P2 — pP1

AB(plva)

Q >N72 VsecD,andVd>3.
P2 — P

Applying similar techniques as (A.17) as well as Lemma A.2 yields

(A5 (pr1,p2)),
P2 — pP1
h —h
/ Y @) [ N (p2llwll,,) - N (1 ”"’”42)}6@
R P2 — P1
5 ]\7_2 (]l{dZS} + ]l{d:2} IOgN + ]l{dzl}N) .

max
seD,

= Imax
seD,

We now proceed to establish the desired lower bound on tr(A® (py, p3)). Choose
any s € D,,. Obviously

2
(O i)z [ 8@ [ palell) ~ (o1 sl
w =
* (A.18)
Let us control hy (p2 H‘-"Hgg) —hy (p1 ||w||€2) from below. Due to the fact that

(its proof is similar to (A.13) and we left it to the reader)

aly —x)

5 , V0<x§y<21/(a+1)—1,

(I+2)"=1+y) " =
it is possible to write

hv (p2llwlle,) = b (prllwlle,) o (v +8) prtps (N [lwll,,) . (A.19)
p2 — p1 - 2N? ||‘-"||§2 vy = “

for large enough N. Moreover, the class of functions { A (w)}s cp, Are nonzero
(in a large enough neighborhood of the origin), continuously differentiable, with
a uniformly bounded derivative when [|w||,, > 1, and decay with the polynomial

rate given in Lemma A.1. So

/|"J|22>1

Replacing (A.20) and (A.19) into Eq. (A.18) gives the desirable lower bound. O

[

dw =<1
[wll,

, VseD,. (A.20)
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Lemma A.4. Let py, p2 € Og. Then

145 (o1, 2|y S (1A 102 = Pl ) (L4 Tpmmsapy log N) . (A21)

Moreover, if D,, be a d-dimensional regular lattice, then

1A% (o1, p2)l|yy S (1A 192 = 1), (A.22)

Proof. Consider any arbitrary partitioning B. We know that AB (p1, p2) is a
block diagonal approximation of A (p1,p2). The basic properties of operator
norm implies that

||AB (p1,P2)||2_>2 <A (p1,P2)||2—>2'

Hence, we just need to find an upper bound on ||A (p1, p2)/5_,,. Without loss
of generality, suppose that ps > p1. If po — p1 > 1 then the positive definiteness
of A (p1,p2) (see (A.17)) implies that

1A (p1, p2) 22 < 1Enm (P2)l55 - (A.23)

Now assume that (p2 — p1) is strictly less than 1. We also showed that for any
unit norm column vector v (of the proper size)

v A (p1, p2)v
P2 — P1

:/Rd

The mean value theorem gives an alternative form for hy (p2 |wll,,) —
hn (Pl ||w||¢2).

Z vsej(s,Nw)f;V (w)'2 {hN (Pz ||w||22) —hn (P1 ||w||132) } dw.

seD,, P2 =P

ha (p2 wll,,) — b (o1 llwlly,)
P2 — pP1

Ip € (p1,p2) st

(ol = 2 A )
o P14 (Nplwl,,)?®

In following identity we show that sup,ci,, ,.] hn (pllwlly,) < b (p2llwll,,)-

hy (p2 wlly,) — b (o1 [, ) 2w+d hy(plwll,)
p2 — p1 T 1+ (Nplwll,,)?
2u+d
< hy (pllwll,,)
S b (p2llwlly,) - (A.24)
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The last inequality in (A.24) is implied from the fact that inf (©g) > 0. Thus,

vTA(p1,p2)v </
p2—p1 " Jga

2

D v SN N (w)| Ay (p2 [wlly, ) dw
s€D,

o
IN

= UTme (p2) .

In other words, there is a bounded constant ¢ > 1 for which

A A
A(p1,p2) < Lo (p2) = 1A (o1, p2)ll5s0 S L (p2)ll5ys - (A.25)
P2 — P1 P2 — P1

Combining (A.23) and (A.25) leads to

18 (1, p2)llass S (1A D02 = Pl ) 2 (925

In the case that D,, is a regular lattice, || Ly, m (p2)]5_,, is known to be less than
some bounded scalar C' (see [16], Theorem 3.1), which justifies (A.22). For arbi-
trary irregular lattices satisfying Assumption 2.1, Proposition A.1 characterizes
the decay rate of the off diagonal entries of L, ,,, (p2). Thus, applying Lemma
B.2 immediately substantiates (A.22) and ends the proof. O

Lemma A.5. Let N = |n'/¢] and select two distinct p; and py in ©¢. Then,

1A% (p1, p2)],,

P2 — 1] < (]l{dzl} + ]l{dzg} logn + ]l{d:g,}nl/g + ]l{d24}n1/2> .

Proof. The same logic as in the proof of Lemma A.4 leads to

| AP (Pl,P2)||42 < 1A (p1,p2)ly, -

So it suffices to control [|A (p1, p2)||,, from above. When d < 4, it is trivial that

1A (o1, p2)|lg, < 1A (p1,02)]ls, -

Substituting the bound on [|A (p1, p2)||s, from Lemma A.3 in the above in-
equality leads to the desired result. Now suppose that d > 5. In this case,
1—2/d > 1/2 and so we inevitably need new proof techniques. Without loss of
generality assume that ps > p1. In (A.25), we showed that

1A (p15 p2)llg, < 1 Ln,m (p2)ll,, (P2 = P1) -

We also know from Proposition A.1 that

—2(m—v
(L (p2))4.4] S (1+ NIt = sll,,) ", (A.26)

which means that || L, m (p2)
summary for d > 5,

g, < v/ (see the second part of Lemma B.2). In

1A (o1, p2)lle, < L (p2)l, P2 = 1] S 02 (2 = pal. O
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Lemma A.6. There exists a large enough Ny such that for any N > Np,
R O,
min ———=
PEO) \/ﬁ
Proof. Let ppmin represents the smallest member of ©g. We have shown in the
proof of Lemma A.3 (inequality (A.17)) that

L'rBL,m (P) s Lﬁm (pmin) , Vpeog

> 0.

Henceforth, all the eigenvalues of Lg,m (p) are greater than or equal to the cor-
responding eigenvalues of L5, (pmi). So n= 12 ||L5 (p)H(,2 attains its mini-
mum at p = pmin, due to the positive definiteness of Ly, (p) and L% | (pmin)-

As LS’m (pmin) is & square matrix of size n, it suffices to show that all of its
diagonal entries are bounded away from zero.

2
||L§,7m (pmln)Hj2 Z Z ‘(Ll;im (pmin))s,s - Z ‘(Ln,m (pmin))s,s

seDy, seD,

2

Recall the two functions f¥ and hy from Eq. (A.1) and (A.2), respectively. Now
choose an arbitrary s € D,, and a large enough R € (0,00). From the identity
(A.3), we have a closed form expression for the diagonal entries of Ly, 1, (0min)-

Foin i = [ 11 @) o (i o) o

> / £ (@) v (pmin @]y, ) de
HszQSR

We can opt Ny (depending on ©g and R) so that inf\luH[zSR A (Pmin lwll,,) > i
for any N > Ny. Thus,
1 2
‘(Ln,m (pmin))s,s > 5/ |fév (UJ)| dw. [l
llwll,, <R
Lemma A.7. There exist a strictly positive scalars C; and Cs such that
O |\ 0 (02) Lo 1) = Covt ¥ pripn € €.
L2
(A.27)

Proof. For brevity we use @ to refer the Frobenius norm in Eq. (A.27). The
cyclic permutation property of trace operator implies that

[V 0L o) s 00| = [ 2 ) o 00) 28, )

Based on EQ' (A]-?)v Ln,m (pl \% ,02) 7 Ln,m (pl) and Lg,m (pl N p2) s Lg,m (pQ)

So
H Lg,m (p2)Ln,m (p1) \/m

o

2

L2
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< W/ LB, (p2) L (p1V p2) \/LE ., (p2)

= |1\/Lnm (p1 V p2) L 1 (p2) \/ Lo (p1 V p2)

2

Lo
2

123
<[/ Lnn (01 V p2) L33 1 (p1V p2) A/ Lnm (01 V p2)

Thus we may suppose that pa > p; without losing the generality. Namely p; V
p2 = p2. In summary, so far we have

Q< H\/Ln,m (02)LE 1, (92) /L (2)

On the other hand,

VL ()28 0 (52)y B () Z

= RHS = tr {Ln,m (p2) Lf,m (p2) Lnm (p2) Lf,m (pz)} :

2

Lo

Lo

For any matrix A, define its absolute value by |A| = [|Ast|]. The triangle in-
equality says that for matrices Ay, ..., Ay, for some b € N, we have

tr(Ay... Ap) <tr(|Aq]...|As]).
This fact help us to find an upper bound on RHS.
RHS < tr {|Zym (p2)] [ L5, (02)] | L (02)] | LE.., (02)]} .

Finally, since |L§,m (pg)‘ is the block diagonalized version of |L,, ., (p2)| and
both of these matrices have non-negative entries, we get

60 {|Lnm (p2)] [ L5 1 (02)| 1 Lo (p2)| | L3 1 (p2)| }
< tr{|Ln,m (p2)] |Ln,m (p2)] |Ln,m (p2)] |Ln,m (p2)I}

2
= [[1Zam o)

2

Combining the above inequalities yields
Q < ||| Znm (02)P| -
12

Notice that the off-diagonal entries of Ly, ,, (p2) and |Ly, ., (p2)| decay with the
same rate. Thus applying Lemma B.1 can determine an bound on the entries of
|Lp.m (p2)]” as the following.
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s,t

[y

S (1 + N ||t - 3”82)72(7”71/) {1 + ]1{7n:u+d/2} 10g (1 +N Ht - S”ZQ)} .

Finally, Lemma B.3 guarantees the existence of a bounded scalar ¢ for which
HL%’m (pg)”e2 < c¢y/n, finishing the proof of the first part. We now turn to the
proof of the other side. Using the same trick as before implies that

Q> H\/Ln,m ()L 1. (1) /T (1)

Appendix B: Auxiliary results

123

In this section we collect the auxiliary propositions and lemmas which come in
handy to substantiate the results in Section 7 and Appendix A.

B.1. The basic properties of matrices with polynomial decaying
off-diagonals

We showed in Appendix A.1 that the off-diagonal entries of Kff,m (p) decay
polynomially in terms of the distance to the main diagonal. In this section, we
show that such class of matrices are close to multiplication. We also investigate
the large sample properties of their norms.

Lemma B.1. Let N = |n'/¢] and suppose that A4, € R™ ™ whose entries
satisfy

[Ags| <C(L+ N[t —sll,) ", VsteD,. (B.1)

for some bounded C' > 0 and ¢ > 0. Then, the entries of B = A? are bounded
above by

Baal S (14 Nt —s]l,,) " {14 Lempylog (1+ N |1t —s],,)},
Vs, t € D,,. (B.2)

Proof. For simplicity let A = N (¢t — s). Without loss of generality assume that
C = 1. We first justify Eq. (B.2) for the special case of A = 0, (associated to
the diagonal entries of B). Indeed we need to show that all the diagonal entries
of B are smaller than some bounded scalar C’, which depends on d, C, and D,
i.e., |Bs,s| < C' for any s € D,,. The pairwise distances among two points in D,
have a similar behaviour to that of a d-dimensional regular lattice. Thus,

> AL,

reD,

< / 241 (1 4 2) 72O gy
0

|Bos| = < 3 (1 N|r—sf,,)

reD,
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o0
—(d+14+2¢ -
S / z( Vdz =< 1.
1

Now suppose that A is a non-zero vector. Clearly 1 < [|Af|,, $ N and so 1 +

HAHLHC = ||A||£+C We replace Eq. (B.1) with the following more algebraically
convenient alternative form.

-1 A
|Ast|<[1+||A||d+<] . Vs, teD,, <ts+N>.

Next we obtain an upper bound on | B, | as the sum of two terms.
§ Z d+¢ : d+¢
vem, (1IN (s = mIIE) (1IN (¢ = m)I)
(14 IV (s = ) IE5)
) Tezr;n2+||N( )l S+ IN (=)
(1+INE-mIEe)

+ d
r%unzv( P+ IN (&)

| Bs, |

We write & and & to denote the first and second terms in the last line of the
above expression. The next step serves as controlling £; from above. A similar
upper bound can be found on &;. For doing so, we introduce a lower bound
on the expression in the denominator of &;. Define ¢ = 24t¢~1 > 1. Applying
Jensen’s inequality on the convex univariate function f (x) = x9¢ implies that

IV (s — )IIdJrC +IIN (=)l

IN(s—m) ¢ ,
> 2 (N o d+¢ N (& +C)
> 1 g N G =l + IV =)l
d d+(¢
IN (s — )i (IN (s —7)ll,, + N (E—7)],,)
+
c+1 c+1
d

IN (s =)0 + 1A

- c+1 '

Thus

a<y ! (B.3)

vep, (1IN (s=mIEr) (14 1IN (s =&+ 1A1E¢)

Notice that the points in {N (s —7), r € D,} belong to a scaled (with the
factor V) and translated version of D,,. Assumption 2.1 states that the pairwise
distances in D,, and a regular lattice look alike. Hence, the summation in the
right hand side of Eq. (B.3), which only depends on the norm of the elements in
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D,, — s, can be upper bounded by an integral. Strictly speaking (in the following
z represents |[|N (s —r)||,,)

@ 1dx

N
& = / d+¢
0 (1+ zd+C) (1 + 2t [|A )

1 N pd—1 pd—1
N / (sz“‘ Lt ||A||;fj‘> "
1+ Ty¢c—0y log <%>
Ne+||Alg,

—(d d
JAIE (14 Lm0y log A ) -

A

—(d
1A,

X

A similar bound holds for &;. Replacing these upper bounds in |Bs¢| S &1 + &2
ends the proof. O

Lemma B.2. Let D, be a irregular lattice of size n satisfying Assumption 2.1.
Define N := [n'/¢] and let U™ € R™*™ be a symmetric matrix associated to D,
whose entries satisfy

jor,|<C(1+N|s—tl,) ", VsteD,

for some non-negative ¢ and C' € (0,00). Then there exist bounded scalar
A, A" > 0 (depending on C,d and () for which

L[, ,, < A(1 +Tgmq 10gn>.
2. ", < AV,

Proof. We first focus on ||¥"||,_,,. The symmetry of ¥™ implies that

9", < \/||‘1’"||H1 197 o yoo = 1" [, 51 = max Z 034
" teD,
—(d+¢)
< 1+Nls—t . B.4
< Cgrel%}iteZD (L+Nls—tl,) (B.4)

Choose s € D,,. Reorder the points in D,, based on their distance from s. Define
the non-overlapping sets Il ; by

l I+1
Hs,l:{tEDnZNS||S—t||Z2<T}, VlENU{O}

The following facts are trivial implications of Assumption 2.1.

e There exists a bounded constant a > 0 such that II;; = () for any [ > aN.
o ey SU+1)" =19 < (1+1)"" for any [ < aN.
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Thus,

[eS) alN
—(d+ _ _
D (LN s —tll,) " < XM (4 )T S YT
teD, 1=0 1=0
(B.5)
We conclude the proof by substituting Eq. (B.5) into Eq. (B.4). Now we turn
into finding an upper bound on n~! H\IJ"HE2 Using similar techniques as (B.5)
yields

o0 oo
e, < ot S S Ml sup 92,7 <Y My sup [0, )
s€D,, 1=0 t€lls 1=0 t€lls
alN
<O gl 1)
=0
< S+ RO < (B.6)

1=0
O

The next result has a similar flavor as the second part of Lemma B.2. We
omit its proof for avoiding the repetition.

Lemma B.3. Let D,, be a irregular lattice of size n satisfying Assumption 2.1.
Define N := [n'/¢] and let U™ € R™*™ be a symmetric matrix associated to D,,
whose entries satisfy
n —(d+¢)
U, <C(1+N|s—t,) {14+ 0geoylog (L+Nls—tl,)},
Vs, teD,

for some non-negative ¢ and C' € (0,00). Then there exists a bounded scalar
A > 0 (depending on C,d and ¢) for which

e, < Avn.

B.2. Probabilistic inequalities

We first extend Proposition A.3 of [11] regarding the uniform concentration of
generalized x? random processes around its mean. It provides a powerful tool
in the proof of Theorems 4.1 and 4.2.

Proposition B.1. Let ©p C R®, V n € N be a compact space with respect
to the Euclidean metric. Consider the class of n x n matrices {Il, (0)}yce,
parametrized by 6 € ©y. Suppose that the following conditions hold

(a) The normalized Frobenius norm of II,, (#) is uniformly bounded on Oy, i.e.,

Jinax = sup sup n~ /2|, D)l < oo.
n 6€0q
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(b) The mapping (6,]-|l,,) = (I, (0), [-[l,_,) is Lipschitz with constant of
order log? n. Namely, there is C' > 0 for which

(1L, (62) — 1L, (01)||2_>2 < 010g2 n |2 — 91“@2 )
V0,05 €Oy s.t. |02 — 91| <1. (B7)

. logn
Jim 1L, (B)ll,0 4/ —— =0, V0 €O

Then, there is a finite positive constant C’, depending on C, Jyax and b, such
that

P <Sup |Z™1L, () Z — tr {11,, ()} > C"«/nlogn) <

[ASSH)

()

asn — oo. (B.8)

)

S|

Proof. Let 1, = 1/(Cy/nlog®n) for C defined in Eq. (B.7). For large enough
n, we have 7, < 1. Let N, (6©¢) represents the r,-covering number of ©g. The
simple volume argument implies that

IN:, (©0)] < (M)b = O{(n10g3 n)b/Q} . (B.9)

n

The key idea is to reduce the supremum over ©¢ in (B.8) to the discrete fi-
nite space N, (0p). Applying union bounded provides an upper bound on a
probabilistic statement over A,., (©g). Using the Hanson-Wright concentration
inequality [15] concludes the proof.

For any 6 € ©g, let 4 stands for the closest element of N,. (©g) to 6. Thus,
10 —6ll,, < rn. Observe that

RHS = [ZT10,(0) Z — tr{IL, (6)} — Z' 1L, (70) Z + tr {TL,, (0)}|
= [, (0) =10, (19) . ZZT + 1,)]
< T (0) = T (Bo)llss 1227 + I,

INE

Clog®n |10 = Boll,, |22 + In||s, < Crnlog’n (227 + L,

logn 2
2 (n+11211,)

Here (a) is implied from Eq. (B.7). The Bernestein’s inequality for the sub-
exponential random variables states that

ntz
IP(||Z||§2 Zn—i-nt) <e U, V>0 (B.10)

Choosing t = 1 in (B.10) shows that RHS > 3y/nlogn with probability at most
exp (—n/8). Hence,

P(sup |ZTHn (0) Z — tr (IL, (9))|
0€6,
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> sup ‘ZTHn (0) Z — tr (1L, (9))] + 3\/nlogn> <e /8,

QENrn (90)

Recall Jyax from the condition (a). Choose an arbitrary bounded £ such that
&> 1+b/2. Eq. (B.9) can be rewritten as [N, (©9)|n™¢ = o(n!), when n
tends to infinity. The proof will be terminated if we show that (for some bounded
scalar Cp)

P ( sup ’ZTHH (0) Z —tr {11, (9)}’ > CoJmax v/ 1 log n)

0N, (©0)

<IN, (@)t =o (1)),

n

as n goes to infinity. For proving this claim, it suffices to obtain an appropriate
probabilistic upper bound on |Z 1L, (#) Z — tr {IL,, (6)}| for any § € N, (6p)
and then exploiting the union bound trick. Hanson-Wright inequality [15] says
that for some Cy < oo (depending on &), we have

P [|zTnn (0) Z — tr {I,, (6)}] > Co (Hnn )1, iogn V |[TL,, (6]l log n)}
<n~%. (B.11)

The condition (c) means that, ||IL,, (6),_,,logn = o (v/nlogn) as n tends to
infinity. So

(I8 (811, VVIogn v T (9)]],-,, log )
= <||Hn (Il logn\/0<\/nlogn)>
< Jmaxynlogn, asn — oo,

due to the condition (a). Thus Eq. (B.11) can be rewritten as

P (|27TL, (6) Z — tr {IL, (0)}] = Codmaxy/nlogn) <n~¢, VO EN,, (),
ending the proof of the claim. O

Next we rigorously state the squeeze theorem for weak convergence. It is
beneficial in the proof of Theorem 4.2.

Lemma B.4. Let {X,} 2, ,{Y,} _, be two real valued sequences converging
to U in distribution. Suppose that {Z,} -, satisfies the following inequality

X =X, (1-p)<Z, <Y =Y, (14+4qn), VneN, (B.12)

in which py,, qn ﬂ 0. Then Z, i> U.
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Proof. Let t € R be a continuity point of U. It suffices to show that P (Z,, > t) —
P (U > t) as n tends to infinity. Eq. (B.12) obviously means that

P(X, >t)<P(Z,>t)<P(Y, >t), VneNl.

Both X! and Y, weakly converge to U by Slutsky’s theorem. Hence, P (Y, > t) —

P(U >t) and P(X], >t) — P(U >t) as n — oo. Namely, both upper and

lower bounds on P (Z,, > t) converge to the same limit. Thus, lim P(Z, >t) —
n— oo

P (U > t) as a result of the usual squeeze theorem. O
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