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REVIEW ARTICLE

Toward an (even) more comprehensive model of speech production planning
Stefanie Shattuck-Hufnagel

Research Laboratory of Electronics, MIT, Cambridge, MA, USA

ABSTRACT
Since the publication of Speaking in 1989, with its extraordinary goal of modelling the entire process
of human speech generation from message conceptualisation to articulation, encompassing results
from a wide range of empirical studies, much new information has emerged about three aspects of
speech production that were not clearly in focus at that time. This evidence has revealed 1) the
systematic patterns of context-governed surface phonetic variation, and the active control of
these patterns exercised by speakers and listeners, 2) the depth and pervasiveness of prosodic
influences on those patterns, and 3) the close alignment of co-speech gestures with the prosodic
structure of an utterance. This paper reviews some of that evidence, and suggests how its
implications may constrain models of speech production planning, as those models become
more comprehensive in their treatment of higher-level structures, and of aspects of the
communicative act beyond the articulation of lexical and syntactic elements.
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1. Speaking as a comprehensive model/
treatment of the human speech production
process

One of most striking accomplishments in Levelt’s (1989)
volume Speaking was the comprehensive nature of its
treatment of the human speech production process.
Starting with the formulation of an intended message
in the mind of the speaker, and ending with the pro-
vision of instructions to the articulatory apparatus, the
book knitted together what was currently known about
that process from a wide variety of sources. Levelt saw
both the need for and the value of formulating a compre-
hensive model, to ensure that the various components
do not violate each others’ assumptions. Soon many
researchers were adopting this approach, testing
hypotheses about individual steps in the process within
the framework of the overall model presented in Speak-
ing and elaborated/amended in Levelt, Roelofs, and
Meyer (1999), henceforth LRM99. Other researchers
were inspired by the explicitness of the model to carry
out analyses from different points of view (Caramazza,
1997; Caramazza & Miozzo, 1997; Miozzo & Caramazza,
1997; Dell, Burger, & Svec, 1997), resulting in some
lively interchanges (e.g. Roelofs, Meyer, & Levelt, 1998;
Schiller & Caramazza, 2002; see also articles in this
volume by many of these authors).

As has often been noted, some of the topics most
actively investigated in this followup activity have been
the process by which individual words are selected in

the lexicon, and the process of producing an isolated
word as an utterance. In fact, Levelt et al.’s (1999)
paper in Behavioral and Brain Science was explicitly
focused on the part of the model concerned with the
retrieval and encoding of single words. This focus grew
out of the observation that, as of 1989, there was little
information available about this part of the speaking
process, and the resulting series of experiments by the
Nijmegen group were designed to explore it empirically
(Levelt, 2002a). In addition, investigators have been
making good use of techniques for brain imaging that
have emerged over the intervening years, to enrich our
understanding of what parts of the brain are active in
various stages of the planning and production of a
spoken utterance, and to develop models of brain func-
tion during those processes. (See papers in this issue for
surveys of these topics.)

At the same time, there have been extensive develop-
ments in the linguistic and cognitive/psycholinguistic lit-
erature that bear on the question of how speakers plan
and produce an entire utterance. Three major develop-
ments of this kind are of particular concern here. The
first relates to context-governed surface phonetic vari-
ation: the accumulation of evidence that speakers (and
listeners) attend to and control detailed aspects of the
acoustic speech signal that are not in themselves con-
trastive (in the sense of distinguishing one word or mor-
pheme from another), but are nevertheless informative
about other aspects of the spoken utterance or of the
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speaking situation. The pervasive and sometimes-
extreme nature of these patterns of variation, and their
dependence on context, raise the question of how they
are to be dealt with in models of the utterance planning
process, and whether retrieval of canonical articulatory
patterns for individual syllables, adopted in the Nijmegen
approach, is the most appropriate mechanism for formu-
lating utterance-specific instructions for the articulatory
control system. The second development is the emer-
gence of a modern theory of higher-level prosodic con-
stituents and prominence patterns, along with ample
behavioural evidence for the role of hierarchical prosodic
structure in governing systematic patterns of surface
phonetic variation. These developments have added
urgency to the question of how phrase-level prosodic
contours are planned, how meaning-appropriate intona-
tional targets are selected, and how to model the effect
of prosodic constituent structure and prominence on
surface phonetic detail, in the form of e.g. boundary-
and accent-related lengthening, and various other
aspects of lenition and fortition. The third development
concerns co-speech gesture: a set of observations that
have revealed the central role of co-speech movements
of the hands, face and other parts of the body in signal-
ling aspects of a speaker’s intended message, along with
data indicating how those gestures intersect with the
prosody of the spoken signal. The aim of this paper is
to summarise some of the most pertinent findings in
each of these three areas, i.e. extreme yet context-sys-
tematic surface phonetic variation, prosodic governance
of surface form, and gesture-speech interaction, and to
explore their implications for further extending both
the conceptual version of the Nijmegen approach
described in Levelt (1989), and in the implemented
LRM99 model of word-form encoding of single words.
An important aspect of these desireable future develop-
ments is that they be consistent with the model’s unique
spirit of addressing all, or at least most, of the known
facts about human speech production planning. As we
shall see, the various presentations of the Nijmegen
approach, taken together, have presaged most of these
questions, even if (like most production models) it has
not developed explicit answers to them.

The body of this paper is structured into three sec-
tions which address relevant findings in these three
areas. Section 2 addresses systematic patterns of
context-governed surface phonetic variation, and their
implications for the nature of speech planning. Section
3 summarises findings about how phrase-level prosodic
structure governs surface phonetics, and their impli-
cations for the role of higher-level prosody in the plan-
ning process. Finally, Section 4 presents findings about
the connections between spoken utterances and the

gestures of hands and other body parts that often
accompany those utterances, suggesting the need to
integrate these two streams of information in
production.

2. The feature-cue-based nature of context-
governed surface phonetic variation and its
implications for speech planning models

One of the most important discoveries in speech science
over the past few decades has been the degree to which
speakers and listeners attend to, control and make use of
detailed acoustic aspects of the speech signal—a level of
detail that in previous decades had been largely viewed
as noise. This misapprehension of variability as noise
came about because of a fundamental flaw in our under-
standing of the relationship between the contrastive
phonemic categories that define a word, and how
those categories are implemented in the speech signal.
This flaw lay in the assumption that if words are rep-
resented in the lexicon in terms of discrete serially-
ordered bundles of distinctive features, then these pho-
nemic segments should necessarily be observable as dis-
crete, identifiable units in the speech wave form. Hockett
(1955) may have been one of the first to point out that
the implementation process that maps phonological rep-
resentations to their phonetic realisation in the speech
signal does not result in a simple 1:1 relationship. He
illustrated this observation in a famous (but partially mis-
leading) analogy, describing this relationship as similar to
the process by which a sequence of separate Easter eggs
with specific designs might be run through an old-
fashioned washer-wringer roll. He noted that what
would emerge from such a process would be an unseg-
mented mass of material, with little trace of its original
structure as discrete serially-ordered elements. This
image vividly captures the degree to which the surface
phonetic form of the words in an utterance often fails
to directly reflect the segmental character of their pho-
nological representations in the lexicon, but it is mislead-
ing in that it fails to capture the highly-systematic
relationship that nevertheless can be detected
between that segmental representation and the result-
ing surface phonetic outcome (see Pierrehumbert,
1990; Pierrehumbert, 2016; Kazanina, Bowers, &
Idsardi, 2017 for discussion). As a growing number of
research reports have documented, this relationship is
far from random. And because it is systematic, even a
highly-reduced utterance conveys information both
about the features and phonemes of the speaker’s
intended words (see Kazanina et al., 2017 for discussion),
and about the context which influenced the specific
pattern of reduction or variation. Moreover, the facts
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about surface phonetic variation suggest the need for an
important change in our understanding of the nature of
the units that must be accounted for in a comprehensive
model of the speech production planning process. That
is, these findings suggest that speakers explicitly rep-
resent and manipulate individual acoustic cues to the
distinctive features of contrastive speech sounds.

The smearing or overlapping of information about
successive sound segments when they are realised in
the speech signal, as well as the fact that this process
leaves critical cues behind (termed the phonetic
“residue” by Kohler (1999)), is illustrated by many well-
known observations. One particularly familiar example
is the pattern of vowel formant transitions as the
speaker forms or releases an oral constriction for an adja-
cent consonant. In such regions, information about the
vowel and information about both the following (or pre-
ceding) consonant and the vowel is present during the
same time period, but these ovelapping cues are
parsed out appropriately by a listener. Equally familiar
is the finding that, in American English, the vowel
before a coda consonant is longer when the coda is
voiced and shorter when the coda is unvoiced, at least
in utterance-final position (called “prepausal” in Crystal
& House, 1988 region), where the vowel is generally
long enough to reliably signal this difference. Thus in
such cases, the region in the signal that is usually
thought of as most closely related to the vowel contains
cues to the distinctive features of the following conso-
nant, and listeners have little difficulty in parsing the dur-
ation cue in this region as evidence for the
phonological category of the coda consonant.

Another illustration of the cue-overlap phenomenon
arises when one segment appears to have taken on
the characteristics of an adjacent segment, as when
e.g. the coda /n/ in one guy appears to be produced as
an /ng/, apparently adopting the place feature of the fol-
lowing /g/. One of the most important insights contribu-
ted to our understanding of such phenomena by the
developers of Articulatory Phonology (Browman & Gold-
stein, 1986 et seq.) is that many such cases do not involve
a change in the feature specification at all; instead, both
of the appropriate constriction gestures occur, but there
is extensive temporal overlap between the two gestures,
so that their acoustic consequences overlap in time as
well. However, interestingly, it appears that speakers
can differ in whether they employ gestural overlap or
feature change in such cases (Ellis & Hardcastle, 2002),
and there is evidence that some instances of utterance-
specific context adjustments are accomplished by one
of these mechanisms vs the other. For example, Zsiga
(1997) showed that in Igbo, the process of vowel
harmony involves a binary feature change, while the

coarticulation of adjacent vowels is process that involves
gradient articulatory overlap. Moreover, whether overlap
or feature change occurs, it appears that listeners can
quite easily parse the overlapping cues into evidence
for the successive underlying phonemes. This was
demonstrated by Manuel (1995), who showed that listen-
ers interpreted the interdental nasal in win those in
English as evidence for an alveolar nasal /n/ followed
by a dental /dh/, and by Gow (2001), who showed
(using a cross-modal lexical decision task) that listeners
correctly perceived the /-t + b-/sequence in a heavily
coarticulated utterance of e.g. right berries, instead of
ripe berries, even though they reported hearing ripe
berries in an explicit naming task.) Hawkins (2011) pro-
vides evidence for similar listener sensitivity in the case
of phonetic signalling of morphemic contrasts, in eye
movement studies showing that the non-morphemic
mis- in e.g. mistake is perceived differently from the mor-
phemic mis- in e.g. mis-type.

The understanding that co-articulation involves ges-
tural overlap, at least in many cases, illustrates clearly
that the acoustic cues in a speech signal to two succes-
sive phonological elements of the words of an utterance
may not always be separate in time. But this is far from
the only way in which the tidy arrangement of successive
phonological segments of an utterance can lose their
beads-on-a-string structure when produced in a spoken
utterance. Continuous speech, particularly in casual
speaking contexts, can undergo even more radical
changes in the cues to the speaker’s intended words
and their phonemic segments. A range of studies have
illustrated the severity of what Johnson (2004) has
called “massive reductions”, and have demonstrated
their pervasive occurrence in typical communicative
speech, as well as the systematic nature of their relation-
ship both to the phonemic representations of the words
of an utterance and to the contexts in which they occur.
Familiar examples of massive reductions in English
include both single words (e.g. probably produced as
∼prah-y) and word sequences (e.g. why don’t you pro-
duced as something like ∼wyncha), usually involving
words or phrases that have a high frequency of occur-
rence or are highly predictable in context (Bell, Brenier,
Gregory, Girand, & Jurafsky, 2009; Turk and White 1999;
Bybee, 2009).

Even when such reduced productions reflect little of
the original syllable structure or organisation into a
sequence of discrete phonemic segments, they never-
theless often include individual cues to some of the fea-
tures of the word’s (or words’, in the case of reduced
word sequences or phrases) defining phonemes. More-
over, these few cues can be enough to allow the listener
to recognise the word in context, as demonstrated by
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Niebuhr and Kohler (2011). Their study showed that the
German adverb eigentlich can sometimes be so extre-
mely reduced that it closely resembles the word eine;
nevertheless, German listeners can use the few residual
acoustic cues (available in the duration, and the distri-
bution of palatality and nasality in the signal) to dis-
tinguish between the two candidates.

These observations have profound implications for
models of speech production planning, because they
make it clear that an adequate model must provide a
mechanism by which extreme smearing and reduction
of information about sequences of phonemic elements
can occur. For example, a model such as LRM99, in
which pre-compiled articulatory plans for syllables are
retrieved, will require considerable elaboration of those
syllable-sized articulatory plans to account for e.g.
highly-reduced (or sometimes, in contrast, greatly-
strengthened) productions of words like probably in
American English. Compare, for example, the highly
reduced form of this word mentioned above (something
like ∼prah-y), with the exaggerated form produced when
the word carries two pitch accents, a low on the first syl-
lable and a high on the last, followed by a low boundary
tone (where both /b/ segments and the /l/ are clearly
articulated.)

Levelt (2002b) points to this issue himself, noting that,
after retrieval of the stored syllable-sized motor pro-
grammes (proposed in Articulatory Phonology), “In
addition, phonetic encoding involves the further coarti-
culatory integration of successive articulatory syllables”
(p.5). Cases of within-word and across-word-boundary
overlap, as well as massive reductions, suggest that this
further integration may be so extreme as to completely
transform the syllable-sized motor programmes. In fact,
the pervasive and often extreme nature of such
reductions (and strengthenings) raises the question of
whether it would be desireable to consider an alternative
to the retrieval of stored syllable-sized articulatory pat-
terns, avoiding the problem that such stored patterns
must subsequently be altered in complex ways for par-
ticular utterances.

Such an alternative is suggested by the individual-
feature-cue-based processing representations proposed
for speech perception by Stevens (2002). This model
draws on Halle’s (1992) proposal for partitioning features
into two classes: articulator-free features (such as [conso-
nantal], [vocalic] and [continuant]) that do not specify an
articulator, and articulator-bound features (such as [labial]
and [nasal]) that do specify an articulator. Stevens pro-
posed that an early step in the speech recognition
process is to detect the abrupt acoustic events that
signal articulator-free features, (i.e. “acoustic edges” in
the spectrogram, produced by consonantal closures

and releases, as well as vowel maxima and glide
minima), which he termed Landmarks. Stevens proposed
further that these Landmark cues in the signal are inter-
preted as evidence for the distinctive manner features of
the sounds intended by the speaker. These Landmark
events also identify regions in the signal that are rich in
additional cues to the second type of features, the articu-
lator-bound features. These include cues to place (such
as formant transitions into a consonant closure or out
of a consonant release) and to voicing. In Stevens’
model of the perception process, later steps involve inte-
grating information about cues to both of these types of
features, articulator-free and articulator-bound, into
sequences of feature-bundle representations, i.e. pho-
nemes. The key idea in this proposal for our purposes
here is the proposal that identifying individual feature
cues is a critical step in the process; if individual
feature cues are significant and discrete aspects of the
representations used in the perception of spoken utter-
ances, then these acoustic cues are also candidates for
representations that are actively used in the production
planning process.

Such a feature-cue-based approach has been taken by
Turk & Shattuck-Hufnagel (forthcoming) as a part of their
three-component model of word-form encoding during
the process of utterance planning. This model critically
invokes symbol-based lexical representations and a plan-
ning process based on individual acoustic cues to fea-
tures. It proposes that individual context-appropriate
feature cues are selected for a particular utterance
during the operation of a Phonological Planning Com-
ponent, while the quantitative values of those acoustic
cues (and the articulatory movements required to gener-
ate them) are subsequently computed during the oper-
ation of a separate Phonetic Planning Component. The
output of the Phonetic Planning Component provides
input to the third component, for Motor-Sensory
Implementation, which tracks the movements of the
articulators and adjusts them to ensure that the targets
are reached on time. Turk and Shattuck-Hufnagel
propose this structure in part because its reliance on
the selection of individual context-appropriate acoustic
cues to features, and subsequent computation of the
quantitative values for those acoustic cues, provides an
account of context-specific adjustments in surface pho-
netic form, including massive reductions or lenitions
(and of what might be called massive fortitions, in
especially clear speech) which reflect differences in the
choice of cues and gradient adjustment of their quanti-
tative values for particular contexts. It also provides a
mechanism for the translation from contrastive symbolic
phonemic representations in the lexicon to gradient
quantitative representations that can provide
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instructions to the articulatory tract; this translation
process is more difficult to model by the traditional
means of selecting context-specific symbolic allophones,
due to the gradient nature of many reduction processes
and the fact that acoustic cues from several contextual
allophones may occur together, as when a coda /t/ is
both glottalized and released in American English.
While this feature-cue-based model provides a promis-
ing approach to accounting for a range of observations
about human speech processing in both perception
and production, such as the gradient phonetic entrain-
ment of co-interlocutors in conversations (Babel, 2012;
Nielson, 2011; Pardo, 2006) and covert contrast in early
child speech (Kornfeld, 1971; Macken & Barton, 1980;
McAllister Byun, Richtsmeier, & Maas, 2013; Richtsmeier,
2010), it remains for the moment a conceptual frame-
work that awaits implementation for rigorous testing.

Other approaches to modelling the occurrence of
highly reduced (or, in contrast, strengthened) pro-
ductions of words and word sequences include that of
Articulatory Phonology, noted above, which relies on
gestural overlap in time and/or gestural reduction in
space to account for acoustic reduction, and that of
Exemplar Theory (Bybee, 2009; also explored in Pierre-
humbert, 2001), which relies on the retrieval of stored
representations of earlier-produced tokens of the appro-
priate degree of strength. Although each of these
approaches has its attractions, and usefully accounts
for aspects of observed surface variation, each also
faces challenges. The gesture-based approach does not
provide a natural account of observations like the use
of alternative articulators to produce cues to the same
phonemic category (as when the same speaker produces
/r/ with either a tongue tip or tongue dorsum constric-
tion on different occasions (Tiede, Boyce, Espy-Wilson,
& Gracco, 2010), or when the same speaker produces
/t/ with either a tongue tip closure or a glottal constric-
tion on different occasions (Heyward, Turk, & Geng,
2014)). The exemplar-based approach raises questions
about how highly variable exemplars could be produced
in the first place, particularly in systematic patterns
related to context, in order to be stored in the cloud of
related exemplars for later retrieval and re-use. It also
leaves unanswered (although perhaps not without the
possibility of an answer) the question of how language
users represent phonological equivalence. The Feature
Underspecified Lexicon approach developed by Lahiri
and Reetz (2002, 2010) for speech perception also
offers some insights into how the lexical representations
that are accessed in production can support surface vari-
ation, by opening the door to speaker choice of how to
signal a lexically underspecified alveolar consonant in
different contexts. But whatever the approach, it

appears obligatory that an adequate model of speech
production must provide an account of systematic
context-governed massive reductions (and fortitions)
that involve changes at the level of individual cues to dis-
tinctive features. This requirement lays out an interesting
path for future extension of the Nijmegen approach,
bringing it closer to the ultimate goal of an implemented
model that produces not only articulatory movements
but also acoustic wave forms.

The next section samples the growing body of evi-
dence that prosodic structure above the level of the
word is one of the most powerful factors influencing sys-
tematic context-governed surface phonetic variation,
and thus must play a significant role in the represen-
tations that support speech production planning.

3. The influence of phrase-level prosody on
surface phonetic forms and words, and its
implications for models of production
planning

Systematic patterns of acoustic-phonetic variation in
words and their sounds in different contexts have long
been observed simply by listening, and by the 1950s
the advent of convenient tools for displaying and ana-
lyzing speech wave forms made it possible to put quan-
titative meat on the bones of those perceptual
observations. These tools enabled careful measurement
of phenomena that had been observed perceptually,
such as the effects of adjacent sounds on the realisation
of a target sound, and the variation of sounds
across positions in a larger constituent (e.g. in American
English, aspiration of word-onset voiceless stops even
before reduced vowels, as in tomorrow or potato, but
not word-internally, as in butter or iota, A. Cooper,
1991, and differences in the realisation of /t/ in sin tax
vs syntax, Gow & Gordon, 1995). Studies also began to
reveal the quantitative effects of constituent structure
on timing, e.g. the lengthening of utterance-final
elements (Klatt, 1976) and the shortening of vowel
nuclei in polysyllabic words (Lehiste, 1972). But these
patterns of surface variation were initially viewed as sys-
tematic with respect to lexical structure (words) and syn-
tactic structure (clauses and sentences). A further
development enabled discovery of an additional power-
ful influence on surface phonetics: the emergence of
modern prosodic theory, in the form of hierarchical
structures of both constituents (Beckman & Pierrehum-
bert, 1986; Hayes, 1984, 1989; Liberman & Prince, 1977;
Nespor & Vogel, 1986; Pierrehumbert, 1980; Pierrehum-
bert & Beckman, 1988; Selkirk, 1984; see Shattuck-Hufna-
gel & Turk, 1996 for a review), and prominences
(Beckman & Edwards, 1994). While decades later there
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is still active discussion of the nature of the constituents
in the prosodic hierarchy, and of the degree to which
the levels are fixed and discrete (see e.g. Wagner,
2010; Wagner & Watson, 2010), as well as its relation
to syntax (Steedman, 2000), few practitioners now
doubt that there are levels of prosodic constituents,
and that they are correlated with a range of acoustic
cues (Brugos, Breen, Veilleux, Barnes, & Shattuck-Hufna-
gel, 2018; Cole & Shattuck-Hufnagel, 2018).

With the theoretical advances in the understanding of
spoken prosody, a wealth of acoustic phonetic analyses
of surface phonetic variation emerged, focused on
speech samples which were elicited specifically to con-
trast the effects of different levels of prosodic structure
on surface phonetic form. These studies soon revealed
that prosodic structure, rather than morpho-phonologi-
cal structure, was the factor that governed a large pro-
portion of this variation. For example, Ferreira (1993)
showed that the duration lengthening at the ends of
spoken constituents was better predicted by prosodic
constituent structure than by syntactic structure. In the
articulatory domain, Fougeron and Keating (1997)
showed that articulatory strengthening of a constitu-
ent-onset consonant reflected the levels in the prosodic
hierarchy. Investigators working in the domain of Articu-
latory Phonology modelled the gestural mechanisms by
which hierarchical degrees of boundary-related
lengthening (Byrd & Saltzman, 2003) might occurs, as
well as how Lehiste’s (1972) finding of polysyllabic short-
ening of a root syllable (as in sleep) as more syllables
were added to the word (as in sleepy, sleepiness) might
arise) (Krivokapić, 2012).

Another example of systematic prosodically-governed
surface phonetic variation is found in the distribution of a
voice quality variation called Irregular Pitch Periods (IPPs)
or glottalisation. This phenomenon occurs quite often in
typical speech, but its distribution was not seen as pre-
dictable on the basis of then-current theories of surface
structure. For example, Umeda’s (1978) analysis of the
occurrence of IPPs found no systematic relation to syn-
tactic structure, aside from its tendency to occur utter-
ance-finally. In contrast, Pierrehumbert and Talkin
(1991) analysed the occurrence of this phenomenon
through the lens of prosodic structure, and found that
in their sample of read laboratory speech, IPPs occur pre-
ferentially at the onset of a higher-level prosodic con-
stituent, the Intonational Phrase, as well as at the onset
of syllables that bear prominence. Similarly, Dilley, Shat-
tuck-Hufnagel, and Ostendorf (1996)
examined Intonational-Phrase-initial vowels in speech
read by FM radio newscasters, finding similar probabilis-
tic distributions of IPPs, and moreover reported that the
distribution reflects the hierarchical distinction between

Full and Intermediate Intonational Phrases. More
recently, Garellek (2014) has argued that phrase-initial
and accented-syllable episodes of IPPs arise by
different mechanisms, with only the episodes occurring
at the onsets of accented syllables attributable to articu-
latory strengthening; Shattuck-Hufnagel (2017) has
reported data from a different dialect of American
English showing that, for some speakers, even non-pro-
minent Intonational-Phrase-initial vowels can be
marked with IPPs.

The implication of such findings is that prosodic struc-
ture at the phrase or utterance level is a critical influence
on the surface phonetic shapes of words in a spoken
utterance. This observation is consistent with the func-
tion of the Prosody Generator in the 1989 version of
the Nijmegen model (Levelt 1989). The Prosody
Generator is designed to deal with suprasegmental
aspects of an entire intonational phrase, including
phrase-level syllabification (across word boundaries)
with insertion of appropriate phonetic segments into
that syllabic structure, and the specification of an intona-
tional contour. (The discussion of the Prosody Generator
in the 1999 presentation of the model focuses on its role
in constructing syllables within PWds, more than on its
role in generating higher-level structure, because the
1999 presentation, although more recent, deals largely
with the encoding of single PWds rather than with
entire phrases or utterances.)

Although the Prosody Generator is designed to deal
with the prosodic structure of an entire phrase or utter-
ance, it does so incrementally, as the outputs of previous
processing modules become available. One of its major
tasks is to construct Prosodic Words (which can include
more than one lexical word, as in e.g. the now-famous
example escort + us) and syllabify them for the Phonetic
Encoder; the Phonetic Encoder will use the syllabified
string to access the motor programmes for each syllable
(as in e + scor + tus), and it will do this one PWd at a time.
As discussed in Chapter 10 of Speaking, an interesting
question that arises as a result of the commitment to
incremental processing concerns how segmental inter-
action errors between the sounds of two different
PWds can occur, particularly in cases when the two
PWds are separated by one or more lexical words, as in
wagging their tails → tagging their wails, caught me
totally by surprise → taught me coatally by surprise, or
How can you say anything with your thumb in your
mouth → thay anything with your sumb in your mouth1,
which is sometimes the case. This is challenging to
account for in a model where PWds are phonologically
and phonetically encoded one at a time.2 The incremen-
tal approach is consistent with many aspects of the
experimental chronometric literature related to the
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timing of speech initiation, as is tellingly argued in the
1999 presentation. However, there is evidence that
speakers represent at least some prosodic aspects of
an entire phrase or utterance before beginning to
speak, and in future iterations of the model it will be
important to specify more explicitly the ways in which
larger prosodic constituents play a role in the planning
process.

In addition to the occurrence of sound-level inter-
action errors between PWds, evidence for the represen-
tation of at least some aspects of larger prosodic
constituents before the articulation of the utterance is
begun includes 1) reports of higher initial F0 and
deeper inhalations before longer utterances (Rochet-
Capellan & Fuchs, 2013), suggesting some knowledge
of the overall length of the utterance; 2) results of
tongue twister experiments that show effects of
phrase-level prosodic constituents and prominences on
segmental interaction errors (Bierne & Croot, 2018;
Croot, Au, & Harper, 2010); and 3) findings by Wheeldon
and Lahiri (1997, 2002) that, under certain conditions (i.e.
delayed production), initiation times for utterances in
Dutch reflect the number of Prosodic Words in the utter-
ance, even when the number of syllables is held constant
(though under other conditions (immediate production),
initiation times reflect the complexity of the first PWd of
the utterance). Wynne, Wheeldon, and Lahiri (2018) have
extended the latter findings to provide evidence that
compound words are treated as single PWds, in Dutch.
As Levelt (2002a) notes, the view that the phonetic
stage of word-form encoding for articulation takes
place one PWd at a time does not preclude the possibility
that larger constituents play a role in speech planning as
well, and it is even possible that speakers do not employ
the same fixed level of representation on all occasions,
i.e. that the processing representation repertoire is
flexible.

However, there is an alternative model of the role of
prosody in speech production which does not adopt
an incremental approach: the Prosody First model of
Keating and Shattuck-Hufnagel (2002). In that model,
the speaker begins with a minimal generic prosodic rep-
resentation for the planned phrase or utterance, and
enriches it appropriately as more detailed information
about the morpho-syntactic shape of the utterance is
generated and transferred into the prosodic planning
frame. In this approach, as in Shattuck-Hufnagel’s scan-
copier model (Shattuck-Hufnagel, 1992), the candidate
words for the phrase or utterance are
activated together, but they are serially ordered (i.e.
selected for association with the structural slots of the
planned utterance) one at a time, in early-to-late order.
In such an approach, the availability of segmental

content for at least some of the upcoming words of a
planned utterance provides an account of how inter-
action errors can involve sounds from two different
PWds, while the existence of a planning frame with
segment-sized slots that is independent of its (eventual)
contents provides an account of the fact that, in an
exchange like the Knicks and the Celtics → the Sicks and
the Neltics, a segment displaced by an earlier error
(here, the /n/) appears in the precise serial location
where the displacing segment (here, the /s/), should
have occurred.

We note that the Nijmegen model already bends the
incremental principle a bit, in order to account for the
prevalence of inter-PWd sound-level interaction errors.
That is, it postulates that in some cases, the sound seg-
ments for a second PWd are available during the encod-
ing of the previous PWd. It would be of considerable
interest to determine how often the two interacting
PWds are adjacent, and how often they are separated
by an intervening PWd. If the latter is rare, then
perhaps the Nijmegen approach of allowing at least
occasional departures from incrementality might be
enough to account for between-PWd errors.

Additional functions of the Prosody Generator which
have not yet been fully developed include the selection
of Pitch Accent and Boundary Tone types (suggested as
under the control of a component called “Intonational
Meaning” in the 1989 version), the hierarchical nature
of constituent-final lengthening related to the level of
the prosodic constituent (Wightman, Shattuck-Hufnagel,
Ostendorf, & Price, 1992), and the tendency to divide
utterances into equal-length prosodic constituents
rather than adhering strictly to the syntactic structure
(Gee & Grosjean, 1983). Levelt noted in 1989, that “The
ways of the Prosody Generator are still quite enigmatic”
(p. 398)—and they continue to be. For a model of the
utterance-form-encoding process which deals with
these issues, see Turk and Shattuck-Hufnagel
(forthcoming).

This section has presented a sampling of the wide
range of evidence that phrase-level prosody is one of
the important factors governing systematic context-gov-
erned surface phonetic variation, particularly (but not
exclusively) in timing and duration. It has also argued
that these facts support the view that prosodic planning
involves higher-level constituents from its inception. But
surface form variation is not the only aspect of an utter-
ance that appears to be under the influence of speech
prosody; an emerging body of evidence demonstrates
the close relationship between the prosody of a
spoken utterance and the co-speech gestures of the
hands and other non-oral “articulators”, and these obser-
vations also argue for planning at the level of the
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intended message. The next section describes some of
this evidence, raising the question of how a speech pro-
duction planning model might encompass co-speech
movements as well as movements of the speech articu-
latory tract.

4. The close alignment between speech
prosody and co-speech gestures, and its
implications for production planning models

While the phrase-level prosodic structure of spoken
utterances was coming to the fore as a major factor
influencing the timing and other aspects of the surface
phonetic form of a spoken utterance, considerable pro-
gress was being made in a different area of speech pro-
duction: understanding the contribution of co-speech
gesture to the communicative function of an utterance.
In the work of Kendon (1972, 1980, 2004) and McNeill
(1996, 2005) and their colleagues, substantial theoretical
formulations emerged about the way in which certain
movements of the hands, face and other body parts
form part of an utterance. These theoretical proposals
were supported by exquisitely detailed analyses of
audio-video recordings of both experimentally-induced
utterances and spontaneous conversations, building on
early video analyses by e.g. Condon and Ogston (1966,
1967) and others. For example, Kendon (1972, 1980) pro-
posed that speech and gesture are two aspects of an
utterance, neither of them primary, and are planned
together to convey the totality of the speaker’s intended
message. He also proposed a complex hierarchy of ges-
tural organisation, with a number of optional movement
phases that can accompany each gestural “stroke” (such
as preparation, pre-stroke hold and post-stroke hold),
and with successive gestures grouped together into
larger constituents signalled by kinematic characteristics,
such as consistent use of the right or left hand, consistent
posture or consistent location in space, and by kinematic
events such as constituent-final recovery (i.e. relaxation
to rest position of the hands). He also proposed that
these two streams of information are aligned in both
their timing and their contribution to the meaning of
an utterance, as when the gesture illustrates the
manner in which an action that is described more
abstractly in the utterance was carried out. McNeill
(2018) proposed a related idea, which he called a
“growth point”, i.e. the seed of an idea to be communi-
cated in a multi-modal message, and the concept of a
“catchment”, the repeated use of a gestural feature
across multiple (not necessarily immediately adjacent)
co-speech gestures, which reveals the underlying struc-
ture of the idea. McNeill also noted the tight alignment
between the speech of an utterance and its gestures.

Melinger and Levelt (2004) directly tested the hypothesis
that co-speech gestures contribute to the communica-
tive power of the utterance they accompany; their exper-
imental results demonstrated that speakers describing a
visual display included fewer spatial terms in their
spoken description, when they also included gestural
“tracing” movement in the air that conveyed that infor-
mation. Such results support the view that speakers
plan a communicative act to combine the information
in their speech and in their gestures.

Kendon’s work is of particular interest to us here
because of the link he proposed between the hierarchy
of prosodic constituents and the organisation of the
accompanying gestures. His observations suggested
that speakers organise successive gestures into units
which are revealed by their shared characteristics, with
a change in one or more of these characteristics when
a new unit begins—and that these often-multi-gestural
constituents align in time with the prosodic constituents.
In his 1980 text, Kendon lays out a hierarchy of spoken
prosodic constituents of his own devising, described in
more detail in Kendon (1972). That hierarchy takes the
constituent called the Intonational Phrase in Autoseg-
mental Metrical Theory (here called a Tone Unit) as its
starting point, and groups these phrases into succes-
sively higher level structures, so that Tone Units group
into Locutions (roughly, sentences), which group into
Locution Groups, which group into Locution Clusters
(roughly, paragraphs), and finally into the Discourse. He
then describes, for a 2-minute sample taken from a film
made in a London pub (from a single speaker who was
addressing a group of people), the relationship
between these prosodic structures in the spoken part
of the Discourse and the organisational structures in
the gestural part. He notes that “each level of organiz-
ation was matched by a distinctive pattern of bodily
movement.” For example, the speaker adopted a particu-
lar body posture when he began the discourse, and
abandoned it at the end. For each of the next-lower con-
stituents in the Discourse, i.e. the Locution Clusters, the
speaker used his arms differently. Further, within each
Locution Cluster, each Locution was characterised by a
particular type of head movement. Finally, for individual
Tone Units, distinctive movement patterns were again
observed. (pp. 210–211).

As can be seen in this discussion, Kendon observed a
striking degree of co-organisation between the prosodic
structures in the speech and the kinematic structures in
the gestures in this sample. In this paper and in sub-
sequent publications, including his 2004 book Gesture,
many additional examples illustrating the same phenom-
ena are presented. Shattuck-Hufnagel and Ren (2018)
have also presented data, from an exhaustive analysis
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of the co-speech gestures in a half-hour sample of aca-
demic-lecture-style speech in American English, which
provides additional support for the hypothesis that
these gestures are organised into groups. Their results
provide preliminary evidence that these gestural group-
ings are aligned with higher-level prosodic constituents,
signalled by longer inter-constituent pauses. Further evi-
dence for the close relationship between spoken
prosody and gesture comes from a number of studies
showing that the stroke of a gesture has a high prob-
ability of occurring in conjunction with a spoken syllable
that bears a prosodic prominence (pitch accent); see for
example Loehr, 2004; Renwick, Shattuck-Hufnagel, &
Yasinnik, 2004; Shattuck-Hufnagel, Yasinnik, Veilleux, &
Renwick, 2007; Loehr, 2012 and Jannedy & Mendoza-
Denton, 2005, inter alia.

Although it is far from established that all speakers co-
organise their gestures and their speech in these ways at
all times, it is quite clear that at least some speakers do
this at least some of the time. And so it is worth asking
what are the implications for a model of speech pro-
duction planning. Different gesture researchers have
proposed alternative points in the production process
at which gestures might be planned, including pre-lin-
guistically, i.e. without access to the linguistic formu-
lation process (Krauss, Chen, & Chawla, 1996; Krauss,
Chen, & Gottesman, 2000, and in a different vein, de
Ruiter, 2000), or under the simultaneous influence of
the linguistic plan and spatio-motor properties of the
objects or actions being spoken about (Kita et al., 2007;
Kita & Özyürek, 2003; Özyürek, Kita, Allen, Furman, &
Brown, 2005). In any case, it appears that a fully compre-
hensive model of the speech planning process must
include a mechanism that can provide an account of
speech-gesture alignment in time and the relationship
of both speech and gesture to structure and meaning.
This is because in at least some cases, some aspects of
the message are conveyed by the gestures, rather than
by the speech, and this allocation must be determined
before further detailed specifications of the speech and
the gestures can be generated. For example, Kita et al.
(2007) tested the likelihood that speakers of English
who were asked to describe the movements of objects
that involved both a path (change of location in space)
and a manner (e.g. rolling) sometimes used a gesture
that demonstrated both aspects of the movement and
at other times gestures that demonstrated only one
aspect. While the primary interest for that study was
the question of whether the syntactic choice of the
speaker influenced the gestural choice, the results also
showed that speakers have options for which aspect of
an utterance they will convey with the spoken words
of an utterance and which with a supportive gesture,

and thus that these decisions must be planned. The
question of where in the planning process such decisions
are made will need to be addressed by a fully compre-
hensive model.

5. Conclusion

When the volume Speaking appeared in 1989, it inte-
grated what was currently known about the processes
involved in speech production processing into an
elegant and comprehensive model, starting with the for-
mulation of a message and ending with the actions of
the articulatory system that produced the acoustic
wave form of a spoken utterance. Since that time, a sub-
stantial body of knowledge has accumulated concerning
the systematicity of context-governed non-contrastive
surface phonetic variability, the role of higher-level
prosody in governing that variability, and the connection
of co-speech gesture to spoken prosody. Each of these
sets of findings has implications for the nature of the
speech production planning process. The blueprint pro-
vided by the production model in Speaking and partially
implemented in LRM99 has inspired a wide range of
investigations into aspects of that process that were
not envisioned at the beginning, and the goal of devel-
oping a comprehensive model of the speech planning
and implementation process which was laid out by
that work is very much alive. Perhaps someday a
volume will appear called Speaking Prosodically-Governed
Acoustic Phonetics with Appropriate Gestures and
Occasional Errors. That will indeed continue the spirit of
comprehensiveness so beautifully embodied in the
1989 volume that started it all.

Notes

1. Examples cited here are drawn from the MIT Speech
Error Corpus, a collection of 11,000+ errors collected by
the author and her colleagues, by listening to everyday
speech over the past decades; individual errors have
been largely labelled for error type, error unit, direction
of error and error ambiguity (which is pervasive, Shat-
tuck-Hufnagel, 1987).

2. Levelt et al. (1999) describe a mechanism by which such
cross-PWd errors can occur, postulating for example that
in the encoding of red socks, the phonemic segments for
both syllables are available during the process of Pho-
netic Encoding, by which syllable-position-specific
elements like syllable onsets are associated with their
appropriate slots. the result that the onset /s/ can be
mis-selected for the first onset position and the onset
/r/ for the second onset position, and if their binding-
by-checking mechanism (Roelofs, 1997) fails to detect
the mis-associations, the error sed rockswill be produced.
This account opens the door to the possibility that longer
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stretches of the phrase or utterance are planned
phonologically.
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