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Abstract—Obtaining high-fidelity information on extreme pho-
tovoltaic (PV) power is critical for electric utility system planning
and operations. However, a scarcity of extreme data has previ-
ously made achieving an accurate estimate of extreme PV power
an intractable challenge. In response to this challenge, this paper
presents Extreme PV Power Analytics (EPVA). It utilizes k-means
clustering to determine which PV systems have similar behaviors
in their extreme capacity factors (ECFs) in order to incorporate
more extreme data in an extreme value analysis. This extreme
value analysis is subsequently applied to obtain the distribution of
ECFs. Zone partitioning results and ECF distribution results for
The United Illuminating Company service territory are presented
to validate the effectiveness and efficacy of EPVA.
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NOMENCLATURE

r̄s , r̄h , r̄t , The average correlation coefficient of each

meteorological variable.
r̄w , r̄c

S̄ The average Silhouette value.

X̄, Ȳ The average of Xi / Yi in the N -data set.

µi The centroid of cluster Ci .

µis , µih , µit , Each meteorological variable of the cen-

troid of cluster Ci .µiw , µic
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ξu The probability of exceeding u.

bj The lowest average distance between

weather site xj and the other weather sites

in any other cluster.

Ci The ith cluster.

Cf t PV capacity factor at time t.
dj The average distance between weather site

xj and other weather sites in the same

cluster.

Ecf ∆t Extreme capacity factor at a given time

interval from t1 to tn .

k The number of clusters in k-means clus-

tering.

ms The number of total samples.

mu The number of the samples exceeding

u.

N The number of total data points within a

given time interval for a single PV site.

N1 The number of PV sites available for cal-

culating correlation coefficients.

n1 , n2 , . . . , nk The number of weather sites in clusters

C1 , C2 , . . . , Ck .

N2 The number of groups of meteorological

variables within a given time interval for

weather site xj .

N3 The number of total weather sites.

ny The number of samples each year.

Pt , Pr Output AC power at time t / AC nameplate

rating.

r Correlation coefficient between PV output

power and one meteorological variable.

Sj The Silhouette value of weather site xj .

u, α, γ Location / Scale / Shape.

V The within-cluster sum of squares

(WCSS).

Ws ,Wh ,Wt , Each meteorological weight.

Ww ,Wc

Xi , Yi PV output power / One meteorological

variable of the ith data point.

xj The jth weather site within cluster Ci .

xr , zN Return level / N-year return level.

xjsni , xjhni , The ith normalized meteorological

xj tni , xjwni , xjcni variables of weather site xj .
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xjsn , xjhn , Normalized values of xjs , xjh , xj t ,

xjw , xjc .xj tn , xjwn , xjcn

Xjs , Xjh , Xj t , The representative meteorological vari-

ables for weather site xj in the calcu-

lation of Euclidean distance in k-means

clustering.

Xjw , Xjc

xjs , xjh , xj t , Each meteorological variable of weather

site xj .xjw , xjc

xsa , xha , xta , The maximum value of each meteoro-

logical variable among the data from all

weather sites within a given time interval.

xwa , xca

xsi , xhi , xti , The minimum value of each meteoro-

logical variable among the data from all

weather sites within a given time interval.

xwi , xci

I. INTRODUCTION

P
OWER distribution grids in the United States are being im-

pacted by the increasingly deep integration of photovoltaic

(PV) plants [1]–[3]. For instance, The United Illuminating Com-

pany (UI), which distributes power to 17 towns and cities in

Connecticut, has approximately 7,000 residential and 300 com-

mercial or industrial PV generators interconnected to its system

with average nameplate ratings of 6.27 kW and 108 kW, re-

spectively. However, high PV output can have a serious impact

on grid systems and customers [4], [5]. One common challenge

faced by most electric utilities is the overvoltage caused by ex-

tremely high PV output power. According to the American Na-

tional Standards Institute (ANSI), the service voltage must not

exceed the upper limit of 5% above the nominal for longer than

one minute. The Public Utility Regulatory Authority (PURA),

which regulates Connecticut utilities, mandates an even stricter

service voltage upper limit of 3% above nominal [6].

UI conducts a screening process for all PV interconnec-

tion applications to ensure that all regulatory requirements are

satisfied and all safety concerns are addressed. System models

are created to check for potential overvoltage based on the mag-

nitude of PV output power. Traditionally, UI took a conservative

approach by assuming the worst case scenario of zero customer

load with PV generation at the nameplate rating. However, PV

output is significantly affected by a range of meteorological

variables that can vary widely across different geographical lo-

cations and time intervals, causing a PV system’s peak power

generation to deviate from its nameplate rating [7]–[9]. Since

May 2015, approximately 250 PV interconnection applications

failed to pass UI’s screening process due to concerns with over-

voltage. As more interconnection requests are received in the

future, more applications will fail the screening process. It is,

therefore, of great importance to obtain more accurate extreme

PV output data.

Moreover, since PV power systems and solar-powered mi-

crogrids are increasingly integrated with utility grids, under-

standing extreme PV power characteristics has become criti-

cally important for ensuring grid resilience, security, reliability

and beyond. Only a few critical applications are highlighted to

demonstrate the importance of evaluating extreme PV power as

an exhaustive survey for the applications of extreme PV analyt-

ics could be a paper in itself.
� Grid resilience. High PV power penetration causes dra-

matic midday dips of electricity demand, i.e., the so-called

‘duck curves’, which becomes a common phenomenon

across the continent, from CAISO to ISO New England.

The challenges to grid resilience include high system volt-

ages and frequencies, unscheduled power flows into neigh-

boring regions, and urgent need of power sources with fast

ramp-up capabilities [10]. Accurate assessment of extreme

generation of PV and other distributed energy resources

(DERs) is the key to the development of resilience mea-

sures such as demand response, variable pricing, energy

storage, and real-time fast-start pricing [10], just to name

a few.
� Grid security. Extreme events, combined with the peaks

of power generation and load, define grid security. Ac-

curate models of extreme PV generation as well as other

extremes in the grid will lead to accurate identification

and mitigation of catastrophic contingencies and cascad-

ing events. Models for extreme PV and other grid variables

are able to analyze the exceedances of power system limits,

which are unattainable by existing forecasting and statis-

tical planning tools that only look at the averaging effect

of the distribution body and, therefore, cannot characterize

the spatiotemporal features of the extremes.
� Grid reliability. The existing grid reliability tools, e.g.,

the Monte Carlo simulation, are incapable of forecast-

ing extreme-event induced grid shifts because the sam-

ple size of a Monte Carlo simulation has to be extremely

small to capture rare events. Focusing on the tails of

events, the models for extreme events enable ultra-fast

Monte Carlo simulations as the sample size can be sig-

nificantly increased. This allows us to obtain reliability

indices such as the System Average Interruption Duration

Exceeding Threshold (SAIDET), the System Average In-

terruption Frequency Exceeding Threshold (SAIFET), and

mean restoration times. This includes calculating proba-

bility distributions, mean and median values, deviations,

skewness, and Kurtosis in an extremely fast manner.
� Other benefits, such as the increase of hosting capacity of

PVs, protection of PV impacts on the grids, and improving

the none-detection-zone prediction of PV integration [11],

will not be discussed in detail due to limited space.

Extreme PV power, i.e., extremely high PV power, is an un-

usual value, thus, the data of extreme PV power at a given

time interval are scarce. Extreme value analysis (EVA), which

was pioneered by Fisher and Tippett [12], provides a promising

approach for evaluating extreme phenomena in engineered sys-

tems. It uses a suitable probability distribution to fit a series of

extreme data. Although EVA has been widely adopted in such

areas as floods [13], [14], droughts [15], rainstorms [16], [17],

and high winds [18], it has not yet been used to estimate extreme

PV power. Part of the reason for this stems from the fact that

the existing version of EVA cannot be directly applied to eval-

uating extreme PV power, because it requires multiple years of

data. For instance, [13] uses 30 years of data from a subtropical
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region of eastern Australia to evaluate extreme flood events, and

the authors claim that even 30-years is not long enough for an

accurate estimate. [17] analyzes extreme annual and seasonal

rainfall patterns for 14 stations in Shaanxi, China, using 55 to

60 years of data collected from the 1950s to 2014. [19] utilizes

51 years of data spanning from 1941 to 1991 to conduct an EVA

of icing on power lines. In other work, such as [14]–[16], [18],

[20], [21], the recorded length of data collection spans from 18

to 120 years. Since most PV systems are recently installed and

can provide only one or two years of data (or less), applying the

traditional version of EVA to data from an individual PV system

will not yield an accurate estimate.

To tackle this challenge, this paper presents Extreme PV

Power Analytics (EPVA), a methodology that combines data

from multiple PV systems for the purpose of an EVA. However,

different PV systems may have different extreme PV power be-

haviors, making it challenging to determine which PV systems

should be combined. To address this issue, the concept of the

extreme capacity factor (ECF) is introduced, and a zone parti-

tioning method, k-means clustering, is developed to divide the

utility service territory into k clusters, such that PV systems in

the same cluster will have similar ECF behaviors. EVA is sub-

sequently applied to obtain the probability distribution of ECFs

in each individual cluster. The main advantages are:
� EPVA is able to evaluate extreme PV power in any region

and at any time interval, whereas the existing literature

either analyzes normal power instead of extreme power

[22]–[25] or fails to consider the spatiotemporal effect [26].
� A k-means clustering approach is developed to effectively

cluster those PV systems that have similar ECF behaviors,

which makes EVA applicable to real-life power systems

where extreme PV data are usually scarce.
� A systematic approach is devised to obtain not only the dis-

tributions of PV ECFs but also the return levels and return

periods. Future return intervals, which are hardly attain-

able through existing methods, are particularly important

for system planning and risk analysis.
� One year of PV and weather data were collected from the

UI service territory. Together with the EPVA results and

insights obtained, the data will offer valuable resources for

research communities and the power industry.

The rest of this paper is organized as follows: Section II

is devoted to describing the data used in this paper, as well

as the challenges encountered. Section III describes the EPVA

approach. The zone partitioning results for the UI’s territory

are provided in Section IV, and the extreme PV capacity factor

distributions for the UI’s territory are presented in Section V.

Section VI concludes the paper.

II. DATA AND CHALLENGES DESCRIPTION

This section describes the data collected for the purposes

of conducting EPVA. As an example, this study was con-

ducted across 90 PV sites, each of which was sampled every

15 minutes throughout 2016, thus providing one year of out-

put power data. Five meteorological variables from 9 weather

sites were generated by the North American Mesoscale Forecast

Fig. 1. Distribution of 90 PV and nine weather sites in UI service territory.

Fig. 2. The daily maximum PV power from three typical PV sites in 2016.

System (NAM) analysis: solar irradiance (W/m2), 2-m humid-

ity (%), 2-m temperature (K), 10-m wind speed (m/s), and

cloud coverage (%) [27], [28]. Each meteorological variable

was generated every three hours, and data were obtained from

the National Centers for Environmental Prediction (NCEP) over

2016. The distribution of PV and weather sites is illustrated in

Fig. 1. The details of the data include:
� Each PV site’s information provides the site ID, latitude,

longitude, nameplate rating (kW), and output power (kW)

every 15 minutes throughout 2016.
� Each weather site’s information provides the weather ID,

latitude, longitude, and values of the five meteorological

variables. The time resolution of each meteorological vari-

able is three hours, and data were obtained over 2016.

Since PV output is greatly influenced by weather conditions,

this paper aims to use the five meteorological variables listed

above to divide the utility service territory into several groups at

a given time interval, such that the PV systems in the same group

have similar behaviors with regard to extreme output. However,

it is challenging to achieve this objective. The main issues are

as follows:
� Saturated or missing data. Fig. 2 displays the daily maxi-

mum PV output power for three typical PV sites. Each PV

site in Fig. 2 provided one year of data throughout 2016,

and the maximum power on each day is represented. Note

that saturated and incomplete data are still useful and are,

therefore, not filtered out.
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� Spatiotemporally evaluating extreme PV power. PV output

is significantly influenced by weather conditions, which

exhibit great dissimilarities in different geographical loca-

tions and at different time intervals.
� Properly utilizing weather data to represent extreme PV

output behaviors. PV and weather sites have different geo-

graphical locations, making it challenging to associate PVs

with relevant weather data. Further, different meteorolog-

ical variables have different impacts on PV output.

III. EXTREME PV POWER ANALYTICS

In this section, the Extreme PV Power Analytics (EPVA)

method is presented. It further develops k-means clustering to

determine which PV sites have similar behaviors in PV extreme

capacity factors (ECFs) and utilizes EVA to obtain the distribu-

tions of ECFs. The theoretical novelties of EPVA include:
� The concept of ECF is presented to better characterize PV

output performance for different PV sites.
� Dividing the utility service territory into several clusters

at a given time interval such that PV systems in the same

cluster have similar behaviors in terms of ECFs is defined

in k-means clustering, and once achieved, guarantees an

accurate estimate of EVA.
� To achieve the objective in k-means clustering, various

techniques are introduced, including: 1) considering the

weight of each meteorological variable, 2) normalizing

the meteorological variables, 3) determining representative

data for each weather site, and 4) determining the optimal

value of k.

The EPVA method developed in this paper aims to achieve

a specific objective, considering various real challenges. This

paper explicitly addresses the challenges in the process and

provides guidance that is easy to follow for electric utilities when

obtaining accurate performance data on extreme PV power in

any region and at any time interval.

A. Extreme Capacity Factor

PV power systems have different nameplate ratings, which

lead to different peak outputs. In order to better characterize PV

output performance for different PV sites, this paper presents the

concept of capacity factor (CF), as defined below, to normalize

PV output power:

Cf t =
Pt

Pr
, (1)

where Cf t is PV CF at time t, while Pt and Pr are the output

AC power at time t and the AC nameplate rating, respectively.

It should be noted that the nameplate rating in a PV system is

reported in terms of the aggregated capacity of either all modules

(with DC nameplate ratings), or all inverters (with AC nameplate

ratings). The conversion between AC and DC nameplate ratings

can be achieved by the ratio between the output power of the

DC solar array and the AC inverters.

In order to evaluate a system’s extreme power performance,

the concept of ECF is defined in the following way:

Ecf ∆t = Max(Cf 1 , Cf 2 , . . . , Cf n ), (2)

where Cf 1 , Cf 2 , . . . , Cf n are CFs of one PV site at time t1 ,

t2 , . . . , tn , respectively. Max() represents a function that selects

the maximum value from the contents. Ecf ∆t is the ECF of that

PV site at the specific time interval from t1 to tn .

Note that if two PV systems have a long geographical dis-

tance, then the weather conditions are likely to exhibit great

dissimilarities at a given time interval, thus, resulting in differ-

ent values of ECF. But it is also likely that two PV systems with

a large geographical distance have similar values of ECFs.

(2) shows that Ecf ∆t is only one value, namely the maximum

value among CFs at a given time interval. In order to gather more

data for a more accurate distribution, Ecf ∆t can be determined

as a series of top values among CFs, and a threshold is used to

obtain Ecf ∆t . That is,

Ecf ∆t = M
′

ax(Cf 1 , Cf 2 , . . . , Cf n ), (3)

where M
′

ax() is a function that selects the top values from the

contents according to a given threshold.

B. K-Means Clustering

K-means clustering is developed in this paper to determine

which PV systems have similar behaviors in their PV ECFs. A

flow chart for this process is shown in Fig. 3. In doing this, more

extreme data can be combined for the purposes of EVA. The

following subsections present the details of properly using PV

and meteorological data to achieve this objective.

1) Objective Function: K-means clustering aims to partition

all the observations into k clusters C = (C1 , C2 , . . . , Ck ), such

that the observations in the same cluster have great similar-

ity [29], [30]. The basic procedures of k-means clustering are

1) initially dividing all the observations into k clusters, 2) cal-

culating the distance between each observation and the centroid

of each cluster, 3) classifying each observation into its clos-

est cluster, 4) redetermining the centroid of each cluster, and

5) repeating steps 2 through 4 until a convergence is reached.

The objective function is defined as follows [31]:

V =
k

∑

i=1

∑

xj ∈C i

||xj − µi ||
2 , (4)

where V is the within-cluster sum of squares (WCSS), and it will

be minimized when convergence has been reached. xj and µi

represent the jth observation within cluster Ci and the centroid

of Ci , respectively. ||xj − µi || is the Euclidean distance between

xj and µi .

Note that the determination of this distance is the key in

k-means clustering, since the distance acts as an indicator

of the degree to which two observations are similar. The smaller

the distance is, the greater the similarity will be. In this study, as

the behavior of PV output is largely affected by weather condi-

tions, a range of meteorological variables are used to calculate

the distance. By classifying weather sites into k clusters, PV

sites, whose closest weather sites belong to the same cluster,

will have similar behaviors in their extreme PV outputs.

Different meteorological variables have different degrees of

influence on PV output power, and therefore the weight of
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Fig. 3. The flowchart of conducting k-means clustering in EPVA.

each meteorological variable, which reflects the degree of in-

fluence, should be considered in the calculation of Euclidean

distance. Considering the weights of meteorological variables,

||xj − µi ||
2 in (4) can be expressed as

||xj − µi ||
2 = W 2

s (xjs − µis)
2 + W 2

h (xjh − µih)2

+ W 2
t (xj t − µit)

2 + W 2
w (xjw − µiw )2 + W 2

c (xjc − µic)
2 ,

(5)

where xjs , xjh , xj t , xjw and xjc are the five meteorological

variables of the jth weather site within cluster Ci , namely,

solar irradiance, humidity, temperature, wind speed and cloud

coverage, respectively. µis , µih , µit , µiw and µic are the five

meteorological variables of the centroid of Ci , respectively.

Note that although (5) does not consist of PV power, the

meteorological variables in this equation are actually selected

based on the extreme PV output power, which will be discussed

later.

2) Calculate Meteorological Weights: The weight of each

meteorological variable is associated with the correlation coef-

ficient between PV output power and each meteorological vari-

able. The larger the absolute value of the correlation coefficient

is, the higher the weight will be. A common method for calcu-

lating the correlation coefficient, the Pearson product-moment

correlation, is defined as follows [32]:

r =

∑N
i=1(Xi − X̄)(Yi − Ȳ )

√

∑N
i=1(Xi − X̄)2

√

∑N
i=1(Yi − Ȳ )2

, (6)

where r is the correlation coefficient, N is the number of total

data points, Xi and Yi are PV power and one meteorological

variable of the ith data point, respectively. X̄ and Ȳ are the

averages of Xi and Yi in the N -data set, respectively.

Before calculating correlation coefficients, three concerns

should be addressed: 1) PV sites with saturated or missing data

should be removed,1 otherwise the calculated correlation coeffi-

cients will not reflect the actual relationship between PV output

and meteorological variables; 2) each PV site should be associ-

ated with its closest weather site, such that the meteorological

variables generated from that weather site will share the most

similar weather conditions with its PV site; and 3) if the distance

between one PV site and its closest weather site is still large,

that pair of PV and weather sites should not be considered in

the calculation of correlation coefficients.

It is likely that the same weather site is associated with multi-

ple PV sites, which means these PV sites share the same weather

conditions.

(6) gives the calculation of the correlation coefficient for one

PV site. To achieve an accurate result, the average is calculated

from multiple PV sites as follows:

r̄ =
1

N1

N1
∑

i=1

ri , (7)

where r̄ is the average value of the correlation coefficient, N1 is

the number of the PV sites available for calculating correlation

coefficients, and ri is the correlation coefficient from the ith PV

site.

Meteorological weights are then calculated according to their

ratios of correlation coefficients. For instance, the weight for

solar irradiance is calculated as follows:

Ws =
|r̄s |

|r̄s | + |r̄h | + |r̄t | + |r̄w | + |r̄c |
, (8)

where Ws is the weight of solar irradiance. r̄s , r̄h , r̄t , r̄w and r̄c

are the average correlation coefficients of the five meteorolog-

ical variables, namely, solar irradiance, humidity, temperature,

wind speed and cloud coverage, respectively. | · | represents the

absolute value of the content. The weights of humidity, tem-

perature, wind speed and cloud coverage can be calculated in

a similar way, and are represented as Wh , Wt , Ww and Wc ,

respectively.

1Note: Saturated and incomplete data are still useful in extreme value analysis
(EVA); they are just filtered out in the k-means clustering stage.
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3) Normalize Meteorological Variables: Each meteorolog-

ical variable should be normalized, because different meteo-

rological variables have different values due to differences in

their units. Using solar irradiance as an example, xjs in (5) is

normalized as follows:

xjsn =
xjs − xsi

xsa − xsi
, (9)

where xjsn is the normalized value of xjs . xsi and xsa are the

minimum and maximum solar irradiance among the data from

all weather sites within a given time interval.

4) Determine Representative Data: Another key but chal-

lenging component in the calculation of Euclidean distance is

determining what constitutes representative data. According to

(5), for one weather site such as xj , each meteorological variable

(xjs , xjh , xj t , xjw , or xjc ) should only have one value, such

that the distance between each weather site and any centroid

can be calculated. However, every weather site has a series of

data (generated every three hours in this study) within a given

time interval. In other words, among a series of data, only one

data will be used in the distance calculation, and the data should

represent for the weather site in terms of extreme PV power

behaviors.

In the presented EPVA, for one weather site at a given time

interval, the groups of meteorological variables that relate to the

top 1% of PV power (from the closest PV plant) are selected.

For instance, each weather site has 248 groups of meteorologi-

cal variables in January, because the time resolution of weather

data is three hours. Only two groups of meteorological variables

relate to the top 1% of PV power, and these two groups of me-

teorological variables will be selected. Note that 1) each group

of meteorological variables contains solar irradiance, humidity,

temperature, wind speed and cloud coverage at one time mo-

ment; and 2) PV power will convert its time resolution from

15 minutes to three hours in this stage to fit weather data. Each

meteorological variable will then be averaged from the selected

groups to become the representative data.

Mathematically, suppose for the weather site xj , there are

N2 groups of meteorological variables within a specific time

interval that relate to the top 1% of PV power. The selected

representative solar irradiance for xj is calculated as follows:

Xjs =
1

N2

N2
∑

i=1

xjsni , (10)

where Xjs is the representative solar irradiance for xj , and xjsni

is the ith normalized solar irradiance of xj .

Similarly, Xjh , Xj t , Xjw and Xjc , which represent the se-

lected humidity, temperature, wind speed and cloud coverage for

xj , can also be calculated in the same way as Xjs . Therefore,

(5) can be reexpressed as

||xj − µi ||
2 = W 2

s (Xjs − µis)
2 + W 2

h (Xjh − µih)2

+ W 2
t (Xj t − µit)

2 + W 2
w (Xjw − µiw )2 + W 2

c (Xjc − µic)
2 .

(11)

5) Determine k: The Silhouette value reflects how well a

weather site belongs to its cluster [33]. The higher the Silhouette

value is, the more accurate the clustering result for that weather

site will be. Therefore, the average Silhouette value for N3

weather sites can be calculated to evaluate how well the N3

weather sites are clustered, as shown below:

S̄ =
1

N3

N3
∑

i=1

Sj , (12)

where S̄ is the average Silhouette value, and Sj is the Silhouette

value of weather site xj , which is calculated by

Sj =
bj − dj

Max(bj , dj )
, (13)

where bj is the lowest average distance between xj and the other

weather sites in any other cluster, and dj is the average distance

between xj and other weather sites in the same cluster. Suppose

xj belongs to the cluster C1 . Then, bj and dj are calculated as

follows:

bj = Min

⎛

⎝

1

n2

∑

x i 2
∈C2

||xj − xi2
||,

1

n3

∑

x i 3
∈C3

||xj − xi3
||,

· · · ,
1

nk

∑

x i k
∈Ck

||xj − xik
||

⎞

⎠ (14)

and

dj =

{

1
n1 −1

∑

x i 1
∈C1 /xj

||xj − xi1
||, n1 > 1

0, n1 = 1
(15)

where n1 , n2 , . . . , nk are the number of weather sites in clus-

ters C1 , C2 , . . . , Ck , respectively (n1 + n2 + · · · + nk = N3).

Min () is a function that selects the minimum value from its

contents.

Because a successful clustering usually has a high S̄, in the

presented EPVA k is determined by selecting the number that

has the maximum S̄.

C. Extreme Value Analysis

In this section, the extreme value analysis (EVA) of PV ECFs

is described, including 1) a description of the probability distri-

butions and 2) a calculation of the return level.

1) Probability Distributions: EVA aims to use a specific dis-

tribution (e.g., the generalized logistic, the generalized extreme

value, the log-normal, or the generalized Pareto distribution)

to model the tail of another distribution [34]. The generalized

Pareto distribution (GPD) is a frequently-used distribution for

various applications, such as rainfall [35], high wind [36], false

data in open source software [37], and inverse synthetic aperture

radar imaging [38]. This paper will use GPD to illustrate how to

evaluate the distribution of PV ECFs and validate the superiority

of EPVA.

GPD is specified by three parameters: u (location), α (scale)

and γ (shape), and is described as follows:

P (X > x|X > u) = [1 + γ(x − u)/α]−1/γ , (16)

where P (X > x|X > u) is the probability of exceeding x given

the condition that X is above u. The three parameters can be
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estimated through the combination of L-moments with extreme

data. The details can be found in [39].

The probability density function (PDF), fu,α,k (x), can be

calculated with the three parameters, u, α and k, as follows:

fu,α,γ (x) =
1

α

(

1 +
γ(x − u)

α

)(− 1
γ −1)

. (17)

The PDF is widely used to specify the probability within a

given interval. For instance, the probability of X falling between

the values a and b can be calculated as

P (a ≤ X ≤ b) =

∫ b

a

fu,α,γ (x) dx. (18)

2) Return Level: Return level and return period are com-

monly used in EVA to help estimate the future return interval,

which can be useful for system planning and risk analysis. A

return level with a return period of 1/p years is a threshold

whose probability of being exceeded is p [40]. From (16), the

probability of exceeding x is

P (X > x) = ζu [1 + γ(x − u)/α]−1/γ , (19)

where ζu = P (X > u) is the probability of exceeding u, and

can be estimated as follows:

ζu =
mu

ms
, (20)

where ms is the number of the total samples and mu is the

number of the samples exceeding u. According to (19), the

level xr that is exceeded on average once every r observations

is the solution of

1

r
= ζu [1 + γ(xr − u)/α]−1/γ . (21)

By rearranging (21), xr is expressed as

xr = u +
α

γ
[(rζu )γ − 1]. (22)

Let r = N × ny , where N is the number of years and ny is

the number of samples each year. The N -year return level, a

value expected to be exceeded once every N years, is

zN = u +
α

γ
[(Nny ζu )γ − 1]. (23)

IV. CASE EXEMPLAR FOR ZONE PARTITIONING

In this section, the zone partitioning results for the UI’s ter-

ritory are presented based on k-means clustering (conducted in

Matlab), which include 1) acceptable PV sites, 2) the closest

weather site for each PV site, 3) correlation coefficients, 4) me-

teorological weights, 5) normalized meteorological variables,

6) values of k for different months, and 7) clustering results.

A. Acceptable PV Sites

The daily maximum power for all 90 PV sites was obtained

by the same process shown in Fig. 2, and was then scrubbed

to eliminate the PV sites with saturated or missing data. This

reduces the number of PV sites down to 34. The IDs of the

acceptable, saturated and incomplete PV sites are given in Ta-

ble I. It can be seen that, among the 90 PV sites, the number

TABLE I
THE ACCEPTABLE, SATURATED AND INCOMPLETE PV SITES

TABLE II
THE CLOSEST WEATHER SITE FOR EACH PV SITE

of saturated PV sites is more than that of the acceptable PV

sites, which is a result of the strict interconnection requirement

described in the Introduction.

B. Closest Weather Site for Each PV Site

The results of the closest weather site for each acceptable PV

site are presented in Table II. It can be seen that 1) different

PV sites have different distances from their closest weather

sites, and 2) the range of distances between most PV sites and

their closest weather sites is from 1.99 km to 6.89 km, with

the exception of two PV sites whose closest distances are larger

(8.35 km and 8.34 km, respectively). These two PV sites can thus

be eliminated from the calculation of correlation coefficients.

C. Correlation Coefficients

Fig. 4(a) displays the absolute values of the calculated

correlation coefficients (between PV output power and each

meteorological variable) from the selected 32 PV sites in Jan-

uary. It shows that, different meteorological variables have dif-

ferent levels of absolute correlation coefficients. Solar irradiance
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Fig. 4. Results of correlation coefficients and meteorological weights. (a) Ab-
solute values of correlation coefficients in January. (b) Meteorological weights
in different months.

has the largest value and is followed by humidity, whereas

the other three meteorological variables have relatively small

values.

This result is reasonable. Correlation coefficients reflect how

strong a relationship is between two variables. Solar irradiance

has the largest correlation coefficient, because solar cells are

made of semiconductor materials, and when light strikes the

solar cells, electrons are knocked loose from the atoms and can

be captured in the form of an electric current. The stronger the

solar irradiance is, the larger the current/power will be. Humid-

ity also plays an important role in affecting PV output power. It

brings down the utilization of solar energy, and reduces output

power from solar panels [41]–[43]. There are two ways that hu-

midity affects output power. First, water vapour particles will be

refracted, reflected or diffracted when light hits water droplets.

Second, humidity ingression to the solar cell enclosure degrades

the performance of solar cells [43]. Temperature negatively af-

fects solar cell performance. When temperature increases, the

concentration of internal carriers increases, and the internal car-

rier recombination rates also increase [44]. Wind speed has a

negative effect on relative humidity, which indirectly affects

the received solar irradiance. However, the correlation of wind

speed is much smaller than that of humidity. Cloud coverage has

a low correlation coefficient in this study. The reason is, in the

meteorological database the cloud coverage data were recorded

not only in the daytime, but also at night. At night, PV output

power is zero, but the cloud coverage would still vary con-

tinuously and oftentimes significantly. Only the daytime cloud

coverage has an impact on PV power by affecting solar irradi-

ance, whereas it does not have an impact on PV output at night,

no matter how variable it can be.

Fig. 4(a) also illustrates that, for different PV sites,

the correlation coefficients of each meteorological variable

have the same levels of values. It is, therefore, reasonable to

average the correlation coefficients of each meteorological

variable from all the PV sites (refer to (7)). Using January as

an example, the average correlation coefficients are provided in

Table III. Note that 1) the larger the absolute value of correlation

coefficient is, the greater the effect of the meteorological vari-

able on the PV output power will be; and 2) although humidity

and cloud coverage have negative correlation coefficients, they

TABLE III
AVERAGE CORRELATION COEFFICIENTS IN JANUARY

TABLE IV
MAXIMUM AND MINIMUM VALUES OF DIFFERENT METEOROLOGICAL

VARIABLES IN DIFFERENT MONTHS

are still considered in the calculation of Euclidean distance in

(5), because the purpose of calculating the Euclidean distance

is to find the dissimilarity between two weather sites.

D. Meteorological Weights

The results of meteorological weights in different months are

illustrated in Fig. 4(b). It can be seen that 1) the weights of

different meteorological variables are different. Solar irradiance

has the largest weight in any month, followed by humidity.

The other three meteorological variables, namely temperature,

wind speed and cloud coverage, have relatively small weights.

2) At different time intervals, the weights of each meteorological

variable are also different. For instance, the weight of solar

irradiance in summer is lower than it is in winter, while the

temperature’s weight has the opposite tend.

E. Normalized Meteorological Variables

Table IV provides the maximum and minimum values of the

five meteorological variables. It shows that 1) the meteorologi-

cal variables have different levels of values, and that’s why they

should be normalized for better comparison in the calculation

of Euclidean distance (refer to (11)), and 2) some of the me-

teorological variables vary widely at different time intervals,

indicating that, for different time intervals, different maximum

and minimum values should be utilized in the normalization

of meteorological variables. With the maximum and minimum

values, normalized meteorological variables are calculated ac-

cording to (9).

F. The Values of k

The selected k and their corresponding average Silhouette

values, S̄, for different months are shown in Table V. It can

be seen that 1) the optimal value of k is different at different
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TABLE V
THE SELECTED k IN DIFFERENT MONTHS

Fig. 5. Zone partitioning results for different months.

time intervals, and 2) with the selected k, the average Silhouette

values are all above 0.5, indicating successful clustering results

(Silhouette value ranges from −1 to 1. The larger the Silhouette

value, the better the clustering result).

G. Clustering Results

Fig. 5 illustrates the zone partitioning results for the UI’s

territory in different months. In each subplot, the weather sites’

different colors/shapes represent different clusters. It can be

seen that 1) at different time intervals, the value of k can be

different, and 2) even with the same k, the clustering results can

also be different. Note that each PV system can be classified

into its closest weather site based on the geographical distances.

PV systems within the same cluster will have similar weather

conditions in terms of ECFs.

V. EPVA TEST RESULTS FOR UI

In this section, part of the EPVA results obtained from R tools

are presented, which include 1) probability density function

(PDF) results in January, July, spring, and autumn in 2016;

2) their corresponding return level results; and 3) comparison

between EPVA and local EVA results.

A. PDF Results

Figs. 6–9 give the PDF results for different clusters in January,

July, spring, and autumn in 2016, respectively. The red curve in

each subplot represents the modeled PDF based on the sample

Fig. 6. Probability density function of PV ECF for each cluster in January.

Fig. 7. Probability density function of PV ECF for each cluster in July.

Fig. 8. Probability density function of PV ECF for each cluster in spring.
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Fig. 9. Probability density function of PV ECF for each cluster in autumn.

data from multiple PV systems in the same cluster at a given

time interval. The three parameters of each PDF are also given.

The location, u, is fixed at 0.8, indicating that the values above

0.8 are selected as the extreme values in this study. The x axis

represents the capacity factor, while the y axis is the probability

density. The probability of a capacity factor that falls between

any two values can be calculated as the integration of the PDF

within that interval.

From Figs. 6–9, it can be seen that 1) the modeled PDFs

are well fit to the extreme data, which benefits from the large

amount of data combined from multiple PV systems; 2) different

clusters have different PDFs at a given time interval; and 3) at

different time intervals, the PDFs are also different. Different

PDFs lead to different distributions of return levels, as will be

presented in the next subsection.

B. Return Level Results

Figs. 10–13 illustrate the results of return levels with their

90% error bounds for different clusters in January, July, spring,

and autumn, respectively. In each subplot, the x axis denotes the

return period, while the y axis is the capacity factor. The return

period, F , is scaled through the function: -log(-log(F )). The

width of 90% error bounds (upper bound - lower bound) can

serve as a probabilistic indicator of the accuracy of the results,

and the upper and lower bounds are obtained through Monte

Carlo simulations (1000 runs). Note that the simulations should

match the particular characteristics of the data such as the same

number of PV sites and the same record length at each site.

In general, error bounds illustrate the uncertainty of the return

value, and should be used where a person is comfortable with the

uncertainty but is not so strict. 90% error bounds are commonly

used in extreme value analysis [45]–[47], and are therefore also

used in this study. The larger the width of 90% error bounds,

the less accurate the results are.

Fig. 10. Return levels, with their 90% error bounds for each cluster in January.

Fig. 11. Return levels, with their 90% error bounds for each cluster in July.

Fig. 12. Return levels, with their 90% error bounds for each cluster in spring.
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Fig. 13. Return levels, with their 90% error bounds for each cluster in autumn.

Fig. 14. Comparison of EPVA and local EVA results. (a) PDF of local EVA
in January. (b) Return levels, with their 90% error bounds for EPVA and local
EVA in January.

It can be seen that 1) the return level increases when the

return period increases for any cluster at a given time interval.

This is reasonable, because the higher the return level, the lower

the probability of being exceeded; 2) the width of the 90%

error bounds becomes larger when the return period is higher,

indicating the results are less accurate; 3) different clusters have

different return levels at a given time interval; and 4) at different

time intervals, the return levels are also different. Compared

with those in January, the return levels in July are much higher.

This is reasonable, since the solar irradiance, which has the

largest weight on PV output power (refer to Fig. 4), is stronger

in summer compared with that in winter. The return levels in

spring are at similar levels with those in autumn, as shown in

Figs. 12 and 13.

The return levels obtained above offer valuable resources for

research communities and the power industry in system planning

and risk analysis.

C. Comparison of EPVA and Local EVA Results

The comparison results of EPVA and local EVA in January,

July, spring, and autumn are shown in Figs. 14–17, respectively.

Fig. 15. Comparison of EPVA and local EVA results. (a) PDF of local EVA
in July. (b) Return levels, with their 90% error bounds for EPVA and local EVA
in July.

Fig. 16. Comparison of EPVA and local EVA results. (a) PDF of local EVA
in spring. (b) Return levels, with their 90% error bounds for EPVA and local
EVA in spring.

Fig. 17. Comparison of EPVA and local EVA results. (a) PDF of local EVA
in autumn. (b) Return levels, with their 90% error bounds for EPVA and local
EVA in autumn.

Figs. 14–17(a) illustrate the PDFs of local EVA at different time

intervals based on the data from a local PV site. It can be seen

that, compared with the results of EPVA, the modeled PDFs of

a local EVA are not well fit to the data, which is mainly due to

the less extreme data from an individual PV site. Figs. 14–17(b)

give the comparison results of return levels in January, July,

spring, and autumn, respectively. It can be seen that, compared

with the local EVA, EPVA has a narrower width of the 90% error

bounds, especially when the return period increases, indicating

higher accuracy.

VI. CONCLUSION

This paper presents an EPVA approach to evaluating the ex-

treme PV power in any region and at any time interval for electric

utilities. K-means clustering is developed to divide the whole
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territory into k clusters, such that PV systems in the same clus-

ter have similar behaviors in their ECFs and can be combined

to provide more extreme data for the purpose of EVA. Based

on the combined data, EVA is subsequently used to obtain the

distributions of PV ECFs. Compared with the local EVA, EPVA

achieves more accurate estimates. As an outcome of this re-

search, the method is to be further developed as a powerful

tool for system planning, operation, and distributed energy re-

source integration. EVA in any region and at any time interval is

particularly useful for reliability and resiliency monitoring and

extreme power forecasting.

The remaining problems of this method include: 1) Each PV

site and its closest weather site still have a certain distance,

making the weather conditions from the weather site different

from those at the PV site. This can be solved by increasing

the resolution of weather sites. 2) For some utilities with small

territories, k-means clustering may not be very useful, as the

variation of weather conditions is small. In this case, there is no

need to divide the territory into k clusters since all the PV sites

within the territory have similar weather conditions, and thus

similar ECF behaviors.
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