A VARIATIONAL FORMULA FOR RISK-SENSITIVE
CONTROL OF DIFFUSIONS IN R
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Abstract. We address the variational problem for the generalized principal eigenvalue on R% of
linear and semilinear elliptic operators associated with nondegenerate diffusions controlled through
the drift. We establish the Collatz—Wielandt formula for potentials that vanish at infinity under
minimal hypotheses, and also for general potentials under blanket geometric ergodicity assumptions.
We also present associated results having the flavor of a refined maximum principle.
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1. Introduction. Since the seminal work of Donsker and Varadhan [13, 14], a
lot of effort has been devoted to variational characterizations of principal eigenvalues
of elliptic operators. More recently, the work of Berestycki, Nirenberg, and Varad-
han [7] opened up the study of generalized eigenvalues in unbounded domains (see
also [9]), while advances in nonlinear Perron—Frobenius theory [15, 16] made possible
the extension of the classical Collatz—Wielandt formula for the Perron—Frobenius ei-
genvalue of irreducible nonnegative matrices to more abstract settings. See also [17,
Chapter 3] for a Collatz—Wielandt formula for symmetric second-order operators in
bounded domains.

The motivation for this work is the infinite horizon risk-sensitive control problem
on the entire domain, which seeks to minimize the asymptotic growth rate of the
expected “exponential of integral” cost, and which, under suitable assumptions, co-
incides with the generalized principal eigenvalue of the associated semilinear elliptic
operator (for some recent results see [1, 3]). Recall the celebrated formula of Donsker
and Varadhan: for a uniformly elliptic nondivergence form operator £ on a smooth
bounded domain D C R%, the principal eigenvalue A1 (£, D) can be expressed as

by
M(L,D) = sup inf / #(z) wu(dx),
peC2+(D) LEP(D) JD o(z)

where P(D) denotes the set of Borel probability measures on D, and C%%(D) the
space of positive functions in C2(D) N C(D). Taking the supremum over measures,
followed by the infimum over the function space, also results in equality, and this
forms an extension of the classical Collatz—Wielandt formula. For versions of this
formula for nonlinear operators on a bounded domain see [6, 18].

The Collatz—Wielandt formula for a reflected controlled diffusion on a bounded
domain has been studied in [5] with the aid of nonlinear versions of the Krein—-Rutman
theorem. Establishing this min-max formula over R? is quite challenging not only due
to the lack of compactness but also because the generalized principal eigenvalue of
an operator does not enjoy all the structural properties of eigenvalues over bounded
domains. We take a different approach which is based on the stochastic representation
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of principal eigenfunctions to obtain several variational formulations of the principal
eigenvalues. For potentials that vanish at infinity, we exhibit the Collatz—Wielandt
formula under minimal assumptions (see Theorem 2.6). For more general potentials,
we impose blanket geometric ergodicity assumptions to handle the lack of compactness
(see Assumptions 2.9 and 2.10) and establish the formula in Theorem 2.13. We
then continue with two results in the flavor of a refined maximum principle (see
Theorems 2.15 and 2.16) and conclude the study with some characterizations of the
generalized principal eigenvalue (Theorems 2.17 to 2.19). The proofs of these results
are in section 3.

We would also like to mention the recent work in [2] which studies the maximiza-
tion of the risk-sensitive average reward on the whole space, without employing any
blanket ergodicity assumptions. The approach in [2] leads to a concave maximization
problem, which is quite different from the “sup—inf” and “inf-sup” formulas in the
current paper.

2. Assumptions and main results.

2.1. The controlled diffusion model. Consider a controlled diffusion process
X = {X;, t > 0} which takes values in the d-dimensional Euclidean space R? and is
governed by the It6 equation

(21) dXt = b(Xt,Ut) dt + U(Xt) th

All random processes in (2.1) live in a complete probability space (Q,F,P). The
process W is a d-dimensional standard Wiener process independent of the initial
condition Xy. The control process U takes values in a compact, metrizable set U, and
Ui(w) is jointly measurable in (t,w) € [0,00) x Q. The set il of admissible controls
consists of the control processes U that are nonanticipative: for s < t, Wy — Wy is
independent of

§s = the completion of Nysso{Xo,U,, W,, r <y} relative to (§,P).

We impose the following standard assumptions on the drift b and the diffusion
matrix o to guarantee existence and uniqueness of solutions.
(A1) Local Lipschitz continuity: The functions b: R? x U — R? and o: R? — R4*4
are continuous and satisfy

b(z,u) = by, w)| + [lo(z) = o(y)| < Crlz -yl  Vz,yecBr, Vuel,

for some constant Cr > 0 depending on R > 0.
(A2) Affine growth condition: For some Cy > 0, we have

sup (b(z,u),z)* + [|o(z)]*> < Co(1 + |z|?) Vo ecRY.
u€lU

(A3) Nondegeneracy: For each R > 0, it holds that

d
> a(2)6& > CRlEP Va € Bg,
ij=1
and for all £ = (&1,...,&q)" € RY, where a = Jo0".
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It is well known that under (A1)-(A3), for any admissible control there exists
a unique solution of (2.1) [4, Theorem 2.2.4]. We define the family of operators
L, : C?(RY) — C(RY), where u € U plays the role of a parameter, by

Lof(x) = a"(x)d;;f(x) + b (x,u) dif(x), welU, recR?.

Here we adopt the notation 9; = a and 0;; = am 81 fori,5 € {1,...,d}, and we
often use the standard summation rule that repeated subscrlpts and Superscripts are
summed from 1 through d. Let ¢(x,u) be a function in C'(R? x U, R) that is locally
Lipschitz in 2 uniformly with respect to v € U and is bounded below in R%. We
consider the following semilinear operator:

(22)  Gf(w) = a¥(a) By f(x) + min [b'(w,0) 0:f (2) + el w) ()], @ € RY.

We remark that as far as the results of the paper are concerned, local Lipschitz
continuity of « — ¢(x,u) may be relaxed to local Holder continuity.

2.2. Statements of the main results.. Let D be a smooth bounded domain.
Without any loss of generality we assume that 0 € D. The principal eigenvalue of G
with Dirichlet boundary condition is defined as follows:

Ap(G) = inf{\: 3¢y € C(D)NC*(D), ¥ >0in D,

(2.3)
satisfying Gy — M) < 0 in D} .

It is then known from [18, Theorem 1.1] that there exists a unique ¥ = ¥p €
C(D)N C?(D) with ¥(0) =1, ¥ > 0 in D, which satisfies

(2.4) GU = Ap(G)¥ inD, ¥=0 ondD.

By C%*(D) we denote the set of functions in C?(D) N C(D) that are positive in D,
and C27(D) denotes the collection of functions in C**(D) that vanish on dD. Our
first result establishes a Collatz—Wielandt formula for Ap. The representation (2.6)
below can also be found in [6], where it plays a crucial role in obtaining necessary and
sufficient conditions for the solvability of certain Dirichlet problems.

THEOREM 2.1. Let D C R? be a smooth bounded domain. Then

g¢
2.5 A = f
( ) D(g) weCSBE(D) Hel%;l(D) D w
(2.6) = inf sup gw

YeC*»+(D) pep(D) JD 7/)

where P(A) denotes the set of all Borel probability measures on the set A.

Remark 2.2. The function space C5' (D) in the representation formula (2.5) can-
not, in general, be enlarged to C%* (D). To see this consider any smooth domain D
strictly containing D. Let A\; = Ap, be the Dirichlet principal eigenvalue of G in Dy,
and let Uy denote the corresponding (positive) principal eigenfunction. It is known
that A\; > Ap(G) [18, Remark 3]. Take ¢y = ¥ + ¥;. Then by the concavity of G, we
have

g¢ . MU+ Ap(G)T

inf > min ———— >\
weP(D) Jp w - D U, + v b
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Our next goal is to establish a similar characterization for the generalized principal
eigenvalue of G in R?. To begin with, we consider the uncontrolled problem. In this
case, we have a linear operator of the form

(2.7) Lf(z) = a"(z) 0i; f(z) + bi(z) 0 f () + c(z)f(z), zeR.

Here, we assume that b, ¢ are locally bounded, Borel measurable functions, and that
a is continuous and satisfies (A3). We recall the definition of the principal eigenvalue
of £ from [9], denoted as X*(L).

X(L) = inf {A € R: F¢p € Wpl(RY), ¢ >0,

(28) loc .
satisfying L1 — A\ <0 a.e. in R } .
Note the analogy between (2.3) and (2.8).
We start by showing that if £ has smooth coefficients, and \*(£) < oo, then

(2.9) (L) = inf sup LY dge.

YeCH(RY) ep(ray Jre Y
This is essentially in (1.12)—(1.13) of [7]. We can prove this from the definition of
X*(L) and the existence of an eigenfunction, or we can use the following argument. If
not, then there exist ¢» € C>*(R?) and € > 0 such that £¢ < (X*(£) — €)1 on R™
Let A,, denote the principal eigenvalue of £ in B,,, and choose n large enough so that
An > X (L) — €. With 4, denoting the principal eigenfunction on B,, we have

Scaling v so that it touches 1, at some point from above, and applying the strong
maximum principle, we obtain ¢ = 1,, on B,,, which is not possible since ,, vanishes
on JB,,. The analogous result holds for the semilinear operator G.

We next show that the Collatz—Wielandt formula in (2.5) does not hold, in general,
for X*(£). Consider the generalized eigenvalues A’ (£) and A\”’(£) defined by

N(L) = sup {A € R: Iy € WRH(RY) N L¥(RY), ¢ > 0,
satisfying L1 — A\ > 0 a.e. in Rd} ,

N'(L) = inf {)\ € R: 3 € Whl(RY), inf ¥ >0,
satisfying £ — A < 0 a.e. in Rd} .

It is known that, in general, X*(£) < X (£) (see [9, Theorem 1.7]). But this inequality
might be strict [8].

Ezample 2.3. We borrow this example from [8]. Consider the operator L¢ =
¢ — ¢, with d = 1. If ¢ € L*>(R) satisfies L¢) — Ay > 0, then applying the Ito—
Krylov formula we obtain ¢(z) < e *||¢)|» for all ¢ > 0. Taking logarithms, it
follows that A < 0. On the other hand, for v» = 1 we have L1y = 0, and therefore we
obtain

sup inf %du >0=N(L).

YeC?H(R) HEPR) Jr ¥
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For R > 0, with ¢r(x) = cos(557) exp(5), we have

1

Lorp = <

72 .
1 + W)¢R in [-R,R].

Using [8, Proposition 3.1] we deduce that X*(£) = limp_,o0 —(§ + 75z) = —3. Thus
we obtain

X(L) < sup inf LY d

M.
¢€C§’+(R) peEP(R) R 'll)

In analogy to (2.8) we define the principal eigenvalue on R? of the semilinear
operator G as follows
X(G) = inf {A e R: 3y € C*(R?), v >0,

(2.10) )
satisfying Gy — Aip < 0 a.e. in R?}.

As in the case of the linear operator, we have the following characterization of the
principal eigenvalue for the semilinear operator.

LEMMA 2.4. Let A\, be the principal eigenvalue of G in By, i.e., for some positive
v, € C?(B,)NC(B,) we have
gV, =\9v, mB,, V¥,=0 ondB,.

Then lim,, o0 A = A*(G).

Proof. In view of (2.3), we note that A\, < A\,41 for all n. By the definition
in (2.10) we have A, < A*(G). Thus, lim, ;0 Ay = A < X*(G). Using a standard
argument of elliptic PDEs, we can find a positive ® € C2(R?) satisfying

See, for instance, [1, 10]. By (2.10), we then have X*(G) < \. Therefore, lim,,_s o A, =

X (G). O
Next, consider the extremal operator H defined by
(2.11) Hf(z) = a"(x)d; f(x) + max [0 (2, ) 8 f (x) + c(x, u) f ()] -

This operator corresponds to the maximization problem of the risk-sensitive ergodic
average. The principal eigenvalue Ap(#H) is defined in the same fashion as in (2.3).
We show that (2.6) holds for the operator H with the “inf” and “sup” in reverse
order. This result is also used in Theorem 2.6 below.

THEOREM 2.5. Let Ap(H) be the Dirichlet principal eigenvalue of H, where D is
a bounded smooth domain or R%. Then we have
Hi)

2.12 su inf —du = Ap(H).
(2.12) uePFD) vecx+(D) Jp ¢ : p(#)

We return to the operators £ and G to state the main results. Note that the
process associated with the operator £ in Example 2.3 is transient. Our first result
establishes a Collatz—Wielandt formula for X*(£), when the underlying process is
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recurrent, and ¢ is bounded. We let C;'(R?) :== C;f (RY) N C2(R?), where G} (R?)
denotes the set of positive bounded functlons on R%. Also, C**(R?) denotes the class
of positive functions in C2?(R?).

THEOREM 2.6. Consider the linear operator L in (2.7), and assume that b and ¢
are locally Hélder continuous, and c is a function that vanishes at infinity. Suppose
that the process X is recurrent. Then, if X*(£) > 0, we have

L
(L) = sup inf £ d

IZJGCE’Jr(]Rd) veP(RY) JRra w
L

(2.13) = inf sup i dv
YeCTT(RY) veP(RY) a P
L

= sup inf Ly dv
veP(RY) peCHt(Ra) ‘P

In general, i.e., independent of the sign of X*(L), (2.13) holds if we replace Cg’Jr(Rd)
with C*+(R?) in the second and third equalities. Moreover, the first equality also holds
for X<(£) < 0. The analogous result for the first two equalities holds for the semilinear
operator G in (2.2), provided that sup(, )epe xu ¢(z,u) = 0 as n — oo, and under
the assumption that the process X is recurrent under any stationary Markov control.

Given a set A, the first exit time from A is denoted by

T(A) = inf{t >0: X, ¢ A}.
For the first hitting time to the ball B, we use the abbreviated notation T, = T(Bg).
We also let T, .= 1(B,).
Remark 2.7. Suppose X*(£) < 0, ¢ € Cy(R?), a and b are bounded, and the
diffusion is geometrically ergodic. Then there is no ¢ € C’2 +(Rd) satisfying

Ly L
sup dp = sup— < 0.
pEP(RY) JR4 (0 (0

Otherwise, we would have L1 4+ 26¢ < 0 for some § > 0. Applying Itd’s formula and
the fact lim|;|_ o c(z) = 0 we obtain

P(z) > E, [eﬁ"z/}(Xfr)] for large enough r.

But the right-hand side is unbounded, resulting in ¥ being unbounded. This contra-
dicts the fact ¢ € CE’J“(Rd). Thus in this case

L
(L) < inf sup w
veCy T (®Y) peP(Re) JRY w

On the other hand, if X is null-recurrent and ¢ € Co(R?), then X\*(£) cannot be
nonzero if the principal eigenfunction is bounded. For if ¥* is bounded, then applying
1t6’s formula it is easy to see that

E, [/OT(C(Xt)\I/*(Xt) = X(L)T* (X)) dt} =0.

Note that infge ¥* > 0 by [1, Lemma 2.1}, since X*(£) < 0. Now divide both sides by
T and let T' — oo to assert that X*(£) = 0.
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Remark 2.8. Theorem 2.6 offers a variational formula for the principal eigenvalue
in the spirit of [14]. If we define Lo f(x) = a¥(z) 9;; f(z) + b*(z) 0; f (z), and the rate
function

vy
Lfd,/’

I = — inf
®) fecglﬂm re f

then

A(L) = sup (/ c(x) v(dr) —I(Z/)) .

veP(R4) \JRd

Assumption 2.9. The following hold:

(i) There exist an inf-compact function ¢ € C(R?), and a positive function V €
W2’d(Rd), satisfying infra V > 0, such that

loc

sup L,V < kil — €V in R
uclU
for some constant k1 and a compact set K.
(ii) The function x — B€(x) — maxy,ecy c(x, u) is inf-compact for some 8 € (0, 1).

As noted in [3], Assumption 2.9 does not hold for diffusions with bounded a, and
b. Therefore, to treat this case, we consider an alternate set of conditions.

Assumption 2.10. The following hold:
(i) There exist a positive function V € Wi;g(Rd), satisfying infgaV > 0, and a
constant v > 0 such that

(2.14) sup L,V < kil —~+V in R?
uelU
for some constant k1 and a compact set K.
(i) lle™[loo + Hmsup),) 0o maxyey c(z, u) < 7.

The eigenvalue A*(G) in (2.10) represents the optimal risk-sensitive ergodic cost
[1, 3, 10, 11]. In order to define this control problem, we need to introduce some
additional notation. For an admissible control U, the risk-sensitive criterion is defined
as

1 T
e ~inf i 2 oo EY [of: c(XS,Us)ds:| .
(U) = inf msup 7 log R, |eh
The optimal value is defined as A* = infyey E(U).

Notation 2.11. For a continuous function g : R — (0, 00) which is bounded be-
low away from 0, we let O(g) denote the space of continuous functions f: RY — R

satisfying sup,cpa “; E;; | < o0, and 0(g) its subset consisting of those functions which
satisfy limsupp_, o Sup,cpe |§Ei§| =0.

We borrow the following result from [3].

THEOREM 2.12 ([3, Theorem 4.1]). Suppose that either Assumption 2.9 or 2.10
holds. Then A* = X(G), and for some function ®* € C*+(RY) N O(VP), for some
B € (0,1), we have

(2.15) Go*(x) = Znelurjl [L.@*(z) + c(z,u)®*(2)] = X (G)®*(z), zeR™.
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In addition, we have the following:
(i) Any measurable selector v.: R* — U from the minimizer of (2.15) is an
optimal Markov control with respect to the risk-sensitive criterion.
(ii) The function ®* has the stochastic representation

(216)  @7(x) = B [l XN @ g (x )] Vae By,

for any r > 0.
(43) ®* is the unique (up to a multiplicative constant) positive solution of (2.15)
in C2(RY).

Proof. For the proof of this and related statements we refer the reader to [3,
Theorems 4.1-4.3]. We provide a short proof of the fact that ®* € O(V?) for the
convenience of the reader. We consider Assumption 2.10. Choose r large enough so
that for some suitable 8 € (0,1) we have max,cy c(z,u) < By for x € BE. Without
loss of generality we may assume K C B,. From the proof of [3, Theorem 4.2] it
follows that for z € By we have

*(x) = BV [efo“<c<xs,v(xs>>—x*<9))ds o (X+ )} 7
which in turn, gives (since X*(G) = A* > 0)
®*(z) < EY [P % (X4 )} < E {eﬁr(qﬁ(xu ))I/B]B < max = | (v(a))”
>~ T T >~ T T, =~ a5, ,Vﬁ )

where in the last inequality we use (2.14). The proof under Assumption 2.9 is exactly
analogous. ]
We next state the Collatz—Wielandt formula for X*(G).

THEOREM 2.13. Grant either Assumption 2.9 or 2.10. Then

(2.17) X(G) = sup inf g—wdu
e+ (R)No(V) HEPRY) Jra Y

2.18 = inf sup g—wd .

(2.18) 1

YECHH(RY) pep(rd) Jra Y

Remark 2.14. The class of test functions ¢ in the representation (2.17) cannot,
in general, be enlarged to C**(R%). For a linear operator £, it is known from [9,
Theorem 1.4] (see also Theorem 2.18 below) that, for any A > X*(L), there exists
U € 0%+ (R?) satisfying

LU =\,
Thus we obtain
L
sup inf / —wd,u = 00.
peC2+(Rd) HEPR?) JRd P

The proof of Theorem 2.13 gives us the following maximum principle for the
semilinear operator G in R%. This should be compared with [9, Theorem 1.6].

THEOREM 2.15. Let either Assumption 2.9 or 2.10 hold. Let ¢ € C*(R?) N o(V)
satisfy Go — X(G)p > 0 in RY, and ¢(x¢) > 0 for some xo € RL. Then o = k®* for
some Kk > 0.
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The following theorem could be seen as a refined maximum principle in R%.

THEOREM 2.16. Let either Assumption 2.9 or 2.10 hold. Also suppose that X*(G) <
0. Then for any ¢ € C*(RY) No(V) satisfying Ge > 0 in R we have either ¢ < 0 or
© =0 in R?,

The next result provides another characterization of X*(G).

THEOREM 2.17. Under either Assumption 2.9 or 2.10, we have
X(G) = M'(G) = inf{/\ €R: 3 e C*(R), infy >0,
satisfying G — M) <0 a.e. in Rd} .

We next prove the existence of infinitely many generalized eigenvalues for the

semilinear operator G. For the linear operator £, it has been recently shown in [9,
Theorem 1.4] that for any A > \*(£) there exists a positive ¥ € W>*(R?) satisfying

loc
LU = AU, Our next result is in the same spirit but for the semilinear operator G.

THEOREM 2.18. For any A > X*(G) there exists a positive ® € C*(RY) satisfying
GP, = AP, inR%

It is straightforward to show that we have an analogous version of all the preceding
results for H (see (2.11)). Let X*(#) be the corresponding principal eigenvalue defined
as in (2.10). It is clear from the definition that X*(G) < X*(H). We present the
following result. A similar result is known for Dirichlet problems in bounded domains
[18, Theorem 1.8].

THEOREM 2.19. Let either Assumption 2.9 or 2.10 hold, and suppose X*(G) <
X(H). Then, for any XA € (X(G), X(H)), there exists no nontrivial solution of Go —
Ap = 0 for some ¢ € C2(RY) No(V).

3. Proofs. We begin with the proof of Theorem 2.1. Let us point out that we use
several results from [18], which deals with operators that are convex in (V21), V), ).
Since G is concave in (V21), Vi, 1)), we can apply the results of [18] with suitable
modification.

Proof of Theorem 2.1. Throughout the proof, we let Ap = Ap(G). We claim that
for any ¢ € gt (D) we have

e
. — < .
(3.1) 1%f o S AD
Arguing by contradiction, suppose that for some A > Ap it holds that
Gy

Thus we have

Gy >XM inD, ¥v>0 inD, ¥v=0 ondD.

Then ¢ = t¥ for some ¢ > 0 by [18, Theorem 1.2], where ¥ denotes the principal
eigenvector in (2.4). This implies that G¥ > AW, thus leading to a contradiction, and
establishing the claim in (3.1).
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By (3.1), we obtain

sup inf / gdj du = sup  inf g—w < Ap.

vecns (D) ueP(D yec2+(p) DU T

On the other hand, choosing ¥ as a test function, we have from (2.4) that
\I!
sup /gwd > i /g w = Ap.
PEC2H( MEP(D) MEP D)

This proves (2.5).
Now we consider (2.6). We clearly have

inf /gwdu< sup /—d,u:)\p.

YeC>+(D) uep D) peP(D)

To get the opposite inequality, we apply the characterization in (2.3). Note that it
follows from (2.3) that for any ¢ € C*% (D) we have supy, % > Ap, and hence

inf sup / gw = inf sup g—w > Ap.

YeC>+(D) ,eP(D) peC>H(D) p Y

This establishes (2.6) and completes the proof. |

Remark 3.1. Equations (2.5) and (2.6) hold for a more general class of operators.
More precisely, if G(V?, Vi),1),x) is a general nonlinear elliptic operator that is
concave in the first three arguments and satisfies the assumptions (Hp)—(Hz) in [18],
we still have a Collatz—Wielandt formula for the eigenvalue Ap. The proof follows
from the arguments in the proof of Theorem 2.1. In particular, if we consider the
operator

G(V2, Vi, ¢, ) = a' (x) By (x) + b (2) Dip() + (),

where b, and ¢ are bounded Borel measurable functions, and a is continuous and
satisfies (A3), then we have the Collatz—Wielandt representation in (2.5)-(2.6) for its
principal eigenvalue.

Proof of Theorem 2.5. Using the eigenvalue equation for H, analogous to (2.4),
it is easily seen that

sup inf / %du < Ap(H).
D

peP(D) YECH(D)

To show the reverse inequality we consider a smooth domain D,, € D. Define H as

Hp = Ho) + (Vib,aVe)) .
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Note that ¢ € C?(D) — H1 is convex. Therefore,

sup inf / Hw W > sup inf ”Ht/}

peP(D) WECHH(D peP (D) vec+ (o) Jp 1/)

= sup inf /Hz/}d,u

nEP(D,) VO (D)

3.2 = inf su /7% d
(3:2) e o) #GP(I; Ydp
w

sup

inf
wGCZ (D) per(D,) /D w

= inf max — ,
weC* (D) Dy ¢
where in the third line we used Sion’s minimax theorem [19]. In view of [18, Theo-
rem 1.1] we have

max ¥ > Ap,(H) V¢ eC>T(D),

D, ¥

and therefore, combining with (3.2), we obtain

sup inf > Ap, (H).
LeP(D) $EC2+(D)

Now let n — oo so that D,, T D, and use the fact Ap, (H) — Ap(#H) [18, Proposi-
tion 4.10] to deduce that

sup inf / @du > Ap(H),
p ¥

peP(D) WECH(D)

thus establishing (2.12). |

Proof of Theorem 2.6. We distinguish two cases. First, suppose that A*(£) > 0.
In this case we claim that the principal eigenfunction ®* is bounded. For this, we
argue as follows. The principal eigenfunction is obtained as a limit of the Dirichlet
principal eigenfunction over balls. Again, if (A, ¥,,) is the principal eigenpair in
B,,(0), then it follows from [3, Lemma 2.2] that

(@) = B, [T 20, (X ) 1, x| @€ B\ BEO).

for any n > r > 0. Since A, — X*(£), and ¢ vanishes at infinity, it follows that for
some large enough r and ng € N, we have sup,cpe c(z) — A, < 0 for all n > no.
This shows that supg_ W, = supg ¥, for all n > ng. Thus, the limit of ¥, is also
bounded, proving the claim.

Therefore, we have

LYy
= sup inf —

ML) <
( ) a ’LZJGCZ Jr(Rd) HEP(R?) JRra w

>

Suppose ¢ € Cy T (R?) satisfies L1 — (X*(L) 4 €)y > 0 for some € > 0. Let 7 > 0
be such that sup,cpe c(x) < X*(£) +e. It is fairly straightforward to show that ¢
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satisfies
B(a) < By o CODX @0y (x, )] Vo€ By
Indeed, since
E, |efo " (e(Xe) =N (£)=e) dsw*(XTR)]l{rRar}} < [¢]loe Pa(tr < T, Ve B,

it follows that this quantity tends to 0 as R — oc.

Thus C®* > 9 for some positive constant C, and this is clearly impossible by the
strong maximum principle. It follows that \*(£) = \*.

On the other hand, as shown in (2.9), we have

(3.3) N(L) = X = inf sup —du,
YeC2 T (RY) uep(rRd) JrRd ¥

and the proof of Theorem 2.5 gives us

L
(3.4) A(L) = sup inf —wdu.
peP(RY) peC2t(R) Jra P

Next, suppose that A*(£) = 0. Note that by definition we have

sup  inf £Y < N(L).

peo(ra) B
Again by [9, Theorem 1.9 (iii)] we have X*(£) = X' (£) = 0. This gives us

Y
sup inf / —wdu < 0.
$eC>T (RY) peP®RY) Jra P

Since A'(£) = 0, then by definition, for any ¢ > 0, there exists ¢ € C§’+(Rd) satisfying
L) > —erp, which implies that
Ly

— > —c.

()
Thus

inf / %d,u > —¢,
]Rd

HEP(R) (0

and since € > 0 is arbitrary, we obtain
L1

sup inf —dp = 0.
PpeC? (Ra) p€P(RY) Jra

Lastly, consider the case A*(£) < 0. Then it is easy to show that ®* is bounded
away from 0. Hence X*(£) = X'(£). By (A1)—(A3) and [9, Theorem 1.7 (iii)], we
have A’(£) > N(L). Since X*(L£) = A'(L), we have X*(£) > N (L), which implies
that A*(£) > X*. On the other hand, we have \* > X*(£) [9, Theorem 1.7 (ii)]. Thus
N = (L),



A VARIATIONAL FORMULA FOR RISK-SENSITIVE CONTROL 13

We leave it to the reader to verify that (3.3) and (3.4) hold if we replace C7" (R?)
with C2*(R9), and that this is also true in the case A*(£) > 0.

It remains to consider G. Suppose X*(G) > 0. As before, the corresponding
principal eigenfunction is bounded. Therefore, the second equality follows from the
proof of (2.9). Moreover,

M(G) < sup inf g—wdy.
wEC§’+(Rd) peEP(RT) Rd 1/}

Let v, be a minimizing selector of

and recall that the associated process is recurrent. Then, denoting the corresponding
generator by £,, and applying the previous result, we note that

Lo
A(G) = X(Ly.) =2 sup inf Jdﬂ
pec>t (re) HEPRY) JRd P
> sup inf gv dp.

¢€C§'+(Rd) peP(RT) R4 ,l/)

Combining, we have

X(G) = sup inf gv dp.

IZ)ECE’Jr(Rd) peP(RY) Jrd w
This completes the proof. 0
We need the following lemma for the proofs of Theorems 2.13 and 2.15.
LEMMA 3.2. Grant Assumption 2.9 or Assumption 2.10. Suppose that the func-
tion ¢ € Wf{;g’+(Rd) No(V) satisfies
(3.5) Loh+ c(z,v(x)y > M a.e in R

for some Markov control v, and A € R. Then there exists ro > 0 not depending on 1)
such that

(3.6) W(z) < B efo“(c(xg,v(xs))—x)dsw(}(%T)} forx € BE,

for allr > ro. In addition, if (3.5) holds with equality, then we have equality in (3.6).

Proof. We only consider the case of Assumption 2.9. The proof under Assump-
tion 2.10 is completely analogous. Choose r large enough so that max,cy(c(x,u) —
A) < {(z)in B¢ and K C B,. For any R > r > 0, we have

(3 7) z/)(m) S EZ efo"T(C(Xs,U(Xs))_A)dS w(X"Vrr)Il{"i'r<TR}:|
' YR [eJ’J%(XS,v(XS))—A) S (X ) 2o |
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We first estimate the limit of the second term of (3.7) as R — oo.

EY [efOTR(C(Xs,’U(Xs))*)\) ds w(XTR)ﬂ{’f¢>TR}:|

IA

|"/}| R C gy U — S
(%13;? ) e [efo (e(Xo 0(X2))—A) d V(XTR)]I{mTR}}

IN

(3.8) || -
v Ry(Xs)ds
O e R T

IN

(max le)\7(3;) — 0,

oBr V R—00

where in the last line we use the fact that ¢ € o(V). Thus, letting R — oo in (3.7),
and using the monotone convergence theorem, we obtain (3.6). The last sentence is
evident from (3.7) and (3.8). This completes the proof. |

We continue with the proof of Theorem 2.13.

Proof of Theorem 2.13. Throughout this proof X* = X*(G). Since ®* € O(V?) by
Theorem 2.12, it follows that

(3.9) < sup inf g—wd,u.
e+ (RI)No(V) HEPRY) Jra O

We claim that for any 1 € C%*(R9) N o(V) we have

(3.10) iﬂgdf %/} < N\

Indeed, suppose to the contrary that for some A > X* it holds that

. gi_
1H£1df T = \.

This implies that
Gy—Mp >0 inR?.

Let v, be a measurable selector of the HJB in Theorem 2.12. To simplify the notation
we let ¢y, (z) == ¢(z,v.(z)). Then we have

(3.11) Lo+ (co, = A)p > 0.

By Lemma 3.2 and Theorem 2.12 we have

(3.12) Pl@) < By [l Ny x )] ae B,
and
(3.13) o*(z) = E> [efo“@v*(xs)***)ds @*(Xfr)], € BE,

respectively. Let k = maxy_ %. Then from (3.12) and (3.13) we see that ¢ < k®*
in RY, and for some |xo| < r we have ¢(z¢) — k®*(z9) = 0. Since

Ly, "+ (¢, — XN)P* =0,
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using (3.11) we obtain
Lo, (k®* =) = (cp, = X) " (k®* —1p) <0 inR?.

It follows by the strong maximum principle that k®* = 4, and this contradicts (3.11)
since A > X*. This proves (3.10).

Now using (3.10) we obtain
gy

u < sup inf == < X\

. Gy
sup inf L du <
YeC2+([RA)No(V) KEPRY) Jra YeCz+ (RN (V) R

Hence, using (3.9) we obtain (2.17) .
From (2.10) it is easily seen that

sup g¢ > X\ for any ¢ € C2T(RY),

Re P

and therefore

sup g¢ dp > X for any ¢ € C*H(RY).

neP(R?) JRE
This gives us

inf sup g—w dp > X

1,/1602’+(Rd) ,U.E'P(Rd) Rd

Now choosing ¢ = ®* in the above display, we get equality, which proves (2.18). 0O

The function space used in the representation (2.17) can be extended to Ay =
C?** (R NO(V), provided we impose certain assumptions on the Lyapunov function
V. This is the subject of the following theorem.

THEOREM 3.3. Suppose that any one of the following is true.
(a) Assumption 2.9 (i) holds with an inf-compact function V and the function

(VV(2), a(x)VV) _ max c(x,u) is inf-compact.

T ) S g Vi)

(b) Assumption 2.10 holds with an inf-compact function V and

lim (VV(z),a(z)VV) _

Then we have

. Gy
XN(G) = sup inf —d
©) pedy nEPRY) Jp ¢ a

Proof. From [3, Theorems 4.1 and 4.2] we note that parts (i)—(ii) of Theorem 2.12
hold under the above assumptions. Using (2.16) it is easily seen that ®* € O(V). Now
define

(VV(z),a(x)VV)
V2(x)log V(x)

V= ViegV and ¢ := (—
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Then an easy calculation gives

max L.V < ki1(log V) — £V + kil — £V + %(V\ZaV\?)
ue

< fi(m}gx V+ 1)1;( — .

Therefore, V can be used as a new Lyapunov function pay-off function ‘. Again, V

being inf-compact, we have O(V) C o(V). Hence for any function 1 satisfying (3.11)
the estimate in (3.12) holds. Then rest of the proof follows from Theorem 2.13. 0O

The proof of Theorem 2.15, which follows, uses an argument similar to the one
used in the proof of Theorem 2.13.

Proof of Theorem 2.15. It is given that ¢(x¢) > 0. Without loss of generality we
may assume that 29 = 0 and ¢ > 0 in Bs(0) for some § > 0. Choose a stable optimal
Markov policy v, from (2.15) as in the proof of Theorem 2.13. By Lemma 3.2 we have
the stochastic representation in (3.12) for all large enough r > 0. Let £ = maxp_ %-
Note that x > 0 since ¢ > 0 in Bs(0). It now follows from (2.16) and (3.12) that
¢ < k®* in RY, and for some yy € B, we have ¢(yy) = x®*(yo). Combining the
inequalities

Ly, @ + (cp, =X (G))@* =0 and Ly, o+ (co, — X (G))p > 0,

we obtain

Lo, (6" — ) — (co. — X(G)) (kD" —¢) < 0 inR™.

Therefore, k®* = ¢ in R? by the strong maximum principle. This completes the
proof. 0

We continue with the proof of Theorem 2.16.

Proof of Theorem 2.16. To the contrary, suppose that ¢(z) > 0. Without loss of
generality we may assume that o = 0 and ¢ > 0 in Bs(0) for some § > 0. Choosing
an optimal stable control v., we deduce, as in the proof of Theorem 2.15, that for
some positive K we have k®* — ¢ > 0 and the minimum value 0 is attained at some
some point go. Denote § = —Z-. An easy calculation gives

L,. €+ (b+2aV(log®*),VE) + X (G)E > 0, inR?.

Note that £ < 1 and £(yo) = 1. Thus by the strong maximum principle we have £ = 1,
implying that ¢ = k®*. But this is not possible as X*(G) < 0. Hence we must have
¢ < 0. The result follows by another application of the strong maximum principle. O

To prove Theorem 2.17 we first consider an eigenvalue problem for a perturbed
c. For Assumption 2.9, we define

1
em(z,u) = c(z,u)+ —L(x) forz eRY m>1.
m

For Assumption 2.10 and m > 1, we consider a smooth function (,,: R — [0,1],
satisfying (,,,(#) = 1 in By, and (,(z) = 0 in By, |, and define

(3.14) em(zyu) = Cn(x)e(z,u) + (1 — Gn(x)) ((5 + lim sup max c(z7u)> ,

|z]—so0  UE
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where 0 is small enough to satisfy
d < v—|lc" ||oo — limsup max c(z,u).
|z| =00 uel
Then, following an argument similar to [12, Lemmas 3.4 and 3.5], we can establish

the following.

LEMMA 3.4. Grant either Assumption 2.9 or 2.10. Then there exists a unique
U* € C?F(RY) with infga U, > 0, satisfying

G W;,(2) = 0¥ (@) 0,50}, (@) + min [B (@, ) 0,0}, (2) + e (@, ) U}, ()]
= X (Gm) P75 (z) Vz e Re.
In addition, we have
. e 1 Ul ST em(Xe,Us)ds
A (Gm) = inf h;njip 7 logE; [e } ;
and X(Gm) — X(G) as m — oo.

We are now ready to prove Theorem 2.17.
Proof of Theorem 2.17. Let

N'(G) = inf {)\ £ € C*(RY), infy > 0, satisfying G — M < 0 ac. in Rd} .
R [

It then follows from (2.10) that X*(G) < X’(G). On the other hand, note that ¢ < ¢,,
for all m large, where ¢, is the function in (3.14). Thus, using Lemma 3.4, we obtain

GUX — X (Gp)¥:, < 0 inRY, iﬂgdf Ur >0.

Therefore, \"(G) < X*(G,,) for all m, and letting m — oo we obtain A*(G) = \’(G).
This concludes the proof. 0
Next, we present the proof of Theorem 2.18.

Proof of Theorem 2.18. Since the existence of a solution is known when A =
X(G), we only consider the case A > X(G). Recall A\, from Lemma 2.4. Since
lim, 00 A = A*(G), we have A > A, for all n. For each n, let f,, be a nonzero,
nonnegative function supported in Bj,4+1 \ B,. Note that the principal eigenvalue of
G — A, in the sense of (2.3), is A*(G) — A < 0. Therefore, by [18, Theorem 1.9], there
exists a unique ¢, € C?(B,11) N C(B,11) satisfying

(3.15) Gon —App = —fn InBpyr and 9, =0 on dB,1.

Moreover, ¢, > 0. Let v, be a measurable selector of (3.15), i.e.,

aij(:ﬂ) Oijon + b (:c, vn(x)) 0o + (c(x, vp(x)) — )\)SDn = —fn in Bpy1.
Applying It6’s formula, we obtain

tATp 41

on(z) = E» {e fo (e(Xaron (X)) =N ds XWM)]

tATp41
+ EYr [/ eJo (e(Xrvn (X)) =) dr fn(Xs)ds
0
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for all ¢ > 0 and « € B,4;1. Since f,, = 0, this in particular, implies that ¢, > 0 in
B, +1. We normalize ¢, (0) = 1 by scaling f,, and applying Harnack’s inequality to
(3.15), we deduce that for any compact set K we can find a constant Cx such that

lonllwer(x)y < Crx  Vn sufficiently large and p € (1,00) .

It is then standard to find a ¥ € Wi;g(]Rd), p > 1, such that ¢, — ¥ weakly in
W24(R?) and strongly in CL*(R?) for some a € (0,1). Therefore, we can pass to the

loc loc
limit in (3.15) to obtain

GU =AU inRY and ¥ >0.

Using standard regularity theory from elliptic PDEs we assert that ¥ € C2(R?). This
completes the proof. ]

We conclude this section with the proof of Theorem 2.19.

Proof of Theorem 2.19. Let v be a measurable selector from the minimizer of
Go — Ap = 0. Since X € (X*(G), X*(H)), Lemma 3.2 asserts that ¢ has the stochastic
representation in (3.6) with v = ¢. Indeed, if ¢ is bounded we have

lim sup (max c(x,u) — )\) < limsup max c(z,u) — X*(G)

|z|—o0 \UEU |z| =00 UE

< limsup max c(z,u) + [ [|oo < 7.
|| 200 uEU

In turn, the proof of Theorem 2.15 shows that either ¢ < 0 or ¢ = 0. But the first
option implies that H(—¢) — A(—¢) = 0 which contradicts the definition of X*(H) in
(2.10). Hence ¢ = 0. d
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