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The rest of the paper is organized as follows: In Section II,

we discuss related work. Section III describes next-generation

ICS requirements, and our Panacea’s Cloud solution com-

ponents that utilize hierarchical cloud-fog platform capabil-

ities for communication in disaster incident coordination.

Section IV presents our experimental evaluation results that

show benefits and issues of our solution approach. Section V

concludes the paper.

II. RELATED WORK

Earlier works such as WIISARD [5] proposed a system

for response units to improve medical care of victims in

disasters scenarios. Personal digital assistants that have wire-

less capability are integrated with electronic medical record

software to replace paper triage tags to log patient information.

An Intelligent Transportation System that includes Vehicular

Ad hoc Networks (VANETs), and mobile cloud computing

resources is presented in [6]. This intelligent system is able

to gather information from multiple sources and locations,

including the scene of an incident, and to suggest effective

strategies and decisions that can be propagated to vehicles

(such as ambulances) and other entities in real-time. The

systems in these works are comparable to Panacea’s Cloud

with regards to their intelligent dashboards located in the edge

cloud. Our Panacea’s Dashboard design is novel in the sense

that it enables real-time communication using a hierarchical

cloud-fog platform, and orchestrates core cloud resources

to execute optimization algorithms for incident response re-

source allocation, and decision making (e.g., ambulance rout-

ing to scene, medical supply replenishment). Moreover, our

Panacea’s Cloud addresses some of the key drawbacks for

information aggregation in disaster networks identified by

authors in recent works such as [7] and [8], where they provide

a comprehensive analysis of contemporary efforts to address

mobile cloud management of disasters.

Recent works such as DIORAMA [9] have similar aims

as our Panacea’s Cloud work to solve problems of medical

triage during mass casualty incidents. The DIORAMA system

collects spatiotemporal data to create visual analytics of patient

and resource locations and their status, and also features a map

interface that supports a set of tools for incident commander

communications. Unlike our work, the DIORAMA does not

reap the benefits of using an ad hoc wireless network and a

cloud-fog platform when traditional infrastructure is affected

during a disaster occurrence. Instead, it relies on an intact tra-

ditional infrastructure of cell and radio towers for its Android

smartphone and tablet applications to interact with active RFID

readers and tags to transmit information.

Our work is also closely related to the AID-N effort [10]

conducted in 2008, where technologies such as electronic

triage tags, web-portals, wearable vital sign sensors, legacy

hand-held interface devices, and regular teleconferencing were

used to enable collaboration between emergency response

personnel. However, the data collection was conducted in

an offline manner through physical device synchronization.

In contrast to this and other common ICS systems such as

Intermedix [4], our Panacea’s Cloud can help responders com-

municate with networked wearable HUDs and to view patient

and supply status using virtual beacons at the disaster scene in

real-time using a hierarchical cloud-fog platform. Further, our

work also addresses another important issue identified in [11]

that poorly designed user interfaces to provide situation aware-

ness may cause obstacles for incident commanders tracking

first responders across geographic locations with an ICS. Our

data collection and analysis methods allows for creation of

interactive maps within familiar ICS layouts that have been

shown to help ICs to make quick decisions [12].

III. PANACEA’S CLOUD SOLUTION

In this section, we first describe the requirements for

effective coordination between the incident commander and

responders at a disaster scene. Following this, we describe

the system architecture and software design, along with the

developed components in our hierarchical cloud-fog solution,

including a wireless mesh network communication protocol,

use of HUDs, virtual beacons, and Panacea’s Dashboard.

These components create the fog infrastructure at the edge

network, and are integrated with the core cloud computation

resources to run complex optimization algorithms to effec-

tively meet the ICS needs of disaster medical triage and

resource allocation decision making.

A. Disaster Scene Response Requirements

A typical ICS structure is mainly comprised of the Incident

Commander who instructs three subgroups: the Logistics Sec-

tion Chief, the Planning Section Chief, and the Medical Branch

Director. These staff also have authority over various other

support personnel that are allocated to particular incidents

initiated within the ICS. When an incident occurs, a prior

template is used to register the incident, and appropriate

staff personnel associated with the template are automatically

notified to respond. As responders arrive at the scenes and

conduct relief activities, information is passed from these

scenes to the heads of the subgroups, and then up to the

Incident Commander to interpret and provide more instruction

and deploy additional resources (e.g., ambulances, medical

supplies, domain experts). Such a personnel organization

ensures that the Incident Commander receives all necessary

information and has situational awareness to appropriately

respond to the various events at the incident scenes at all times.

We recently conducted an online survey in collaboration

with EMS1 media website [14] to: (a) obtain a general sense

of the scale of disaster incidents in recent times to guide the

work of this paper, and (b) gauge the pain points in technol-

ogy requirements for effective disaster response. The survey

attracted 1,746 responses from a population that included a

majority of first responders. Survey summary indicated that

60% of disaster incidents range from 5-to-30 triage patients.

In addition, 35% of the responders viewed communication in

general (including communication with Incident Commander)

as the major pain point in the response during a mass ca-

sualty incident; 46% of the responders expressed the lack of

information or necessary resources (again can be attributed

to communication challenges) as the other major pain point.

Further, 70% admitted that handheld radio communication was

the most frequently used technology to track patients and care

for patients during a mass casualty incident, and only 15%

had the capability for live tracking of care status.
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with over 10 participants who could serve as Incident Com-

manders in a real disaster incident event case. Participant in-

clusion criteria were: range of job experiences, specialization,

experience in using digital systems, and experience in handling

mass emergency situations. In the following, we discuss the

results obtained from user studies and controlled experiments

with the Panacea’s Cloud hardware/software components, and

point out the benefits of our Panacea’s Cloud platform.

1) Dashboard Cloud-Fog Placement Evaluation: Our first

set of experiments compared different architectures for the

Dashboard placement in the hierarchical cloud-fog setup. We

evaluated the usability when the Dashboard was placed in

either the edge or cloud and studied issues that affect end-

users’ perception of the system and their decision whether to

use the system or not. When the Dashboard was placed in a

remote core cloud server instance in Amazon Web Services,

human subject participants experienced intermittent difficulties

in accessing the various Dashboard features during the testing

in cases where the network connection between the core cloud

and the fog infrastructure was emulated to be not resilient

and adequately provisioned in terms of end-to-end available

bandwidth. However, the participants experienced increased

accessibility and unanimously preferred a hierarchical cloud-

fog setup where the Panacea’s Cloud Dashboard functionality

is located in the fog infrastructure. Although there is improved

accessibility and preference in the fog placement case owing to

the benefits of reduced latency than a cloud placement case,

the participants noted that energy sources and computation

resource capacity at the edge may be limited. Moreover, they

expressed a preference of a hierarchical cloud-fog setup when

a high scale of data handling is needed. Specifically, they

noted the importance of cloud-fog resource orchestration and

traffic prioritization in a disaster network for delegation of data

analytics tasks arising from geographically-distributed fogs in

simultaneously occurring multiple incident response scenarios

(as illustrated in Figure 2).

2) Dashboard Usability Evaluation: To analyze the

Panacea’s Dashboard related: (a) task completion success

(effectiveness), and (b) task completion times (efficiency),

we conducted an extensive eye tracking study with the 10

participants mentioned above. The usability evaluation sce-

nario focused on a Tornado disaster incident. Task 1 required

participants to become familiar with Panacea’s Cloud features

and share their initial impressions. Task 2 focused on the

role of the physician at the University Hospital. The scenario

presented a situation in which a tornado caused the roof to

collapse in a nearby area. The instruction was “You want

to communicate with paramedics in the field and survey the

emergency situation. Please check the current status of the

incident”. Then, users needed to find the paramedics at a

specific location (Task 3) and coordinate with them to answer

the following questions (Task 4) “How many injured are at

the Hall?” and “Who needs immediate treatment?” They were

asked to add patient information into the system. Task 5

informed the paramedics that one patient had a change in

her health condition, and users were asked to make changes

(such as change the patient’s condition from ‘delayed’ to

‘immediate’). Task 6 focused on the report to the Director

of the hospital (e.g., the number of patients that needed

immediate attention in the nearby area).

Our results from the data analysis showed that the partic-

ipants hit a 90% effectiveness rate in completing the tasks

successfully with a hierarchical cloud-fog platform. The av-

erage time to complete pre-defined tasks was 24:03 minutes

including 5:55 minutes to get familiar with the system as first

time users. Participants stayed mostly on the index page and

focused mainly on the interactive map followed by video feed

page to communicate with the paramedic. Specifically, the

interactive map was the feature on which users focused the

most, and their focus levels were followed by the legend of

markers and the left menu bar.

B. Performance Evaluation of Panacea’s Cloud Platform

1) Heads-Up Display Heat Evaluation: One of the chal-

lenges of wearable technologies has long been recognized as

heating issues that may affect user experience and could cause

harm due to skin burns. Hence, we evaluated the Recon Jet

used as the HUD by the paramedics, and we measured the

temperature differences of this device activity at the beginning

for the next half an hour sampled after each 5 minutes as

shown in Figure 6a. We observed that the Recon Jet starts with

75 degrees Fahrenheit initially and escalated to 102 degrees

Fahrenheit after 25 minutes. Note that we are using the Recon

Jet released to consumers early in summer of 2015. Neverthe-

less, our results demonstrate that heating issues are the major

challenge when used for audio and video communications,

and that requires developing suitable engineering solutions that

help in countering the undesired effects on users through heat

management schemes, e.g., in the communication protocols

and computation orchestration with cloud-fog resources.

2) HUD-to-VirtualBeacon Communication Evaluation:

Making sure the HUDs can find the virtual beacons in the

disaster scene is important to satisfactorily track status of pa-

tients, paramedics and medical supplies. Hence, we measured

the connectivity between Recon Jet (HUD) and the virtual

beacons. We found that the maximum distance from the virtual

beacons to the HUD is 11.38± 0.48 meters. Hence, if we put

the virtual beacons closer to the HUD, it is easier for the HUDs

to find the virtual beacons. If the distance between the HUDs

and the virtual beacons is closer to the maximum, it will take

more time for the HUDs to find these virtual beacons due

to a higher probability of a disconnection. Such an observed

virtual beacons detection behavior of the HUD are due to the

following trade-off: the shorter the distance between the HUD

and virtual beacons, the stronger is the signal of these virtual

beacons. For example, if we put virtual beacons within 10%

of the maximum distance from the HUD, the virtual beacon’s

signal strength is −81.51 ± 1.17 dB. However, if we put

virtual beacons within 50% of the maximum distance from

the HUD, the beacons signal strength is now −95.1± 0.9 dB.

Finally, if we put virtual beacons within 90% of the maximum

distance from the HUD, the virtual beacons signal strength is

−102.1± 0.5 dB.

3) HUD-to-Router Communication Evaluation: Having a

stable audio and video session connection between the Incident

Commander and Responders’ HUD is crucial during triage

coordination in the fog infrastructure. To this end, we mea-

sured the connectivity between Recon Jet (HUD) and wireless

routers in a wide open area hosting a fog infrastructure. The
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Fig. 6: (a) Recon Jet heat experiment results. The cumulative distribution function (CDF) of: (b) the HUD-to-router connection throughput; the router-to-router
connection throughput, i.e., TCP (c) throughput and (d) Round-Trip Time (RTT).

results obtained from our connectivity experiments are shown

in Figure 6b. We found that the maximum distance for the

communication between a router and the HUD is 145 ± 29

meters. We then performed a video streaming experiment from

the 10%, 50% and 90% of the maximum distance between

the HUD and the router. Based on our experiment results

(see Figure 6b), we can see how the connection throughput

degrades with the distance increase. That translates in a

low quality video communication between the HUD and the

Panacea’s Dashboard. Thus, the effectiveness of patients triage

can also decrease.
4) Router-to-Router Communication Evaluation: For rea-

sons similar to the previous experiment scenario, we con-

ducted a router-to-router communication evaluation. Based

on our result, the maximum distance for the router-to-router

communication is 674 ± 38 meters, which means that our

wireless mesh network is a scalable solution, e.g., we can cover

several city blocks with a few routers. In the router-to-router

experiment scenario, we perform the 100 MB file transferring

over TCP protocol using Linux SCP tool from the 10%,

50% and 90% of the maximum distance between the routers.

Figures 6c and 6d illustrate obtained results: we again see how

the connection throughput, i.e., TCP throughput and Round-

Trip Time (RTT), degrades with the increased distance factor.

Moreover, it can even lead to disconnections, e.g., 60% of

the time the routers were disconnected when transferring data

from a location that was 90% of the maximum distance. Based

on our experiment results, besides scalability we conclude

that lower throughput leads to a lower quality of the video

communication, and higher RTT leads to a higher command

response time.

V. CONCLUSION

In this paper, we described our hierarchical cloud based

real-time Panacea’s Cloud platform that provides augmented

reality benefits regardless of any physical network infrastruc-

ture available in the surrounding environment. We described

how our solution can operate with minimal human interaction

through integration of a standardized Incident Command Sys-

tem (ICS) with smart devices such as heads-up displays, virtual

beacons, and wireless mesh network elements. Our solution

adopts a hierarchical cloud-fog paradigm that allows for: (a)

orchestration of real-time video feeds between the Incident

Commander and Responders wearing HUDs, (b) dynamic real-

time tracking and replenishment of medical supply levels,

patient as well as responder status, paramedic and patient

locations and (c) highly-integrated intelligent dashboard pro-

viding visual situational awareness. Research questions ad-

dressed in this work relate to the design consideration of

a next-generation ICS that can be used for responding to

simultaneously occurring multiple incidents via a synchronous

geolocation service, and a map interface with intuitive symbols

and analytics of large data sets of incident scenes.
Through an extensive usability evaluation and controlled

platform experiments, we showed the benefits of the hi-

erarchical cloud-fog platform in terms of ease-of-use and

effectiveness for an Incident Commander. Future work is to

integrate software-defined networking principles for disaster-

incident response scenarios in the hierarchical cloud-fog plat-

form communications to handle media-rich datasets.
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