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Instrumental Divergence and the
Value of Control

Prachi Mistry & Mimi Liljeholm

A critical aspectofflexible choiceisthatalternative actionsyield distinct consequences:Only when
availableaction alternatives produce distinct outcome states does discrimination and selection
between actions allow an agent to flexibly obtain the currently most desired outcome. Here,we use
instrumental divergence -the degreeto which alternative actionsdiffer with respect to their outcome
probability distributions-asan index of flexible instrumental control, and assessthe influence ofthis
novel decision variable on choice preference.In Experiment L when other decision variables,such as
expected value and outcome entropy, were held constant,wefound asignificant preferencefor high
instrumental divergence.In Experiment 2,weused an "auto- vs.self*play"manipulationtoeliminate
outcome diversity as a source of behavioral preferences,and to contrast flexible instrumental control
with the complete absence of voluntary choice. Our results suggest that flexible instrumental control
overdecisionoutcomesmay haveintrinsicvalue.

Theability to exert flexible control over ong environmentisacentral feature of adaptive decision-making. One
critical aspect of flexible choice is that alternative actions yield distinct consequences:|fall available action alter-
natives have identical, or similar, outcome distributions, such that selecting one action over another does not
significantly alter the probability of any given outcome state, an agent's ability to exert flexible control over its
environment is considerably impaired.Conversely,when available action alternativesproduce distinct outcome
states,discriminationandselectionbetween actionsallowstheagentto flexibly obtainthe currently most desired
outcome.Notably,since subjective outcome utilitiesoften change from one moment to the next (e.g.,due to sen-
sorysatiety), flexible instrumental controlis essential for reward maximization and,assuch, may have intrinsic
value.Here,weuse instrumental divergence -the degree to which alternative actionsdiffer with respect to their
outcome probability distributions -as an index of flexible control, and assess the influence of this novel decision
variable onbehavioral choice preference.

Formal theories of goal-directed control postulate thatthe agent generates a. "cognitive map" of stochastic
relationships between actions and states such that, for each action in a given state, a probability distribution is
specified over possible outcome states. These transition probabilities are then combined with current estimates of
outcomeutilitiesinorder to generate action values - the basis of goal-directed choice' 2. The separate estimation
and "on-the-fly"combination of outcome probabilities and outcome utilitiesoffersadaptive advantage over more
automatic action selection,which uses cached values based on reinforcement history' There are,however, situa-
tions in which goal-directed computations do notyield greater flexibility.

Asanillustration,consider the scenario in Fig.la,which shows two available actions, Al and A2, with bars rep-
resenting the transition probabilities of each action into three potential outcome states, 01,02 and 03.Here, the
goal-directed approach prescribes that the agent retrieves each transition probability, estimates the current utility
of each outcome, computes the product of each utility and associated probability, sums across the resulting value
distribution for each action and,finally, compares the two action values' Of course,given equivalent costs, actions
thathave identical outcome distributions,asin Fig. la,will inevitably have the samevalue, eliminating the need for
resource-intensive goal-directed computations. However,critically,this lackofinstrumental divergence alsoelimi-
natesthepower of choice:selecting Alover A2, orviceversa,doesnotaltertheprobability ofany givenoutcomestate.
Now consider the scenarioin Fig. Ib,in which the probability distribution of A2 has been reversed across the
three outcomes,yielding high instrumental divergence.Note that,ifthe utilities of Ol and 03are the same, the two
actionsstillhave thesame expected value.Likewise,outcome entropy -the uncertainty about whichoutcome willbe
obtained given performance ofaparticular action -isthe samefor both actions. Inspiteofthisequivalence,the two
actions in Fig. Ib clearly differ.To appreciate the significance of this difference,imagine that 01and 03represent
food and water respectively,and that youjust had a large meal without a dropto drink. Chances are that your desire
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Figure 1. Probability distributions over three potential outcomes (01,02 &03) for two available actions (A1
& A2)acrosswhich instrumental divergence -the difference between outcome probability distributions - is
zero(a)orhigh (b).
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Figure2. Task illustration showing the choice screen atthe beginningof ablock (top), and the choice
screen (middle) and feedback screen (bottom) from atrialwithin a block.

for 03is greater than that for O1at thatparticular moment. However, a few hours .later, you may be hungry again
and, having had all the water you want, now have a preference for 01. Unlike the scenario illustrated in Fig. la,
the high instrumental divergence afforded by action outcome contingencies in Fig. Iballows you to produce the
currently desired outcome as preferences change, by switching between actions. Thus, instrumental divergence can
serve as ameasure of agency -the greater the divergence between available actions, the greater the degree of flexible
instrumental control Here,to assessabehavioral preference for flexiblecontrol, we useanovel paradigm inwhich
participants choose between environments with either high orlow instrumental divergence.

Experiment 1

Method. Participants. Twenty-four undergraduates at the University of California, Irvine ( 19 females;mean
age=20.42 £ 1.77) participated in the study for course credit. All participants gave informed consent and the
Institutional Review Board of the University of California, Irvine, approved the study. All aspectsof the study
conformedtotheguidelines ofthe2013 WMA Declaration of Helsinki.

Task and Procedure. The task isillustrated in Fig.2.At the start of the experiment, participants were instructed
that they would assume the role of a gambler in a casino, playing a set of four slot machines (i.e.actions, respec-
tively labeled Al-A4) that would yield three different colored tokens (blue, green and red), each worth a particular
amount of money,with different probabilities. They were further told that, in each of several blocks, they would be
required to first select a "room" in which only two slot machines were available, and that they would be restricted
to playing on those two machines on subsequent trials within that block. Recall that instrumental divergence is a
measure of the difference between actions with respect to their outcome probability distributions. Consequently,
a preference for high instrumental divergence can only be assessed ifeach option contains at least two action
alternatives. Here, the instrumental divergence of available slot machines differed across room options. The
measure of interest, thus, was the decision at the beginning of each block (top of Fig. 2), between a high - versus
low-divergence room.|fflexible control, defined as high instrumental divergence, has intrinsic value, participants
should prefer the high -divergence room, other things (e.g.,expected monetary values and outcome entropy)
being equal. To ensure that each room choice was consequential, participants were restricted to gambling on the
slot machinesavailable in the selected room for the duration of that block.
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Wewere primarily interested in assessing a preference for high instrumental divergence when other decision
variables were held constant. Thus,inthe majority of blocks,identical monetary pay-offs were associated with high-
andlow-divergence rooms.However,wealsoincluded subsets ofblocks in which monetary pay-offs differed across
rooms,in either the same or opposite direction of instrumental divergence:These additional blocks served to con-
firm that participants in our task were sensitive to differences in expected monetary value,allowing us to interpret
their performance in terms of conventional theories of reinforcement learning and economic choice.Note that,
when instrumental divergence and expected monetary pay-offs differ in the same direction across rooms, both
variables predict selection of the sameroom (i.e.,that with greater divergence and a greater monetary pay-off),in an
additive fashion.In contrast, when these two variables differ in opposite directions,so that the room with the greater
monetary pay-off is that with Jower instrumental divergence,they compete for control of behavior (i.e., the greater
monetary pay-off is pitted against the value of high instrumental divergence).Consequently,we predicted that par-
ticipants would be more likely to select theroom with a greater expected monetary pay-off when thatroom was also
associated withhigh instrumental divergence than when itwasassociated with low iinstrumental divergence.

Recallthatitis becausethesubjectiveutility ofagiven outcome may change from one momenttothenext(e.g,you
may crave chocolate and then sate yourself on it,the value ofa stock might increase one day and plummet the next)
that flexible instrumental control is essential forreward maximization. Returning to thescenarioillustrated in Fig. Lif
the utilities of 01and 03were identical and fixed,the high instrumental divergence afforded by the probability distri-
butionsinFig. Ibwouldbe oflittleconsequence. Ontheother hand, ifthe utilities of01and 03 fluctuated, sothat01
was sometimes worth more and other times less than 03,the high instrumental divergence in Fig. b would allow an
agentto maximize utility byswitchingbetween Aland A2 according to current preferences.Here, to motivate theuse
of instrumental divergence as adecision variable,we simulate dynamic fluctuations in outcome utilitiesby changing
themonetary valuesassignedtothedifferenttokensatvariouspoints throughout the experiment.

Decisionvariables. Ourmeasure of interest wasthedecision madeatthebeginning ofeachblock,between two
gamblingrooms (i.e., action pairs;seetop of Fig.2) that differed in terms of instrumental divergence and,some-
times,expected value.We formalize the instrumental divergence of a gambling room as the Jensen-Shannon (JS)
divergence’ ofthe token probability distributions for the two actions available in thatroom.Let P,and P,be the
respectivetokenprobability distributions forthetwoactionsavailableinagamblingroom (e.g.,Aland A2),let0
bethesetofpossible token outcomes (i.e,red, greenandblue),and P (o) the probability ofaparticular (e.g.,red)
token outcome,o. The instrumental divergence of a gambling room is defined as:

ID = lz log
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Thus, instrumental divergence isthe mean logarithmic,symmetrized, differencebetween outcome probabilities for
alternative actions.Note that, while we are comparing only two available actions, this divergence measure can be gen-
eralized to anyfinite number of probability distributions’ allowing for acomparison of many more action alternatives.
Note also that instrumental divergence isdefined here with respect to the sensory-specific (ie.,colors)rather than moti-
vational (i.e,monetary) features of token outcomes,allowing for a clear dissociation of divergence and expected value.
Wedefined the expected value ofaroom as the sum over the products of outwme probabilities and outcome
utilitiesgiven a particular action,summed over the two actions available in the room:

EV=2:1:P<ola)u(o)
aeAoeO (2)

where 4 isthe setofactions available inaroom (e.g,Al and A2),0is,again,the setof possible token outcomes,
p (ola) isthe probability of a particular token outcome o conditional on a particular action a,and u(0) isthe utility
(i.e,monetary value) of outcome o.

Finally,an important decision variable frequently shown to influence instrumental choice isthe variability, or
entropy,of outcome states4-6, which isgreatest when the probability distribution over outcomes is uniform. Given
theactionsavailableinaroom,where A, Oandp (o/a) aredefined asabove, andp (a,0) isthejoint probability of
actiona and outcome o, the outcome entropy ofthatroomisdefined as:

H=-2"1:p(a,o)log p (ola)
aeAoeO (3)

We did not manipulate the entropy of gambling rooms but define it here in order to specify that it was held
constant across all room options throughout the task, at 0.88 bits (where a bitis the unit of information for log-
arithmic base 2, used in both equations 1and3).Thisallows us to eliminate outcome entropy as asource of any
observed preference for one room over another.

Choice scenarios. In this section we outline the assignment of conditional probabilities and reward magnitudes to
token outcomes,the pairing,given those assignments, of actions in high- versus low-divergence rooms and the com-
bination ofroomsinto choicescenarios. Theconstruction of choice scenarios issummarized in Table 1. Weused
two distinct probability distributions over the three possible token outcomes: (0.7,0.3,0.0and 00,0.3,0.7]. The
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Choice
Token Outcomes Rooms scenarios

blue green red High Div. Zero Div. avs.e | dvs.e
Al & A2 0.0 0.7 0.3 a.Al &A3 e. Al &Al avs.f | dvs.f
A3& A4 0.7 0.0 0.3 b.A2 & A4 f.A3& A4 bvs.e | avs.b
Balanced S2 S2 $1 c. Al &A4 bvs.f | evs.f
Unbalanced 1 ST S2 $3 dA2&A3 cvs.e
Unbalanced 2 S2 SI $3 cvs.f

Table 1. Token probabilities and reward distributions ,gambling rooms and choice scenarios in Experiment
1.The top two rows in the 2nd column indicate the probability of each colored token given either ofthe actions
listed to the left; the bottom three rows indicate the monetary value ofeach token in balanced and unbalanced
blocks.The third column shows the pair ofactions available in each room,and the fourth column the combination
ofrooms into choice scenarios.

assignment of outcome distributions to actions was such that two of the actions shared one distribution,while the
other two actions shared the other distribution. These assignments were counterbalanced across subjects,such that,
forhalfofthesubjects, Al & A2 shared onedistribution and A3 & A4 shared adifferentdistribution (asin Table I).
For theremair!ing subjects, Al & A3 shared one distribution and A2 & A4 shared the other (thus, contrary to the
schemein Table 1,for these participants,zero-divergence rooms contained Al & A3 or A2 & A4).Inboth groups,
thisyielded alow (zero) instrumental divergence for rooms in which the two available actions shared the sameprob-
ability distribution (asin Fig.1a), and a high (0.7bits) instrumental divergence for rooms in which available actions
had different outcome probability distributions (as in Fig. 1b). The four actions were combined into six pairs (Le.,
rooms),which were in turn combined into 10two-alternative choice scenarios (as that shown in top of Fig.2). For 8
ofthesescenarios, divergence differed acrossthetwo rooms, and each ofthese 8 scenarios were repeated 2 to Stimes,
depending on expected value constraints discussed below, in random order across 28 blocks. For completeness,we
also included two choice scenarios inwhich divergence was either equally low or equally high forboth rooms.Each
suchscenario wasrepeated 4 times and distributed randomly among the other 28 blocks, yielding a total of 36blocks.
Each block consisted of 6 trials in which participants chose between the two actions in the selected room, for a total
of 216trials.

Inthe majority ofblocks,thereward magnitudes assigned tothe blue, greenand red token respectively ($2,
$2 and $1)yielded identical expected values for all actions.However,we also used token-reward assignments that
yielded differences in expected value across rooms.Thus, intwo subsets of blocks, the relative token values were
suchthat the expected value of the zero-divergence room was either greater ($2.30) or lesser ($1.60) than that of the
high-divergence room ($1.95). Transitions between token-reward assignments occurred every 3-5blocks (every
4th block on average),were explicitly announced,and always occurred after the participant had already committed
to aparticular room ina given block. We refer to blocks in which expected value was constant across rooms as bal-
anced (B).Blocks in which expected value differed acrossrooms in the opposite direction of divergence arereferred
to as "unbalanced opposite"(UBO) and those in which expected value differed acmss rooms in the same direction
asdivergence as"unbalanced same" (UBS).For filler blocks, in which the two rooms had the same divergence, high
or low, expected value was always balanced across rooms. For critical blocks,in which divergence differed across
therooms, 12 were B,8 were UBO and 8 were UBS, with the order of B,UBO and UBS blocks counterbalanced
across participants. Note that all monetary rewards were fictive,and that participants were instructed at the begin-
ning of the study that they would notreceive any actual money upon completing the study.

Pre-training on action-tokenprobabilities . Before starting the gambling task participants were given a practice session
inorder tolearn the probabilities with which each action produced the different colored tokens.Toavoid biasing par-
ticipants towards any particular reward distribution,no values were printed on the tokens in the practice session.To
ensureequal sampling, each action was presented individually on 10 consecutive trials, with tokens occurring exactly
according to their programmed probabilities (Le.,ifthe action produced green tokens with a probability of 0.3, the
green token would bedelivered on exactly 3ofthe 10trials). Following 10trialswitha givenaction,participants rated
the probability with which thataction produced each colored token onascale from 0to 1.0with 0. lincrements. Ifthe
ratingofany outcome probability deviated from the programmed probability by more than 02 points, the same action
was presented foranother 10trials,and this process repeated until all rated probabilities were within 02 points of pro-
grammed probabilities forthataction. Afterreceiving trair!ing on,and providingratings for,each action, participants
wererequired toratethe outcome probabilities forall fouractions in sequence;ifthe rating ofany probability deviated
fromtheprogrammed probability by more than 0.2points,the entire practice sessionwasrepeated.

Results. Pre-training on action-tokenprobabilities . Participants required on average 2.17(SD=1.17) ses-
sions of practice on the action-token probabilities.Mean probability ratings,obtained right before and right after
the gambling phase,are showninthe top tworowsof Table 2.0Onaverage, rated probabilities were very close to
programmed ones, both prior to gambling,and immediately following the gambling phase.

A prefer encefor high instrumental divergence. The mean proportions of high-divergence over zero-divergence
choices,forB,UBO and UBSblocks,areshowninFig.3a.Ourprimary hypothesis was that,when both expected
valueand outcome entropy were held constant acrossrooms (Le., in Balanced blocks), participants would pre-
fer the room with high instrumental divergence. Planned comparisons confirmed this prediction:For blocks
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07 0.0 0.3

Exp.1 Before | 0.70+002 000+0.02 0.30+0.02
After 0.64+0.16 004+0.15 0.31+0.09
Exp.2 Before | 069002 000+0.02 0.30+0.03
After 0.64+0.16 005+0.16 0.32+0.09

Table2. Mean ratings of token probabilities followingpre-training, for programmed probabilities of 0.7,
0.0and 0.3,0obtained beforeand after gambling, in Experiments land2.
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Figure3. Mean choice proportions in Experiments 1and 2. Dashed lines indicate chance performance. Error
bars=SEM. (a) Mean proportions of high- over zero-divergence choices, for blocks in which expected values
were identical across high- and low-divergence options (Balanced),blocks in which expected values differed
across options in the same direction as divergence (Unbalanced same) and blocks in which expected values
differed in the opposite direction of divergence (Unbalanced opposite), in Experiment 1.(b) Mean proportions of
high- over zero-divergence choices(left) for blocks inwhich the high-divergence option was Auto-play versus
blocks inwhich the high-divergence option was Self-play, and mean proportions of self- over auto-play choices
(right) for blocks in which both options had high-divergence (High-div.) versus blocks in which both options had
zero-divergence (Zero-div.),in Experiment 2.

inwhich instrumental divergence differed acrossrooms, while expected value and outcome entropy were held
constant,the mean proportion of high-divergence over zero-divergence choices was significantly different from
chance, t(23)=5.00,p < 0.001,d= 1.02.Critically, we confirmed that, consistent with programmed reward con-
tingencies for balanced blocks, mean monetary earnings did not differ significantly across high- ($10.84 +0.56)
and zero- ($10.72+0.65) divergence rooms, #(23)=0.53,P=060.

We further hypothesized that there would be a significant effect of expected monetary value, such that the
proportion of high-divergence over zero-divergence choiceswould be greater when expected value differed across
rooms in the same direction asdivergence (Unbalanced same) than when expected value differed in the opposite
direction (UBO).Since monetary rewards were fictive, these conditions provide important criterion checks, con-
firming that participants were sensitive to differences in expected monetary pay-offs.Consistent with a previously
demonstrated correspondence betweenreal and fictive monetary rewards, inboth behavioral choiceand neural
correlates’-%,aplanned comparison revealed that participants'choices were indeed in accordance with expected
monetary rewards: the proportion of high- over zero-divergence choices was signiificantly greater in UBS than in
UBO blocks, t(23) =488 p < 0.001, dz=100.Finally,we predicted that, due to the competing effects of instru-
mental divergenceand expected value, the deviation from chance performance wouldbe greaterin UBS thanin
UBO blocks,an asymmetry that is apparent in Fig. 3a.This prediction was confirmed: in spite of equal differences
in absolute expected value, choice performance deviated significantly from chance when expected value differed
in the same direction as instrumental divergence, t(23) =5.86,p < 0.001, d= 120, but not when expected value
differed in the opposite direction of instrumental divergence, t(23)= 1.61,p=0.121,d=0.34.

Experiment2

The results of Experiment 1confirm that,when given a choice between environments that have either high or zero
instrumental divergence,participants strongly prefer the high-divergence option. We interpret this preference as
reflecting the intrinsic value of flexible instrumental control. Alternatively,however,participants'choices may reflect
apreviously demonstrated tendency to maximize outcome diversity - the perceptual distinctiveness of potential out-
comes1®'11.Although highly related, in that greater instrumental divergence may yield greater outcome diversity,as was
the case in Experiment 1the flexible control afforded by divergence does not follow from outcome diversity.
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In zero-divergences rooms in Experiment 1, illustrated in Fig. la, regardless of which action was selected,
therewasahigh probability ofobtaining 01,alow probability ofobtaining 02 and azero probability ofobtaining
03 (where eachnumbered outcome indicatesa distinctly colored token).Incontrast,in high-divergence rooms,
illustrated in Fig. 1b, participants were able to obtain both 01and 03,aswell as 02, by switching between actions
across trials.Consequently,even when the expected valuesofhigh- and zero-divergence rooms were identical,
asinthemajority ofblocksin Experiment 1,the perceptual diversity ofobtainable outcomes was greaterinhigh-
than in zero-divergence rooms (i.e, three differently colored tokens were obtainable in high-divergence rooms,
butonly twoinzero-divergence rooms).ltis possible, therefore, thatthe preference for high instrumental diver-
gence found in Experiment 1reflects a previously demonstrated preference for greater perceptual diversity among
obtainable outcomeso.'. Now, consider ascenario in which acomputer algorithm choosesbetween the actions
inagivenroom,selectingeachactionequally oftenby alternating acrosstrials. Inthis case,the high-divergence
room would still yield greater outcome diversity than the zero-divergence room;however,in the absence of vol-
untary choice,the high-divergence room no longer yields flexible instrumental control. Indeed,in the absence of
free choice,neither the high- nor zero-divergence condition can be considered instrumental.

Our main hypothesis is that greater instrumental divergence is valuable because it yields greater levels of flex-
ible instrumental control. When the instrumental component is removed, as when a computer selects between
actions while participants passively observe, so is the potential for flexible control. Consequently, we do not
predictanypreference forhigh divergenceroomsinthe absence offree choice. However,acomputeralgorithm
selecting both actions in a room equally often, by alternating across trials, would ensure that the diversity of
obtained outcomesisstill greater in high- than in zero-divergence rooms. Therefore,if choices in Experiment 1
were driven by a desire to maximize outcome diversity, rather than instrumental divergence,similar preferences
should emerge whether the participant or an alternating computer algorithm choose between the actions ina
room.InExperiment 2,we used an "auto-play"option,in which the computer selected between the two actions
available in aroom,to rule out outcome diversity as the source of a preference for :flexible instrumental control.

Method. Participants. Twenty-four undergraduates atthe University of California, Irvine ( 19 females;mean
age=20.42 +2.62) participated in the study for course credit. All participants gave informed consent and the
Institutional Review Board of the University of California, Irvine,approved the study. All aspects of the study
conformed to the guidelines ofthe 2013 WMA Declaration of Helsinki.

Task and Procedure.  Inany givengamblingroominExperiment2,whetherhigh orlowininstrumentaldiver-
gence, acomputer algorithm selectingboth actions equally often,by alternating across trials,would maximize out-
comediversity inthatroom.Consequently,ifthechoice isbetween tworooms withequallevelsofdivergence, where
oneroom isauto-play (the computer chooses between actions intheroom) and the otherisself-play (the participant
chooses between actions in the room),outcome diversity maximization does not predict a preference for either room.
Conversely,ifthe choice isbetween two rooms that differ in terms of divergence,outcome diversity maximization pre-
dictsapreference forthehigh-divergenceroom,sincethatisalsotheoptionwith greateroutcome diversity,whetherit
isassociated with self-play or auto-play.In contrast,according to our hypothesis, that itisthe flexible instrumental con-
trol afforded by high divergence that has intrinsic value,there should be a clear preference for the combination ofhigh
divergence and self-play.Thus, ifchoosing between two high-divergence rooms, one auto-play and the other self-play,
there should be a preference for the self-play room. On the other hand,if choosing between two zero-divergence
rooms, one auto-play and the other self-play, the preference for self-play should be much weaker, or absent,since
zero-divergence rooms do not yield flexible control even under self-play conditions. Likewise,ifchoosing between a
high- and azero-divergence room, apreference for the high-divergence room should onlyemerge ifthat room isassoci-
ated with self-play,since high-divergence rooms donotyield flexible instrumental control under auto-play conditions.
Thetask and procedure were identical to Experiment 1, with the following exceptions:First,in addition to
potentially differing in terms of instrumental divergence and expected monetary value, the two room options
presented atthe beginning of each block differed in terms of whether the participant or acomputer algorithm
selectedbetween thetwoactionsavailableinthechosenroomontrials withintheblock. Atthebeginning ofthe
experiment, participants were instructed that, in each block, they would have the option of playing inaroom
themselves orhaving the computer play forthem. They were further told that,ifthey choose to have the computer
play, the computer would select each available action in the room equally often, by alternating between available
actions across trials (e.g.,ALLA2, Al,A2...).On the choice screen at the onset of each block (top of Fig.2), the
word "auto-play" was always printed below one room and the word "self-play" below the other room,to indicate
whether the participant orthe computer would beplaying inthatroom forthe duration ofthe block.

Sincewe were primarily interested in assessing whether there would be a preference forself-play when choosing
between two high,but not between two zero, divergence rooms, a second difference from Experiment 1was that a
largerproportion ofroom choicesinvolved tworooms thathad the samedivergence (eitherhigh orzero),aswell asthe
sameexpected value,differing only in terms of self-play vs.auto-play.Ifself-play isvalued onlyin high-divergence envi-
ronments, then participants should selectself-playover auto-play when choosing between two high-divergence rooms,
butnotwhen choosing between two zero-divergence rooms.Inaddition,we included several blocks inwhich partici-
pantschoosebetween ahigh-and zero-divergenceroom,with either the high-divergence roomorthe zero-divergence
roombeingtheself-play option. Wepredicted thatthe preference forhigh-divergence, demonstrated in Experiment 1,
would onlyemerge when the high-divergence option was also the self-play option. The remaining blocks were onesin
which both expected value and divergence differed across self- and auto-play options.
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Results

Pre-training on action-token probabilities. Participants required on average 2.08 (SD=093) sessions
ofpractice on the action-token probabilities. Mean probability ratings, obtained before and after the gambling
phase,areshowninthebottomtworowsofTable2.Asin Experiment 1, meanrated probabilities were very close
to programmed ones, both prior to gambling and immediately following the gambling phase.

Does a preference for high divergence depend on self- vs. auto-play? The mean proportions of
high- over zero-divergence choices,when the high-divergence option was self-play versus when it was auto-play,
with expected valuesheld constant across options, areshown on the left in Fig. 3b.Planned comparisons revealed
that, as predicted, participants preferred the high-divergence over the zero-divergence room significantly
more often when the high-divergence room was associated with self-play (and the zero-divergence room with
auto-play) than when the high-divergence room was associated with auto-play (and the zero-divergence room
with self-play), #(23) =2.41,p= 0025, dz=0.49.Indeed,when the high-divergence room was auto-play and the
zero-divergence room was self-play, selection of the high -divergence room did not deviate significantly from
chance, t(23)=0.11,p= 0914,d= 0.02.As in Experiment 1,we confirmed that these differences across options
with identical expected values were not due to unintended differences in monetary earnings:Mean monetary
earnings were the same for high-divergence self-play ($1098+093), high-divergence auto-play ($1083+1.49),
zero-divergence self-play ($11.08+0.94) and zero-divergence auto-play ($10.87+ 1.35) rooms; t< 1.07 and
p>0.30forallpairwise comparisons. For those few blocks in which both divergence and expected value did dif-
fer across self- and auto-play options,in either the same or opposite directions, there was a clear effect of expected
value,such thatthe proportion of high-divergence choiceswas significantly greater when the high-divergence
room was associated with greater expected value, whether it was an auto-play room (mean difference=0.35;
#(23) =3.78p < 0001, dz=0.7]) or a self-play room (mean difference= 0.32, #23) =3.11,P= 0005, dz=063).

Does a preference for self-play depend on divergence? The mean proportions of self-play over
auto-play choices,forblocks in which the divergence ofboth options was eitherhigh Orzero,with expected value held
constant across self- and auto-play options, areshown on the right sideof Fig. 3b. Planned comparisons revealed that
participants preferred self-play over auto-play significantly more often when choosing between two high-divergence
rooms than when choosing between two zero-divergence rooms, #(23)=2.18,p < 0.039,dz=0.45.

Discussion

Weassessed the influence of instrumental divergence -the extent to which actions differ with respect to their
outcome probability distributions - on behavioral preferences in a gambling task. In each round of gambling,
participants chose between two pairs of actions, knowing that they would be restricted to the actions in the
selected pair on subsequent trials inthat round.One pair of actions had high instrumental divergence while the
other pairhad zero divergence. In Experiment 1,we found that,when other decision variables,suchasexpected
value and outcome entropy, were held constant,participants chose the high-divergence option significantly more
often than the zero-divergence option.Moreover, when expected valuesdiffered across options in either the same
oroppositedirectionofdivergence, choiceperformance deviated significantly from chance only when expected
value differed in the same direction as instrumental divergence, suggesting that high-divergence choices were
made atthe expense of monetary gain.In Experiment 2,we used an "auto-vs.self-play"manipulation torule out
outcome diversity as a source of the behavioral preference for high instrumental divergence.

Animportant aspect of subjective utilities is that they tend to fluctuate from one moment to the next: Water
isof great value when one is thirsty, but food is preferable when one is hungry; you may desire a cup of strong
coffee in the morning but prefer a calming cup ofteain the evening;today you may be in the mood to indulge
inadelicious piece of cake, but tomorrow you may have committed to a healthier lifestyle. Indeed, constantly
changing consumer preferences is a topic of intense study in economic and marketing research. As noted, it
isexactly because of such changes in subjective utility that flexible instrumental control is essential for reward
maximization .Here,we have simulated dynamic fluctuations in utilities by sporadically changing the monetary
values assigned to token outcomesthroughout the task. Itis possible that,had the monetary token values instead
remained fixed,the clear preference for high instrumental divergence would have been reduced, or even absent.
On the other hand, since, in the real world, subjective utilities are constantly changing, the preference for high
instrumental divergence might be a stable psychological construct that governs decision-making across dynamic
and staticenvironments. Further research is needed to determine whether dynamic changes in outcome utilities
are necessary forthis preference to emerge.

Another important consideration isthe greater perceptual diversity, or distinctiveness,of token outcomes in our
high-divergence conditions.Inaseriesofstudies, Ayal and Zakay'*asked participants to chooseamong various"bet-
ting poolS, where the perceptual diversity of betting options varied (eg.,rolling the same dice three timesvs. rolling
adice,then spinning aroulette wheel and then drawing a card),while the odds of winning on a givenbet,and the
monetary reward associated with a win, was held constant. They found asignificant preference for the mostpercep-
tually diverse pool and demonstrated a trade-off between utility and diversification,such that the attempt to maxi-
mize outcome diversity ledparticipants to prefer alternatives with lower expected utility (see'! for similar results).In
our Experiment Lthe high-divergence option was also that with the greatest outcome diversity. In Experiment 2,we
used an "auto-vs. self-play"manipulation to dissociate these variables.A particularly interesting aspect of ourresults
isthat,when flexible instrumental control over outcomeswas removed,then sowas the preference for greater out-
come diversity:that is,when the high-divergence (and thus high outcome diversity) option was auto-play, we found
no preference for that option. These results suggest that outcome diversity might derive its apparent value from its
association with flexible instrumental control: when presented in close proximity to conditions with true flexible
control,conditions withrelatively high levels ofoutcomediversity,butwithoutflexible control, losetheir appeal.
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Our self- vs. auto-play manipulation is also related to several recent studiesthat have contrasted conditions
in which participants made voluntary decisions with conditions in which participants were forced to accept a
computer-selected option, demonstratingaclear preference forstimuli associated with free- over forced-choice!2-'
In those studies,the complete absence of choice when a computer makesthe selection canbe likenedto a Pavlovian
scenario,in which outcome statesare signaled by perceptual cues,irrespective of any action taken by the agent. Here,
in contrast, we explore the value of flexible control within the instrumental domain, defining free choice,not in
terms of whether a decisionisvoluntarily made,but in terms of the extent to which such decisions have ameaningful
impact on future states. This distinction between actual and meaningful choice has several important implications:
First, when forced to accept a computer-generated decision,there isa potential discrepancy between the intended
and forced selection that might generate aversive affect. Second, the complete absence of choice might trigger a
reduction in attentiveness or concentration that,in turn,reducessubsequent processing of the valence of obtained
susemesTmnesatysionsshlne frsshlemis RSP EhelRs Rk B aR RS A TLg;
potential sources of a preference for flexible control are all ruled out by the current design. Our results indicate that,
in the absence of me.aningful choice (i.e.,in the zero-divergence condition), the preference for free-choice over a
computer-generated selection (i.e., for self- over auto-play) issignificantly reduced.

An important consequence of assessing levels of flexible instrumental control across voluntary decisions
is that it allows us to consider implications for different action selection strategies. Theories of instrumental
behavior distinguish between goal-directed actions, motivated by the current probability and utility of their
consequences, and habitual actions, which are rigidly and automatically elicited! by the stimulus environment
based on their reinforcement history. Although computationally expensive!””, the on-the-fly construction of
goal-directed action valuesallows for flexible adjustment in the face of changing circumstances.However,when
instrumental divergence islow, or zero, the greater processing cost of goal-directed computations does not yield
the return of flexible control, suggesting that a less resource-intensive, habitual,action selection strategy might
be optimal. Intriguingly, evidence from the rodent literature?.i' suggests that a goal-directed strategy dominates
when alternative actions yield distinct sensory-specific outcomes (i.e.,when instrumental divergence ishigh).
Consistent with such demonstrations, Liljeholm et al.?2 found greater sensitivity to sensory-specific outcome
devaluation - a defining feature of goal-directed performance -when each action alternative yielded a distinct
sensory-specific outcome than when the probability distribution over outcomes was the same across actions.
Further assessment of the role of instrumental divergence in the arbitration between goal-directed and habitual
decision strategiesis an important avenue for future work.

Another phenomenon closely related to our findingsis that of learned helplessness -a lack of exploration, and
failure to exercise instrumental control,following exposure to uncontrollable events. In a classic initial demon-
stration,Seligman and Maier* found that, following exposure to inescapable shock,dogs failed to escape shock
that was infact avoidable. Subsequent studies replicated these findings inthe domain of human problem solving,
showing that participants were less likely to successfully solve anagram problems following pre-treatment with
unsolvable problems®*. More recent research has investigated the role of reward prevalence in reduced explo-
ration following exposure to uncontrollable events?®. The current studies differ from previous work on learned
helplessness in two critical respects:First, rather than differences in exploratory behavior, we are assessing a
behavioral preference for environments with high instrumental divergence, thus evaluating the intrinsicvalue of
flexible instrumental control. Second, even in our zero-divergence conditions, participants were able to obtain
monetary outcomes by performing instrumental actions. In contrast, conventionalinduction oflearned helpless-
ness entails a complete absence of instrumental contingencies.Further work isneeded to determine how degrees
of exploratory behavior scale with differences in instrumental divergence.
stron gy T RS S R B S B N A L e R A B RS SO Y s e o
aberrant experience of voluntary control, or 'sense of agency"appears to be a common characteristic of psychi-
atric illness: Schizophrenic individuals differ from healthy controls both in the degree of intentional binding - a
perceived compression of the time interval between voluntary actions and their consequences -and in reported
self- vs.external attributions of decision outcomes?-33. Although operational definitions of agency and volition
differ substantially across these reports, and while related research suggests that schizophrenic and depressed
individuals may be more fundamentally impaired with respect to goal-directed learning and performance *3°,
the apparent role of instrumental choicein psychopathology suggests that a better understanding of the perceived
value of flexible instrumental control in healthy individuals may be of significant clinical interest.

Finally, at the neural level,previous work has implicated the inferior parietal lobule (IPL) in several aspects of
§§31{1€1e‘rs%°rf'§éié’fr§§§r§§%g’:“Cé‘t‘rddél A comRuaton of instrmental contineeneieedt ot ihe MEbuion of intent,
ically distinct from more caudal areas*.has been shown to be heavily connected to inferior frontal and premotor
cortices*3-46; regions known to play a prominent role in voluntary action selection*’, as well as in self-attribution*®
and the sense of agency4®- Consistent with this functional and structural anatomy, using a simple value-based
decision-making task, Liljeholm et al.*° found that activity in the rostral right IPL scaled with instrumental diver-
gence. However, critically, the task employed by Liljeholm ef a/. did not allow for an assessment of a behavioral
preference for high instrumental divergence nor for investigation of a common neural code for divergence and
reward. Notably,when directly assessing neural activity during anticipation of free choice,Leotti and Delgado '#
found that activity in the ventral striatum, an area frequently implicated in reward anticipation and reward
prediction-errors 3.s%. was greater for a cue that indicated an upcoming free-choice trial than for a cue signaling a
no-choice trial.Further work isneeded to determine how neural representations of the information theoretic,"cog-
nitive» aspects of instrumental divergence may interact with those subserving affective and motivational processes;
an integration implied by the behavioral preference for high instrumental divergence demonstrated here.
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In conclusion, we have introduced a novel decision variable -instrumental divergence -and demonstrated

its influence, dissociable from that of other motivational and information theoretic factors, on behavioral choice
preference.Complementing previous work on the diversity!?.!' and controllability?>.s3.54 of decision outcomes, our
results contribute toward a fuller characterization of goal-directed cognition and action.
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