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ers two applications of MP-LROM. First, the error model is used in conjunction with a
greedy sampling algorithm to generate decompositions of one dimensional parametric
domains with overlapping regions, such that the associated local reduced-order models
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Regression machine learning techniques meet the prescribed accuracy requirements. Once a parametric domain decomposition
Interpolation methods is constructed, any parametric configuration belongs to (at least) one of the partitions;
Grassmann manifold the local reduced-order model associated with that partition approximates the full order

model at the given parameters within an accuracy level that is estimated a-priori. The
parameter domain decomposition creates a database of the available local bases, local
reduced-order, and high-fidelity models, and identifies the most accurate solutions for an
arbitrary parametric configuration. Next, this database is used to enhance the accuracy
of the reduced-order models using: (1) Lagrange interpolation of reduced bases in the
matrix space; (2) Lagrange interpolation of reduced bases in the tangent space of the
Grassmann manifold; (3) concatenation of reduced bases followed by a Gram-Schmidt
orthogonalization process; and (4) Lagrange interpolation of high-fidelity model solutions.
Numerical results with a viscous Burgers model illustrate the potential of the MP-LROM
methodology to improve the design of parametric reduced-order models.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Many physical phenomena in science and engineering are investigated today using large-scale computer simulation
models. The ever-increasing complexity of these high-fidelity models poses considerable challenges related to computa-
tional time, memory requirements, and communication overhead in a parallel environment. A popular approach to alleviate
these challenges is to construct inexpensive surrogate (approximate) models that capture the most important dynamical
characteristics of the underlying physical models, but reduce the computational complexity by orders of magnitude.
Examples of surrogates include response surfaces, low resolution models, and reduced-order models.

Reduced-order modeling uses snapshots of high-fidelity model solutions at different times to extract a low-dimensional
subspace that captures most of the high-fidelity solution energy. The reduced-order surrogate is obtained by projecting the
dynamics of the high-fidelity model onto the low-dimensional subspace. This is usually achieved by orthogonal or oblique
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projections coined as Galerkin or Petrov-Galerkin methods where the solution is searched as a linear combination of the basis
vectors. Since the Galerkin method is actual an elliptic approach, applying it to hyperbolic models must be done with careful
consideration [1]. The reduced dimension leads to a considerable reduction in computational complexity at the expense
of a decreased solution accuracy. A reduced-order model approximates well the high-fidelity solution at a given point of
operation (e.g., for the model parameter values for which the snapshots have been taken), but becomes less accurate away
from that point (e.g., when the high-fidelity model is run with different parameter values).

To be useful, reduced-order models must accommodate changes over the entire parametric space without losing their
accuracy, simplicity and robustness. Reduced-order model (ROM) accuracy and robustness can be achieved by constructing
a global basis [2,3], but this strategy generates large dimensional bases that may lead to slow reduced-order models.
Moreover, for fluid flows, the Galerkin expansion with global modes presumes synchronized flow dynamics. Whereas this
assumption is true for internal flows, it is not suited for transient shear flows with uni-directional’hyperbolic’ convection of
vortices [4]. Changes in the operational settings may lead to deformation of leading flow structures [5] especially if the model
is characterized by bifurcations and multiple attractors. Approaches such as limiting the operational setting, extending the
mode sets [6] and offline/online set adaptation address the issue of mode deformation.

In localization approaches, the reduced-order models are built offline and one is chosen depending on the current state of
the system. Local approaches have been designed for parametric [7,8] or state spaces generating local bases for both the state
variables [9,10] and non-linear terms [8,11]. Dictionary approaches [ 12,13] pre-compute offline many basis vectors and then
adaptively select a small subset during the online stage. Error bounds for reduced-order approximations of parametrized
parabolic partial differential equations are available in [14].

In this study, we employ machine learning regression models to guide the construction of parametric space decomposi-
tions for solving parametric partial differential equations using accurate local reduced-order models. Whereas the current
methodologies are defined in the sense of Voronoi tessellation and rely on K-means algorithms, our approach delimitates
subregions of the parametric space by applying an Artificial Neural Networks model to estimate the errors of reduced-order
models following a parametric domain sampling algorithm.

Machine learning methodologies have been applied to predict and model the approximation errors of low-fidelity and
surrogate models [15-17]. The multi-fidelity correction (MFC) approach [18-21] has been developed to approximate the
low-fidelity models errors in the context of optimization. The reduced order model error surrogates method (ROMES) [22]
seeks to estimate full errors from indicators such as error bounds and reduced-order residual norms. Both ROMES and MFC
models predict the error of global reduced-order models with fixed dimension using univariate functions.

In contrast, the authors’ multivariate predictions of local reduced-order-model method (MP-LROM) [23] proposes a
multivariate model to compute the error of local reduced-order surrogates. A MP-LROM model based on Artificial Neural
Network and a sampling algorithm are applied here to construct decompositions of the parametric domain for solving
parametric partial differential equations using local reduced-order models that are accurate within an admissible prescribed
threshold. The proposed strategy relies on a greedy algorithm that samples the vicinity of each parameter value used to
generate a local reduced-order model and finds an open ball such that for all the parameters in the ball the error of the
local reduced-order model is less than the desired threshold. The essential ingredient is the MP-LROM error model which
approximates the error of reduced-order model. Then a greedy technique is used to sample the parametric domain and
generates a feasible region where a specific local reduced-order model provides accurate solutions within a prescribed
tolerance. The union of these feasible regions forms a decomposition of the parametric domain. Different thresholds lead
to different domain decompositions. The current methodology is designed for one dimensional parametric spaces and it is
applied to the viscous 1D-Burgers model. A decomposition for the viscosity domain is generated for various error thresholds.
Once the decomposition is constructed there is no need to run the high-fidelity model again, since for each parameter value u
there exists a parameter u,, and the associated reduced-order model (basis and reduced operators), whose solution error is
accurately estimated a-priori. The dimension Kpgp of the local basis is usually small since it depends only on one high-fidelity
model trajectory.

The decomposition leads to a database of available bases, local reduced-order models and high fidelity trajectory. This
database can be used to generate more accurate reduced-order models for an arbitrary parametric configuration. Three
different approaches are compared here; i.e., bases interpolation, bases concatenation, and high-fidelity model solutions
combination. For the first method, we perform a Lagrangian interpolation of the bases in the matrix space [24], or linearly
interpolate their projections onto some local coordinate systems [24,25]. The second method follows the idea of the spanning
ROM introduced in [26], where a projection basis is created by concatenating some of the available bases for an arbitrary
parameter. The third method interpolates the associated high-fidelity solutions and then extracts the singular vectors to
generate a new basis and local reduced-order model.

The remainder of the paper is organized as follows. Section 2 reviews the construction of reduced-order surrogates for
parametric high-fidelity models (where the dynamics depends on a set of model parameters). Section 3 introduces the
new methodology for constructing decompositions of the parametric domain using MP-LROM error predictions. Then the
potential of combining the existing information for generating more accurate reduced-order model is discussed. Section 4
presents the applications of the proposed methodologies to a viscous 1D-Burgers system. Conclusions are drawn in Section 5.
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2. Parametrized reduced-order modeling

Proper Orthogonal Decomposition has been successfully applied in numerous applications such as compressible flow [27]
and computational fluid dynamics [28-30], to mention a few. It can be thought of as a Galerkin approximation in the state
variable built from functions corresponding to the solution of the physical system at specified time instances. In this paper
we consider discrete inner products (Euclidean dot product), though continuous products may be employed as well.

Generally, an unsteady problem can be written in semi-discrete form as an initial value problem; i.e., as a system of
nonlinear ordinary differential equations

dx(u, t)
dt

The input-parameter u typically characterizes the physical properties of the flow. By 7 we denote the input-parameter space.
For a given parameter configuration p, we select an ensemble of N; time instances of the flow X(up, t1), ..., X(1p, tn,) €
RNstate, where Nyiee is the total number of discrete model variables, and N; € N*. The POD method chooses an orthonormal
basis Uy, = [u‘l‘l’ e ul‘;lfOD] € RMNsaexKrop sych that the mean square error between X(u,p, t;) and the POD expansion
X[20(6) = Uy Xy, (1, ), Ky (1, ) = U} X(ip, t;) € R¥%00 is minimized on average. The POD space dimension Kpop < Nitate
is appropriately chosen to capture the Jynamics of the flow as described in [23, Algorithm 2, Section 2].

Next, a Galerkin projection of the full model state (1) onto the space x*Po> spanned by the POD basis elements is used to
obtain the reduced-order model

dX,,, (1, £)
dt

=F(x,t,n), X(u, 0)=xpe€RMute —yep, (1)

= U;p F<Uﬂpiﬂ-p(ﬂa t)» t, M)a i/;p(/l, O) = Ul.li-p Xp. (2)

The notation X,,,(u, t) expresses the solution dependence on the varying parameter x and also on y, the configuration
whose associated high-fidelity trajectory was employed to generate the POD basis. While being accurate for u = pup, the
reduced model (2) may lose accuracy when moving away from the initial setting. Several strategies have been proposed
to derive a basis that spans the entire parameter space. These include the reduced basis method combined with the use
of error estimates [31,32,3], global POD [33,34], Krylov-based sampling methods [35,36], and greedy techniques [37,38].
The fundamental assumption used by these approaches is that a smooth low-dimensional global manifold characterizes
the model solutions over the entire parameter domain. However, in order to ensure high accuracy of the reduced solution
across the parameter space, the dimension of the reduced basis has to be increased in practice, leading to higher on-line
computational costs. To alleviate this drawback we propose to generate decompositions of the parametric domain with
overlapping feasible regions where local reduced-order models are accurate to within an admissible prescribed threshold.
The decompositions are generated using MP-LROM error models [23] briefly discussed in the next section along with the
proposed approach for generating decompositions.

3. MP-LROM error model and its application to parametric domain decomposition

The MP-LROM models [23] are multivariate input-output maps ¢ : z — y that predict different characteristics of local
parametric reduced-order models, such as the error with respect to the high-fidelity model solution or basis dimension.

In this study we are using the MP-LROM model designed to predict the error of local reduced-order models (2) of different
basis dimensions. The model has the following form

¢16\‘/1P_LR0M :{u, pp, Kpop} > log EgiivaPOD' 3)

The input features include the parameter value u, the parameter value 1, associated with the full model run that generated
the basis U, and the dimension of the reduced manifold Kpop.

The reduced order model error depends heavily on the parameter  and basis Uy, Since the dynamics of the non-linear
models are not homogeneous all over the parameter space, we see a lot of variations in the error of reduced-order model.
The reduced model usually loses accuracy when moving away from p = . Hence it is very important to a-priori estimate
the error of reduced-order model. The target of the mapping is the logarithm of error of the reduced-order model solution
at p using the basis U,,, and the corresponding reduced operators

HF _
log Elt.ppKpop =

log| lIx(pe, t1) = Upy Xy, (s 1) Xty £2) = Uy Xy (10, 82) -+ X(1, ) — U Xy, (12 th)||F>,

where || - || denotes the Frobenius norm.

The MP-LROM model employs the logarithm of the error instead of the error since the variability of the error due to the
dynamics of the model along the parameter space is large and using the logarithm of the error decreases the variance in
prediction as shown in the numerical experiments of [23].
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In this paper, we approximate the MP-LROM error model (3) using Artificial Neural Networks. Artificial Neural Networks
(ANN) detect the pattern of data by discovering the input-output relationships. The neurons in ANN are organized in layers.
At least three layers of neurons (an input layer, a hidden layer, and an output layer) are required for construction of a neural
network. In supervised learning the network is provided with samples from which it discovers the relations of inputs and
outputs. In the training process, the ANN adjusts the weights of network in order to reproduce the desired outputs. The output
of the network is compared with the true data, and the error is back-propagated through the network. The back propagation
algorithm [39] uses a gradient descent method to adjust the parameters of network such that the error between the desired
output and the output signal of the network is minimized [40]. This process is repeated during several iterations, until the
network output is close to the true data [41].

For our experiments, a neural network with six hidden layers and hyperbolic tangent sigmoid activation function in each
layer is used. The data set has nearly 12 000 samples as follows: 10 and 100 equally distributed values of u, and u over the
entire parameter region; i.e,, up, € {0.1,0.2,..., 1} and u € {0.01, ..., 1}, 12 reduced basis dimensions Kpop spanning the
interval {4, 5, ..., 14, 15} and the reduced-order model logarithm of errors log glilibvaPOD’ Since all 10 parameters ., belong
to the set of all 100 parameters ., only 100 high-fidelity runs are needed to construct the entire data set of 12 000 samples.
A five-fold cross-validation approach is taken to train and test the ANN [23] and finally the trained error model is used for
domain decomposition as well as better design of reduced order models which is fully discussed in the following.

3.1. Designing the decomposition of the parametric domain

Motivated by the need of fast and accurate simulations along the entire parametric space, we propose an alternative to the
global parametric approach where only a single basis and a single reduced order model is constructed. Our alternative relies
on a series of local reduced bases and reduced order models whose solutions meet prescribed admissible error thresholds
beyond the parametric configurations employed for bases’ construction. A parametric region, where a local reduced order
model constructed using a single high-fidelity model trajectory is accurate to within a prescribed threshold, is called a
feasible region. We delimitate such a region by employing the MP-LROM error model and sampling the neighborhood of the
parametric configuration used to construct the local reduced order model. Our solution consists in designing a reunion of
feasible regions completely covering the entire parametric space. This decomposition of the parametric domain was obtained
as the solution of the following problem.

Problem 1 (Accurate Local Parametric ROMs). For an arbitrary parameter configuration u € P construct a reduced-order
model (2) that provides an accurate and efficient approximation of the high-fidelity solution (1)

X(pe, £1) = Upp Xy, (2, £1) X(1, 82) — Uy Xy, (@, 82) oo X(p, B ) — U X, (it )IF < €, (5)

for some prescribed admissible error level £ > 0. The snapshots used to generate the basis U,,, and reduced operators can
be obtained with any parametric configuration p, € P.

Our methodology proposes to select a finite countable subset 7 = {ij, j = 1,...,M} C P and for each Hp;» @
reduced order basis U,ij along with the reduced operators are constructed for j = 1,..., M. We denote by ¢/ the set of
bases Ullpj’ j=1,...,M.If for each parameter configuration Hp; there exists an open ball B(;ij, 1j) € P such that, for all

parameters u € B(p,pj, 1j), the reduced order solution iﬂp(u, t) satisfies (5) for u, = Kp; and the parametric domain P is a
subset of the union of all these open balls, we obtain the sought decomposition of the parametric domain.
Next we derive a condition that guarantees the actual reduced-order model error

€t Ko = IXCH £1) = Uy Ry (1 01) X( 2) = Uy Ry (1 62) -+ X(pt b)) = Uy Ry (11t )l 6)
depending on parameter configuration u, parameter configuration Kp; and basis dimension Kpgp, satisfies the prescribed
admissible threshold gﬂF P g, for any arbitrary parameter configuration u inside of an open ball.

Hpj.
Theorem 3.1. If lim,,.u, IX(12, £1) = Uy, Ry (12, 61) X(pt, ) = Upy Ry (11, 82) <+ X1, b)) = Upy Ry (2, )l = 8,

HF

and &* < £, then there exists rj > 0 such that & X
st Kpop

<5 < g is satisfied for all parameters . inside the ball B(pp,, 17).

Proqf. .From.li.m.ﬂ_,upj IX(e, t1)— Uﬂpjf(upj(,u, t1) x(u, .tz)— Uﬂpjf(ﬂpj(u, t) - X(u, tNt)—Uupjiij(u, tn)llF = &%, using
the limit definition, we have that for all ¢ > 0, there exists another real number § > 0 such that

|||X(,LL, tl) - Uﬂpjiﬂpj(u7 tl) X(,LL, tz) - Uﬂpjiupj(:u’? tZ) e X(,LL, tNt) - Uﬂpjiﬂpj(:u“a tNt)”F - é*| <ég,

for all p satisfying d(u, ,upj) < 8.By taking ¢ = £* and § = r; we obtain that

HF

e =
< )
8M»ij,KP0D <28 <& Vue B(ij, 1),

which completes the proof. O
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The theoretical result allows to compute the reduced-order model error at u = p,; at certain parametric configurations
in the proximity of u,. Moreover, one may be able to make statements about the degree of smoothness of the solution in the
parametric space, therefore placing a lower limit on . A particular case is when the reduced solution error is monotonically
decreasing with smaller distances d(u, Wp;)- A small radius r; > 0 then can be simply obtained by sampling and computing
the residuals of the high-fidelity model using the projected reduced-order model solution.

One can also test for linear behavior of the high- ﬁdelity solution X(u, t) in a small neighborhood ofulJ Another possible
screening test consists in checking the derivatives 2 i X (11, t) at equally distributed parameter values across the neighborhood
of Hep;- If the derivatives are small, then the high-fidelity solutions do not vary much inside the open ball and they can be
well approx1mated in the reduced manifold spanned by UA

The decomposition construction process ends as soon as the entire parameter domain P is covered with a union of

overlapping balls B( p;s 1), j =1, ..., M, corresponding to different reduced order bases and local models
M
PC UB(MPj, 1), (7)
j=1
such that foreachj = 1,2,...,M and Vu € B(ij, 1j) N P, the error of the reduced-order model solution (2) satisfies
HF

€11 ups Koop = €. The number of balls M is finite only if the space of all high-fidelity solution over the entire parametric domain
Hpj.

can be approximated with a finite number of low-dimensional linear subspaces. This extends the concept of a single global
low-dimensional manifold [33,34]. The cardinality of Z depends on the high-fidelity solution variability along the parameter
space. In theory, less variability should lead to smaller values of M. For our reduced-order models to satisfy the accuracy
threshold for the entire parametric domain, we have to select thresholds & not smaller than the Kolmogorov Kpgp-width [42]
of the so-called solution manifold{x(u, t), u € P, t € {¢; f\i]}.

This approach is inspired from the construction of unsteady local reduced-order models where the time domain is split
in multiple regions [9,11]. In this way the reduced basis dimension is kept small allowing for fast on-line simulations. The
cardinality of 7 is inversely proportional with the prescribed level of accuracy &. As the desired error threshold ¢ decreases,
the decomposition changes since usually the radii r; are expected to become smaller, and more balls are required to cover
the parametric domain; i.e., M is increased.

The construction of the parametric domain decomposition (7) using the local parametric reduced-order models requires
the following ingredients

1. The ability to probe the vicinity of Up; € P and to efficiently estimate the level of error s

2. The ability to find r; > 0 such that &/ - Koop = g forall u € B(up, ;) N P.

3. The ability to identify the location of a new ,u; . (for the construction of a new local reduced-order model) given the
locations of the previous local parameters ij,j =1,...,¢—1,sothat

o (o).
B}, e ﬂ(UBMp, r,);é@.

The second condition in (8) assures that the decomposition will have no coverage gap; i.e., Eq. (7) is satisfied.

In practice, an approximated MP-LROM error model is used to sample the vicinity of u, and predicts the error for each
sample parameter value w. Based on these error predictions, we construct the ball B(pp;, 1j), or perhaps a larger set called
a up, —feasible region, where the local reduced-order model is accurate to within the prescribed threshold & according to
the MP-LROM model. Since the approximated MP-LROM model has errors in its predictions, the precision is guaranteed
only if the sum of the true reduced-order model error and approximated MP-LROM model error is smaller than &. For a
one dimensional parametric domain, a greedy algorithm to be described in Section 4.2 is applied to identify the location
of a new parametnc configuration Kp, (for the construction of a new basis) depending on the locations of the previous
Mp, 1= 1,...,£ — 1. We seek to 1mpose (8), so the entire parametric domain P satisfies (7) after the decomposition
construction is fmlshed. Again this is not necessarily guaranteed since we employ an approximated MP-LROM error model
for this task.

(6).

KPOD

3.2. Combining available information for accurate local ROMs at arbitrary parametric configurations

We next solve another practical problem: given a collection of local reduced bases and operators and high fidelity
trajectories computed at various locations in the parameter space, construct a hierarchy of the available bases and models
producing the most accurate local parametric reduced-order solutions for an arbitrary viscosity parameter w*. For the
parametric domain situated at the intersection of different feasible regions introduced in Section 3.1, we may improve the
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reduced solution accuracy by assigning a new reduced-order model based on the already existing local bases or high-fidelity
simulations. Moreover, if a hierarchy of local reduced bases, local reduced-order, and high-fidelity models is available for
a parametric configuration p*, we can employ the top ranked bases and models to generate a new reduced-order model
whose accuracy may be increased. This can be achieved by interpolation or concatenation of the underlying reduced bases
or interpolation of the available high-fidelity solutions.

The POD method produces an orthogonal basis that approximately spans the state solution space of the model for a
specific parameter configuration. Moving away from the initial parametric configuration may require the construction of
new bases and reduced operators since the initial reduced-order model may not be accurate anymore. However, if states
depend continuously on parameters, the POD basis constructed for one parameter configuration may approximately span
the solution space at different parametric settings in a local vicinity.

Several methods to combine the available information to generate more accurate reduced-order models for arbitrary
parameter configurations p* have been proposed in the literature. One is the interpolation of the available reduced-order
bases Uy, , j = 1, ..., M. The parametric dependence of the bases has been modeled with various linear and nonlinear
spatially-dependent interpolants.

Here we discuss different strategies that involve Lagrange interpolation of bases in the matrix space and in the tangent
space of the Grassmann manifold. In addition we propose to concatenate the available reduced bases followed by an
orthogonalization process, and to interpolate the solutions of the high fidelity model as means to derive the reduced-order
basis for a parameter configuration p*.

3.2.1. Basis interpolation
Lagrange interpolation of bases. Assuming the reduced manifold U : P — RNsaexKeob poses a continuous and linear
dependency with respect to the parametric space, and if M discrete bases UHPJ_ = U(up,) have been already constructed

for various parametric configurations Mp, J=1,2,..., M, then a basis corresponding to the new configuration x«* can be
obtained using Lagrange’s interpolation formula
u W=
— Iy
Uu* - E Up.p.Lj(ﬂ*)’ Lj(:uf*) = | | -, (9)
- iz o M

It is worth mentioning that the resulting interpolated basis vectors are not orthogonal. One drawback of this approach is the
lack of linear variation in the angles between pairs of reduced subspaces [24] spanned by the reduced bases U, leferentlal
geometry results can be employed to alleviate these deficiencies.

Grassmann manifold. In the study proposed by Amsallem and Farhat [25], basis (matrix) interpolation was performed in
the tangent space of the Grassmann manifold G at a careful selected point S representing a subspace spanned by one of the
available reduced bases. It has been shown that Grassmann manifold can be endowed with a differentiable structure [43,44];
i.e., at each point S of the manifold a tangent space exists. The mapping from the manifold to the tangent space is called the
logarithmic mapping, while the backward projection is referred to as exponential mapping [45]. According to [25], a new
subspace S+, and its subsequent basis U+, associated with a new parameter ©*, can be obtained by interpolating the reduced
subspaces projections into the tangent space of the Grassmann manifold and then projecting back using the exponential
mapping. The reduced subspaces {S,, } * , are spanned by the already computed reduced bases U, 5 i=1,...,M.The
steps required by this methodology [25] are described in the Algorithm 1. A graphical description of the method is prov1ded
in Fig. 1.

According to [25], the subspace angle interpolation [24,46] is identical to the interpolation in a tangent space to the
Grassmann manifold of two reduced-order bases. Consequently the latter methodology can be viewed as a generalization of
the former approach.

3.2.2. Basis concatenation

Basis concatenation idea was introduced in [26] and emerged from the notion of a global basis [33,34]. In the global
strategy, the existing high-fidelity snapshots corresponding to various parameter configurations are collected in a single
snapshot matrix and then a matrix factorization is performed to extract the most energetic singular vectors. This global
basis is then used to build reduced-order models for parameter values not included in the initial snapshots set.

Assuming XMP] s Xipys oo o XM::M € RMNsatexNe are the snapshots corresponding to M high-fidelity model trajectories, the
following error estimate holds [47, Proposition 2.16]:

X= Xyip, =+ Xy 1= gav' (SVD factorization), (10a)
Ne
o ~dy 2 -d - .
IX=0XIl, = Y A2 =00%,:1) Uj="Us i=1.2 ... Nuae j=1.2.....Keop. (10b)
i=Kpop+1

where ; is the ith singular value of X, and X = [l_Jd]T)_( € RKpoox(MNt) I practice, usually N; < Niate, S0 the snapshot

matrices are rank deficient. In this case and when the reduced-order bases Uip, -+ Upiy, corresponding to the trajectories
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Algorithm 1 Interpolation in a tangent space to a Grassmann manifold [25]
1: Select a point Stipyg of the manifold to represent the origin point for the interpolation spanned by the basis Upip,, -
2: The tangent space 7§MpM and the subspaces {Sup,- i , are considered, withm < M — 1. Each point S, sufficiently close to
Sl’-pM is mapped to a point of 7§MPM , using the logarithm map logSMpM [45]. The bases spanning the tangent space points
logsupM (Supi ) are computed by

(I = Uy, Ui WU, (U U,Lpl_)*‘ = RiA;Q (SVD factorization),

Hom = Iy Hom

I, = Ritan™'(A4)Q.

3: Each entry of the matrix I+ associated with the target parameter p* is computed by interpolating the corresponding
entries of the matrices Fﬂvi € RNstaexKpop 3550ciated with the parameter points Mp;, I = 1,...,m. A univariate or
multivariate Lagrange interpolation may be chosen similar with the one introduced in (9).

4: The matrix I'),» representing a point in the tangent space 7§“VM is mapped to a subspace S« on the Grassmann manifold
spanned by a matrix U,.+ using the exponential map [45]

Iy R*A*Q*T (SVD factorization),
Upr = Uy, Q* cos(A*) + R* sin(A™).

K= logsupM (S},)

I S
OgS””M ( #pl) S“PM g logs, ~ (Sy,.)
[N )

by [ J
3 e
Ts Ko lOgSupM Gup,)
S“Pa
Su = exps, (1)
G o oy
Sip,

Fig. 1. The description of the interpolation of four subspaces in a tangent space to a Grassmann manifold. The origin point of the interpolation is SMPM and
m=3.

Mpys - - - » Hpy, are available, we can construct a basis U by simply concatenating columns of Uip, s - Upyy, such that the
accuracy level in (10) is preserved.
Proposition 3.2. Consider the following SVD of snapshots matrices Xy, - . ., Xy, € RNstate xNe

— T -

Xﬂpj _Uij AJV#pj, ji=12,...,M, (11)
with Ny < Ngate and rank(Xle_) < N¢, i = 1,2,...,M. Then, there exist positive integers K,}OD, e, K,’,‘gD, and X €
R 1Krop)*MNO, syych that X defined in (10) satisfies

- AA2
IX = U Xllp < O(g,0p41): (12)
h . : TR, o d d Nstatex(z{\i Ki ) d 1. —
where A, +1 1S the (Kpop + 1) singular value of snapshots matrix X, and U = [Uﬂp1 e Ul'»pM] e R i=1Kpop) | [Uup,]U =
[Uﬂp,]ij’ i= 1a27---7Nstat57j: 1’2""’KIEOD’ 1=1,2,...,M.
Proof. Since xypl soees Xy € ]RNS.GWXN‘ are rank deficient matr?ces, there exist at least M positive integers Kp,p, . . ., Kpop,
such that the singular values associated with Xﬂp1 e, XMPM satisfy
Al P M TP < Dhagop+11 VKpop =0, ..., Ne—1. (13)

1 M
Kpopt+1 Kpop+1
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From [47, Proposition 2.16] and (11) we have the following estimates

Nt

d 2 _ jq2 2 2

Xy = Upy, X, I = D D41 = O, 1) = OllAsgopa 1) (14)

i=Kpop+1
where ! is the ith singular value of X,,,,, and X/lpj = [Uﬂ ]TXMP € R’PODXNf, forj=1,..., M.
By denoting

)~(up1 0, 0,

R 0, X, 0 0,

X= 5 . :
0M OM X

XNt

where the null matrix 0; belongs to ]R’ pop”NM | j=1,..., M, we have

Y _ 1w’ — Ut d 2
”X - UX”F - ”[X/Lp1 e [l.pM] [ Hp1 e UMPMXMPM]”F =<
M M

M
d
(S8, ) =%, U,
i=1

X5 — u;jmi lF < Olhipop+1]?)- O

By assuming that rank(Xﬂpi) < N, forallj = 1,..., M, imposes N; as an upper limit for all the positive integers
K;OD, j = 1,..., M. This assumption is not unrealistic since typically the snapshots matrix stores correlated data and
therefore contains linearly dependent columns. For linearly independent matrices, the precision is controlled by the spectra
of snapshots matrices xl’»p,-’ i=1,..., M, but there is no guarantee that the expansion based on the concatenated basis U

can provide similar accuracy precision as the expansion based on U (10) forall Kpop = 1,2, ..., N;. A

In practice usually Y"1 K%, is larger than Kpop, thus more bases functions are required to form U to achieve a similar
level of precision as in (10) where U is built using a global singular value decomposition. According to [48], the faster
approach to compute the left singular vectors and singular values only is to apply a QR factorization followed by a
R-bidiagonalization [49]. The R-SVD decomposition of a matrix of dimension Nswee % N; has a computational complexity
of O(4N2,..N; + 13N2). As such, the decomposition of matrix X requires O(4MN2,..N; + 13M>3N?) operations, whereas
all combined singular value decompositions of matrices X1y, i = 1,...,M, have a computational complexity of

(4MN52meNt + 13MN3) This estimation suggests that the matrix factorization of X is more computationally demanding.

However, the first term 4MstmeN[ often dominates as N; < Ns.¢e in practice, leading to almost similar computational
times. The off-line stage of the concatenation method may also include the application of a Gram-Schmidt-type algorithm
to orthogonalize the overall set of vectors in U.

While the Lagrange interpolation of bases mixes the different energetic singular vectors in an order dictated by the
singular values magnitude, this strategy concatenates the dominant singular vectors for each case and preserves their
structure.

3.2.3. Interpolation of high-fidelity model solutions

The method discussed herein assumes that the model solution depends continuously on the parameters. Thus it is natural
to consider constructing the basis for a parameter configuration u* by interpolating the existing high-fidelity model solutions
associated with various parameter settings, and then performing the SVD of the interpolated results. For example, the
Lagrange solution interpolant is given by

M
Xir = ) Xy (1), (15)
j=1

where Xﬂpj € RNstate XNt s the model solution corresponding to parameter p; and the interpolation polynomials are defined
in (9).

A new basis is constructed from the interpolated model solution (15) for the new parametric configuration p*. From
computational point of view the complexity of the off-line stage of the solution interpolation method (15) is smaller than
in the case of the bases concatenation and interpolation approaches. Only one singular value decomposition is required in
contrast with the multiple factorizations needed in the latter two strategies where the involved matrices have the same size
Nstate X N;. Having only N, snapshots the size of the outcome basis should be smaller than in the case of basis concatenation
approach.
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4. Numerical experiments

We illustrate the application of the MP-LROM error model to design decompositions of the parametric domain for a one-
dimensional Burgers model. Moreover, the database of accurate local bases, local reduced-order and high-fidelity models
are used to enhance the accuracy of the reduced-order model for a different parametric configuration p*. For each of the
applications introduced in Section 3, we present in detail the proposed solution approaches and the corresponding numerical
results. The 1D-Burgers model proposed herein is characterized by one scalar viscosity parameter.

4.1. One-dimensional Burgers’ equation

Burgers’ equation is an important partial differential equation from fluid mechanics [50]. The evolution of the velocity u
of a fluid evolves according to
ou du d%u
at Tlax T Hae
with t = 1 and L = 1. Here p is the viscosity coefficient.

The model has homogeneous Dirichlet boundary conditions u(0, t) = u(L,t) = 0, t € (0, t]. For the initial conditions,
we used a seventh order polynomial constructed using the least-square method and the data set {(0, 0); (0.2, 1); (0.4, 0.5);
(0.6, 1); (0.8, 0.2); (0.9, 0.1); (0.95, 0.05); (1, 0)}.

The discretization uses a spatial mesh of N equidistant points on [0, L], with Ax = L/(Ns; — 1). A uniform temporal mesh
with N; points covers the interval [0, tf], with At = t;/(N; — 1). The discrete velocity vector is u(t;) ~ [u(x;, {j)]i=1,2, .. Nyae €
RNstate j = 1,2, ..., N;, where Nstare = Ns — 2 (the known boundaries are removed). The semi-discrete version of the model
(16)is

xe[0,L], te(0,¢], (16)

u = —vu O Al + AL, (17)

where o’ is the time derivative of u, and Ay, Ay, € RNstatexNsuate are the central difference first-order and second-order space
derivative operators, respectively, which take into account the boundary conditions, too. The model is implemented in
Matlab and the backward Euler method is employed for time discretization. The nonlinear algebraic systems are solved using
the Newton-Raphson method and the allowed number of Newton iterations per each time step is set to 50. The solution is
considered to have converged when the Euclidean norm of the residual is less then 1010,

The viscosity parameter space P is set to the interval [0.01, 1]. Smaller values of n correspond to sharper gradients in the
solution, and lead to dynamics more difficult to accurately approximate using reduced-order models.

The reduced-order models are constructed using POD method whereas the quadratic nonlinearities are computed via
tensorial POD [51] for efficiency. The online and offline associated CPU times are provided in Fig. 2 of MP-LROM paper [23].

4.2. Designing the decomposition of the parametric domain

In the sequel, we present some of the details associated with the construction of ANN model approximating the MP-LROM
error model (3). A full description is available in [23]. The whole data set contains 12 000 samples including 10 and 100
equally distributed values of , and u over the entire parameter region; i.e., u, € {0.1,0.2,..., 1} and u € {0.01,..., 1},
12 reduced basis dimensions Kpgp spanning the interval {4, 5, ..., 14, 15} and the reduced-order model logarithm of errors
log SﬁF i Krop® The trained models were assessed by the common five-fold cross-validation technique using the Burger’s
model. The reported accuracy was 0.004004 [23, table 3].

The whole data set contains 12 000 samples. It is worth to note that, only one high-fidelity model simulation is required
for computing the reduced solutions errors for the parametric configuration p using reduced-order models of various Kpgp
and various bases and reduced operators constructed at u,. As such, only 100 high-fidelity simulations were needed to
construct the entire data set due also to the fact that the set of parameters p, is a subset of the selected parameters p.
High-fidelity simulations are used to accurately calculate the errors associated with the existing reduced-order models for
parametric configurations .

Next we seek to build a decomposition of the viscosity domain [0.01, 1] for the 1D-Burgers model using the ANN MP-
LROM error model.

As discussed in Section 3, we take the following steps. First we identify “u,-feasible” intervals [d,, d] in the parameter
space such that local reduced-order model depending only on the high-fidelity trajectory at u, is accurate to within the
prescribed threshold for any u € [dy, d;]. Second, a greedy algorithm generates the decomposition

M

[0.01, 11 ¢ | J [d}.d]. (18)

i=1
by covering the parameter space with a union of u,, feasible intervals, where each u,,-feasible interval is characterized by
an error threshold &; (which can vary from one interval to another). This relaxation is suggested since for intervals associated
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Fig. 2. The average range of parameter x obtained with MP-LROM models for Kpop = 9 and w, = 0.7. The desired accuracy is £ = 10~2. The numbers
represent the left and the right edges of the predicted vs the true feasible intervals.

with small parameters jip,, it is difficult to achieve small reduced-order models errors similar to those obtained for larger
parametric configurations.

For the existing reduced basis methods a global reduced-order model depending on multiple high-fidelity trajectories is
usually constructed. In contrast, our approach uses the ANN MP-LROM error model to decompose the parameter space into
smaller regions where the local reduced-order model solutions are accurate to within some tolerance levels. Since the local
bases required for the construction of the local reduced-order models depend on only a single full simulation, the dimension
of the POD subspace is small, leading to lower on-line computational complexity.

Construction of a jip-feasible interval

The ANN MP-LROM error model can accurately estimate log sZF 1ip-Kpon (4) associated with reduced-order models. Thus
we can employ it to establish a range of viscosity parameters around s, such that the reduced-order solutions depending
on Uy, satisfy some desired accuracy level. More precisely, starting from parameter (i, a fixed POD basis dimension and

——HF
a tolerance error log £, we are searching for an interval [d), d.] such that the estimated prediction log e .ttp-Kpon of the true
HF ;
errorloge, ', .., (4) meets the requirement
_—~HF _
logswﬂp‘,(POD < loge,Vu € [d), d,]. (19)

Our proposed strategy makes use of a simply incremental approach by sampling the vicinity of u, to account for the

estimated errors @Tup, Krop forecasted by the ANN MP-LROM error model. A grid of new parameters u is built around
up and the error models predict the errors outward of ;. Once the error models outputs are larger than the prescribed error
log &, the previous p satisfying the constraint (19) is set as dj, for u < pp or d; for ;1 > .

Fig. 2 illustrates the range of parameters predicted by the ANN MP-LROM model against the true feasible interval and the
results show good agreement. For this experiment we set u, = 0.7, dimension of POD subspace Kpop = 9and ¢ = 1072
Valuesof u = u, £0.001-i,i =1, 2, ... are passed to the ANN MP-LROM model. The average range of parameters obtained
over five different configurations with ANN is [0.650, 0.780]. We trained the models with 80% random split of the data set
and test it over the fixed test set of Fig. 2. For this design, the true range of parameters is [0.650, 0.785] underlying the

predicting potential of MP-LROM model built using ANN technique.

The decomposition of the parametric domain as a union of j,-feasible intervals

A union of different p,, -feasible intervals can be designed to cover a general entire 1D-parametric domain [A, B]. Once
such construction is available, it will allow for reduced-order simulations with a-priori error quantification for any value of
viscosity parameter i € [A, B].

A greedy strategy based on the ANN MP-LROM error model is described in Algorithm 2 and its output is a collection of
feasible intervals U}_, [d¥, d’r‘] D [A, B]. After each iteration k of the algorithm, a 1, -feasible interval [d¥, d’r‘] is constructed.
Each interval is associated with some accuracy threshold £. For small viscous parametric values we found out that designing
up,-feasible intervals associated with higher precision levels (very small thresholds &) is impossible since the dynamics of
parametric 1D-Burgers model solutions change dramatically with smaller viscosity parameters. In consequence we decided
to let &, vary along the parametric domain to accommodate the solution physical behavior. Thus a small threshold &, will
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(a) Designing the first feasible interval (1) and selecting a new (b) Designing a feasible interval (3) and increasing the tolerance level
centered parameter i, (2) (4).

Fig. 3. A description of the most important stages of the parameter domain decomposition algorithm. The arrows describe the internal steps for each stage
initiated in the order depicted by the arrows’ indices. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

be initially set and as we will advance charting the parameter domain [A, B] from right to left, the threshold & will be
increased.

The algorithm starts by selecting the first centered parameter 1, responsible for basis generation. It can be set to ., = B
but may take any value in the proximity of B, i1, < B. This choice depends on the variability of parametric solutions in this
domain region and by selecting p,, to differ from the right edge of the domain, the number n of the feasible intervals should
decrease.

The next step is to set the threshold &, along with the maximum permitted size of the initial feasible interval to be
constructed. This is set to 2 - rg, thus ry can be referred as the interval radius. Along with the radius, the parameter Ar will
decide the maximum number of ANN MP-LROM model calls employed for the construction of the first 1, -feasible interval.
While the radius is allowed to vary during the algorithm iterations, Ar is kept constant. Finally the dimension of POD basis
has to be selected together with three parameters 81, S, and B3 responsible for changes in the threshold and radius and
selecting a new parameter location u,, encountered during the procedure.

Next the algorithm starts the construction of the u,, feasible interval. The process is described in the top part of Fig. 3(a).

Then we are sampling the vicinity of u,, for equally distributed parameters x and compute the ANN MP-LROM model
HF

s ttpg -Kpop

——HF
in Fig. 3(a). A green vertical segment indicates that the estimated error satisfies the threshold; i.e., log e Joottp Kpop < log &,

whereas the red segment indicates the opposite. The left limit of the ., -feasible interval is obtained when either p >

——HF

Mp, — To Or loge

predictions. The sampling process and the comparison between the predicted errors lo/g\e and log &, are depicted

uottpg Keop > log &o. The left limit d°, denoted with a green dashed line in Fig. 3(a), is set equal to the last

parameter p such that lgg\zsfﬂpo’ Keop = log &.

The next step searches for a centered parameter uy, , and this process is described at the bottom of Fig. 3(a) for k = 0. The
centered parameter jip,. , is first proposed based on an empirical formula described in line 25 of Algorithm 2. This formula
depends on the current centered parameter (,,, the number of tested parameters . during the construction of i, -feasible

interval, parameters Ar and S3. Next, the algorithm checks if the following constraint is satisfied

k
[d*, dft] ﬂ(U[d’} di]) # 0, (20)
i=1

without taking iLlFto account the error in the ANN MP-LROM model prediction. This is achieved by comparing the error model
prediction lgg\gd;(’upk-ﬂ-KPOD and threshold log &1 (see instruction 27 and bottom of Fig. 3(a) for k = 0). If the predicted
error is smaller than the current threshold, assuming a monotonically increasing error with larger distances d(u, fp,,, ), the
reduced-order model solutions should satisfy the accuracy threshold for all u € [uy,, ;, d;‘]. In consequence Eq. (20) will be
satisfied for the current iy, ., if we set re1 = pp,,, — d;‘ (see instruction 30). In the case the error estimate is larger than
the present threshold, the centered parameter iy, , is updated to the middle point between old jp,,, and df (see also the
bottom of Fig. 3(a)). For the situation where the monotonic property of the error does not hold in practice, a simply safety
net is used at instruction 12.
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The instructions between lines 5 and 21 generate the u,, -feasible interval, for the case when the current centered
parameter i, # d;“l (see top part of Fig. 3(b) for k = 1). Here by int we refer to the integer part of a real number. We used
the Matlab command floor for the implementation. For situation when p,, = d;“l (see bottom of Fig. 3(b) for k = 2), the
threshold has to be increased (by setting £, = 1€ at line 23), since the reduced-order model solutions cannot satisfy the
desired precision according to the predicted errors. In consequence, 81 has to be selected larger than 1. The need for relaxing
the threshold suggests that the greedy search is currently operating into a parametric region where only a slight change in
the parameter . away from u,, leads to predicted ROM errors larger than the current threshold. Relaxing the threshold and
decreasing the radius size (select 8, < 1in line 23 of Algorithm 2) can be used as a strategy to identify a feasible region for
the current centered parameter pp, . Similarly, relaxing the threshold and expanding the search (8, > 1) could also represent
a viable strategy. However, expanding the search in a parametric regime with large changes in the model dynamics, even if
the threshold was relaxed, may lead to useless evaluations of the expressions in lines 7 and 18 of the Algorithm 2. Thus 3,
should be selected smaller than 1. Once the feasible region is obtained, the radius ry is reset to the initial value ry (see line 25
of the Algorithm 2). By selecting 83 > 1, the computational complexity of Algorithm 2 is decreased since the first proposal
of the new centered parameter p,,, , will always be smaller than the left limit df of the current feasible interval. The entire
algorithm stops when pp,,, < A.

For our experiments we set A = 0.01,B = 1,5 = 1072, Ar =5x 1073, 1 = 0.5, Kpop = 9, 1 = 1.2, fo = 0.9
and B3 = 1.4. We initiate the algorithm by setting 1,, = 0.87, and the first feasible interval [0.7700, 1] is obtained. Next
the algorithm selects w1 = 0.73 with the associated range of [0.6700, 0.8250] using the same initial threshold level. As we
cover the parametric domain from right to left; i.e., selecting smaller and smaller parameters jip, , the algorithm enlarges the
current threshold &, otherwise the error model predictions would not satisfy the initial precision. We continue this process
until we get the threshold 6.25 with w3, = 0.021 and the corresponding feasible interval [0.01, 0.039]. The generated
decomposition is depicted in Fig. 4 where the associated threshold varies with the parameter change.

Algorithm 2 Generation of 1D-parametric domain decomposition for reduced-order models usage. Extension to multi-
dimensional parametric space is subject to future research.

1: Select jup, as the right edge of the parameter interval, i.e. iy, = B.

2: Set error threshold &y, step size Ar for selection of sampling parameters w, the maximum search radius ry, dimension of

POD basis Kpop and 81, B2 and fs.

3: Setk = 0.

4: WHILE 1, > ADo
50 FORi=1toint(5L)+1
6: Set = up, +iAr
7
8
9

IF (¢(t, pip,> Kpop) > log & OR u > B) THEN
Setd* = up, + (i — 1)Ar. EXIT.

END IF
10:  END FOR
11:  IFk > O THEN
12: IFd* < df~' THEN

k—1

13: oy = 1 GOTO 5,
14 END IF
15 ENDIF
16: FORj = Ttoint(Z)+ 1
17: Set 4 = pp, — JAr
18: IF (¢(1t, fap,, Kpop) > log &, OR . < A) THEN
19: Setdf = pup, — (j — 1)Ar. EXIT.
20: END IF
21:  END FOR
222 IF(i=1).0R (j = 1) THEN
23: Set &y = B1 - &; 1k = Ba - ;s GOTO 5.
24: ELSE
25: Mper = Mp, — B3 — DA &1 = & Te1 = To.
26:  ENDIF
27: WHILE @(d¥, iy, . Kpop) > log &1 DO
28: o, = —DeE—L e+

Pk+1 —
29:  END WHILE
. _ k
300 Setr1 = Up, — 4.
31:  k=k+ 1.
32: END WHILE
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Fig. 4. The diffusion parametric domain decomposition defining the local feasible intervals and their corresponding errors. Associated with one feasible
interval there is a centered parameter p, high-fidelity trajectory that guides the construction of a reduced basis and operators such that the subsequent
reduced-order model solutions along this interval are accurate to within the threshold depicted by the Y-axis labels.

4.3. Combining available information for accurate local ROMs at arbitrary parametric configurations

We now use the available database of local bases and reduced-order models resulted from the parameter decomposition
to construct a new POD basis for a different parameter configuration u* leading to more accurate reduced-order model
solution. The numerical experiments described here focus on the construction of a POD basis for ©* = 0.35 by combining
the basis data or high fidelity results data available from existing simulations with u,, = 0.3 and u,, = 0.4.

The performances of the discussed methods (bases concatenation, Lagrange interpolation of bases in the matrix space and
in the tangent space of the Grassmann manifold, Lagrange interpolation of high-fidelity solutions) are shown in the case of
three main experiments: variation in the final time t;, in the non-linear advection coefficient v and POD basis dimension. The
bases concatenation method followed by orthogonalization is referred as Gram-Schmidt whereas the Lagrange interpolation
of bases and high-fidelity solutions are simply described as “Lagrange bases” and “Lagrange sol” in the legends of Figs. 5
and 6. All the methods employ reduced bases having the same dimension. Only even basis dimensions are utilized and the
concatenation method combines half of the modes of each involved bases. This strategy was selected based on the spectra of
the snapshots matrices associated with u,, = 0.3 and u,, = 0.4. More precisely, we selected the first Xpop singular vectors

. . Il © 3 ©
from each of the bases since for all our experiments A'>! > A2 and 72 > A\”'  where A\)!  denotes the
POD POD | 1 POD POD | | POD | 1

singular value corresponding to the first singular vector associated with trajectzory p, Dot taken into account in the POD
expansion. Of course this choice is not optimal. The optimal solution can be obtained by solving a combinatorial optimization
problem, where the searched space has the size of 2Kpop chose Kpop.

The first two experiments scale the time and space and modify the linear and nonlinear characteristics of the model.
For example, in the case of a tiny small final time and advection coefficient, the diffusion linear part represents the main
dynamical engine of the model thus it behaves linearly. The results are compared against reduced-order models constructed
using Uy, and U, , respectively.

Fig. 5 illustrates the Frobenius norm error between the high fidelity and reduced-order model solutions for the final time
tr = 0.01. Panel (a) presents the accuracy results as a function of the advection coefficient v. Interpolating the high-fidelity
solutions leads to the most accurate reduced-order model. For large advection coefficients all of the methods suffer accuracy
losses. Among the potential explanations we include the constant dimension of the POD basis and the linear dependence on
the viscosity parameter assumed by all of the methods in various forms. Fig. 5(b)) shows that the basis dimension must be
increased as the advection coefficient decreases to maintain constant error.

Since the Grassmann manifold approach is a generalization of the subspace angle interpolation method we decide to
show only the results corresponding to the former method. While Lagrangian interpolation of the bases is performed in
both matrix space and tangent space of the Grassmann manifold (shown in cyan and green), the later approach performs
better in this scenario. The concatenation of bases using Gram-Schmidt algorithm was successful only for larger advection
coefficients (red curve in Fig. 5(a)), for a POD dimension set to 14.

Increasing the dimension of the basis enhances the so called Gram-Schmidt reduced-order model solution accuracy for
v = 1(see Fig. 5(b)). For this case Lagrange interpolation in the matrix space shows better performances in comparison with
the output of the Grassmann manifold approach.
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Fig. 5. Strategies comparison for generation of accurate ROMs for a new viscosity parameter ©* = 0.35 and t; = 0.01.In panel (a) Kpop is set to 14, whereas
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Fig. 6. Strategies comparison for generation of accurate ROMs for a new viscosity parameter * = 0.35 and t; = 1. In panel (a) Kpop is set to 14, whereas
in panel (b) v is set to 1.

Next we increase the nonlinearity characteristics of the model by setting the final time to tf = 1 and Fig. 6 illustrates the
Frobenius norm errors as a function of the advection coefficient v and POD dimension. The errors produced by the reduced-
order model derived via Grassmann manifold method are similar with the ones obtained by the surrogate model relying on
a POD basis computed via the Lagrange interpolation of the high-fidelity model solutions.

The Lagrange interpolation of bases in the matrix space is not successful as seen in both panels of Fig. 6. Increasing the
POD dimension to 20, the Gram-Schmidt approach enhances the accuracy of the solution (see Fig. 6(b)), for v = 1.

5. Conclusions

This study develops a new and efficient methodology for constructing reduced-order surrogates for parametric high-
fidelity models. We demonstrate the value of MP-LROM error model to generate accurate description of the local reduced-
order models errors along the entire parametric domain.

The MP-LROM error prediction and parametric domain sampling are utilized to generate decompositions of the space
of parameters into overlapping sub-regions. For each region an associated local reduced-order basis and operators are
constructed using snapshots from a single representative high-fidelity trajectory. The procedure guarantees that, that for
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all values of the parameters in a region, the high-fidelity model is approximated by the same local reduced-order surrogate
within a feasible prescribed accuracy level. Under specific conditions, we derived a theoretical lower limit for the accuracy
level of a local parametric reduced-order model associated with a parametric sub-region. The novel methodology was
applied to a 1D-Burgers model. A decomposition of the viscosity parameter interval into sub-intervals with associated errors
thresholds was performed.

Next we employed the hierarchy of local bases, local reduced-order and high-fidelity models producing the most accurate
solutions for an arbitrary parameter configuration. Based on this hierarchy, three already existing methods involving bases
interpolation and concatenation and high-fidelity model solutions interpolation were applied to enhance the quality of
the associated reduced-order model solutions. Several experiments were performed by scaling the time and space and
modifying the nonlinear characteristics of the 1D-Burgers model. In most cases, interpolating the already existing high-
fidelity trajectories generated the most accurate reduced-order models for a new viscous parameter revealing that the
solution behavior over the parametric region under study can be linearly approximated. Lagrange interpolation of bases
in the tangent space of the Grassmann manifold and concatenation of bases for larger reduced subspaces also showed good
performances.

This work illustrates the rich potential of machine learning to impact the field of computational science and engineering.
The new methodology ensures that a small number of reduced-order models can approximate well the high-fidelity model
solutions for all parametric configurations. This greatly decreases overall computational costs since reduced-order models
are expensive to construct. In the present work the parametric domain decomposition algorithm is applied to a one-
dimensional parameter space.

As a future work, we seek to decrease the computational complexity of the MP-LROM error models. Currently the training
data required by the machine learning MP-LROM models relies on many high-fidelity simulations. By employing error
bounds, residual norms [22] and a-posteriori error estimation results [52,38], this dependency can be much decreased. In
addition, we plan to construct machine learning MP-LROM models to estimate the errors in quantities of interest computed
with reduced-order models. The predictions of such error models can then be used to speed up the current trust-region
reduced-order framework [53,54] by eliminating the need of high-fidelity simulations for the quality evaluation of the
updated controls.

Moreover, we are investigating the extension of the methodology to multi-dimensional parametric domains based on
multivariate sampling. In order to address the curse of dimensionality, we plan to combine our methodology with the active
subspace method [55] to efficiently design decompositions of high-dimensional parametric problems.
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