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Abstract

Despite recent progress in computer vision, fine-
grained interpretation of satellite images remains
challenging because of a lack of labeled training
data. To overcome this limitation, we construct
a novel dataset called WikiSatNet by pairing geo-
referenced Wikipedia articles with satellite imagery
of their corresponding locations. We then propose
two strategies to learn representations of satellite
images by predicting properties of the correspond-
ing articles from the images. Leveraging this new
multi-modal dataset, we can drastically reduce the
quantity of human-annotated labels and time re-
quired for downstream tasks. On the recently re-
leased fMoW dataset, our pre-training strategies
can boost the performance of a model pre-trained
on ImageNet by up to 4.5% in F1 score.

1 Introduction

Deep learning has been the driving force behind many re-
cent improvements in computer vision tasks, including im-
age classification, image segmentation, object detection and
tracking, etc. [Russakovsky et al., 2015; Lin et al., 2014;
Han et al., 2018]. These deep models, however, require train-
ing on high quality, large-scale datasets, and building these
datasets is typically very costly. Satellite images are particu-
larly difficult and expensive to label because of humans’ un-
familiarity with aerial perspectives [Christie et al., 2018].

One effective way to reduce the amount of training data
needed is to perform pre-training on an existing, previously
annotated dataset, such as ImageNet [Deng et al., 2009], and
transfer the learned weights to the domain of interest [Raina
et al., 2007; Dai et al., 2009]. However, the success of this ap-
proach diminishes if the underlying distributions and/or com-
positions of the pre-training and target datasets are not suffi-
ciently similar. Such a problem is exceptionally pronounced
in the satellite imagery space, as the entire frame of reference
and perspective of an aerial image is altered compared to a
natural image. This has the unfortunate effect of rendering
natural image datasets, such as ImageNet, less useful as pre-
training mechanisms for downstream computer vision tasks
in the satellite domain [Pan et al., 2010; Kaiser et al., 2017;
Jean et al., 2018; Oshri et al., 2018].

Because direct annotation is expensive, researchers have
considered many creative ways to provide supervision with-
out explicit labels. These include unsupervised [Kingma et
al., 2014], label-free [Ren et al., 2018; Stewart and Ermon,
2017], and weakly supervised learning methods [Ratner et
al., 2017]. A particularly effective strategy is to leverage
co-occurrence statistics in a dataset, e.g., predict the next
frame in a video, a missing word in a sentence [Mikolov et
al., 2013], or predict relationships between entities such as
images and text co-occurring together. For example, lever-
aging images and their hashtags on Instagram, Mahajan et
al. build a large scale image recognition dataset consisting
of more than 3 billion images across 17,000 weak labels ob-
tained from textual hashtags and their WordNet [Miller, 1995]

synsets. After pre-training on this extremely large dataset,
they report almost 5% improvement over the same model
trained from scratch on ImageNet.

Because satellite images are geolocated, i.e., they corre-
spond to specific locations (and times), they can be paired
with other geolocated datasets (e.g., OpenStreetMap [Kaiser
et al., 2017]), exploiting spatial co-occurrence statistics as
a source of supervision. Following this strategy, we con-
struct a novel multi-modal dataset by pairing geo-referenced
Wikipedia articles with their corresponding satellite images.
By treating an article as an information-rich label, we obtain
highly detailed physical and qualitative context for each im-
age. For example, the first sentence of the John. F. Kennedy
International Airport article contains excerpts such as “JFK
is the primary international airport serving New York City”.
Wikipedia articles additionally contain demographic, envi-
ronmental, and social information in structured form [Shee-
han et al., 2019]. To the best of our knowledge, this is the
first time that Wikipedia has been used in conjunction with
satellite images, and with 888,696 article-image entries, our
approach yields the largest satellite image dataset to date.

In this paper, we demonstrate the effectiveness of pairing
Wikipedia articles to satellite images for pre-training CNNs
for satellite image recognition. We propose two pre-training
methods to learn deep representations. First, similar to [Ma-
hajan et al., 2018], we weakly label satellite images with cu-
rated summarization tags extracted from the article via an au-
tomated process. We then train a deep convolutional network
to predict these weak labels directly from the images, learning
useful representations in the process. In the second approach,
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Figure 4: The workflow of the proposed weakly supervised learning method (a): (1) Extract labels from articles using our labeling pipeline.
(2) Match articles with images of their coordinates. (3) Pre-train on a large-scale dataset using 55 weak labels. (4) Transfer learned weights
to a down-stream task. In (b) we show the workflow of the image to text matching learning. Our method enforces the CNN to learn features
similar to raw textual features learned by Doc2Vec.

the idea of image to text matching [Lei Ba et al., 2015;
Wang et al., 2018]. In this direction, we propose a novel
network shown in Fig. 4b with two branches: a visual and
a textual one. We design a loss function that encourages the
CNN (visual branch) to produce image embeddings that are
close to a suitable vector representation of the corresponding
article’s text (textual branch).

The proposed architecture uses satellite images, X , and
Wikipedia articles, Y , as input. In the textual branch, we learn
a function ft : Y 7→ RK , to project an article, yi, to a textual
embedding space zt

i
∈ RK using a document summarization

model from natural language processing (NLP):

zt
i
= ft(yi). (1)

In the visual branch, we use a function fv : X 7→ RM pa-
rameterized using a convolutional neural network to extract
features from an image as

zv
i
= fv(xi) (2)

where i represents the index of the image paired to article
yi. We parameterize fv using the DenseNet121 architecture
[Huang et al., 2017] as in the weak supervision method. Next,
we use a function fm : Zv 7→ RK to map zv

i
to the same di-

mension as the textual feature vector zt
i
. The function fm is

parameterized using a fully connected layer with ReLU acti-
vations. The final feature vectors, zv

i
and zt

i
∈ RK , are then

compared with a loss function that enforces similarity.

Pre-training the Doc2Vec Model

Our image to text matching method uses textual descriptors
Zt to learn deep visual representations. In our study, we
use the Doc2Vec network [Le and Mikolov, 2014] which can
summarize variable length articles in a unified framework.
Doc2Vec is a document summarization method that can take
a variable length piece of text, yi, and map yi ∈ Y to a
paragraph vector zt

i
= ft(yi) ∈ RK in a fixed-length vec-

tor space, where K is specified by the user. Documents that
possess similar meanings are mapped to nearby points in the
embedding space, allowing a comparison between any two
documents. In contrast to fixed length vector representations
using Bag-of-Words, Doc2Vec can capture the orderings and
semantics of the words, which is highly beneficial for our un-
supervised learning task. For example, learning a textual em-
bedding space where we can closely map article categories

such as country, city, town etc. is desired considering that
their corresponding visual data contain similar structures (see
Fig. 5). Another advantage of the Doc2Vec model is that it
is an unsupervised learning model. This allows us to learn
Wikipedia-specific descriptors by training it on the full ge-
olocated Wikipedia article corpus.

Cosine Similarity Loss Function

After learning feature vectors, zv
i

and zt
i
∈ RK , from the

two branch network, we apply a loss function to measure the
similarity of the two vectors. We propose using the cosine
similarity metric, which measures the angle, θi, between two
vectors as

D(xi, yi) = cos(θi) =
fv(xi)

T ft(yi)

‖fv(xi)‖2 ‖ft(yi)‖2
. (3)

Wikipedia has varying lengths of articles, which makes the
cosine similarity ideal since it measures the similarity be-
tween the direction rather than the magnitude of two vectors.

Training on WikiSatNet

In our pre-training experiments, we use similar hyper-
parameters in both weak supervision and image to text match-
ing to train the DenseNet121 for optimizing the weights for
fv . We initialize weights randomly, however, we observed
faster convergence when initializing with pre-trained weights.
After experimentation, we set the learning rate and batch size
to 0.0001 and 64, respectively, and the Adam optimizer is
used to train the model [Kingma and Ba, 2014]. Finally, we
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Island - Aupaluktok Island 
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Figure 5: Visualization of PCA components of the randomly chosen
articles learned by Doc2Vec. Notice that visually similar objects
such as city, town are closely mapped while different objects are
projected far away. The article titles are shown on the right.
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Figure 7: The top-1 and 5 classification accuracies of the proposed
pre-training and baseline strategies on fMoW’s test set when fine-
tuning all layers on fMoW’s training set. Monte-Carlo experiments
were conducted when sampling a subset of the full training set.

Model CIFAR10 ImageNet
WikiSatNet
Weak Labels

WikiSatNet
Image2Text

Top-1 Acc.
(Fixed fv)

13.98 (%) 37.73 (%) 50.73 (%) 51.02 (%)

Top-1 Acc.
(Fine-tuned fv)

55.79 (%) 68.61 (%) 70.62 (%) 70.72 (%)

Table 1: Top-1 accuracies on the fMoW test set for pre-trained mod-
els. All the models are fine-tuned on the full fMoW training set.
Fixed fv represents the fine-tuning method where the pre-trained
weights are fixed whereas the second method fine-tunes all layers.

methods also boost performance on tasks that use temporal
data as input. Christie et al. trains the network on single
labeled images and at test time averages the softmax predic-
tions of the network on different images from the same area
to assign the label with the maximum average score. We fol-
low their training and test methods and at test time average
predictions from T images over the same area, again using
features extracted from fv(·) as input. Different from the pre-
vious section, we now report results in F1-scores to compare
our models to the ones proposed by [Christie et al., 2018].

Model CIFAR10 ImageNet
WikiSatNet
Weak Labels

WikiSatNet
Image2Text

F1 Score
(Single View)

55.34 64.71 (%) 66.17 (%) 67.12 (%)

F1 Score
(Temporal Views)

60.45 68.73 (%) 71.31 (%) 73.02 (%)

Table 2: F1 scores of different pre-training methods on fMoW’s test
set when fine-tuning all the layers on fMoW’s training set.

We first compare our pre-training methods to ImageNet
and CIFAR10 pre-training in Table 2. The proposed pre-
training methods outperform the ImageNet pre-trained model
by up to 4.5% in F1 Score when performing reasoning on
temporal views. Among the proposed methods, the image
to text matching approach outperforms the weak supervision
with handcrafted labels method by about 1.7% in F1 Score.
On the other hand, Christie et al. proposes five different mod-
els for the fMoW classification task. Three of them use meta-
data and images jointly, whereas the remaining two only em-
ploy an ImageNet pre-trained DenseNet on images. Their vi-

sual data-only models are named CNN-I-1 and CNN-I, where
the former is a single view model and the latter performs tem-
poral reasoning. We can improve these models with our pre-
training strategy by about 4.5% in F1 score while perform-
ing similarly to their top performing model, LSTM-IM, which
uses meta-data and visual data jointly to perform temporal
reasoning. Although this is outside the scope of this paper,
our models can replace the DenseNet model, pre-trained on
ImageNet, used in LSTM-IM to improve its results as well.

4.2 Experiments on Land Cover Classification

Additionally, we perform classification across 66 land cover
classes using remote sensing images with 0.6m GSD ob-
tained by the USDA’s National Agriculture Imagery Program
(NAIP). We focus on the images from the California’s Central
Valley near the city of Fresno for the year 2016. The corre-
sponding land cover map, named the Cropland Data Layer
(CDL), is collected by the USDA for the continental United
States [NAIP, 2016]. The CDL is provided at 30m GSD, and
we upsample them to match 0.6m GSD to use as ground truth.
The final dataset consists of 100000 training and 50000 val-
idation and test images. We only fine-tune the classification
layer while keeping fv fixed.

Model CIFAR10 ImageNet
WikiSatNet
Weak Labels

WikiSatNet
Image2Text

Top 1 Acc. 42.01 40.11 (%) 46.16 (%) 47.65 (%)
Top 5 Acc. 74.73 80.15 (%) 88.66 (%) 88.77 (%)

Table 3: Performance of different pre-training methods on the land
cover classification task.

As shown in Table 3, our pre-training strategies lead to
substantially higher performance than the ImageNet and CI-
FAR10 features. This demonstrates the robustness and wide
range of applications our pre-training strategies possess.

5 Conclusion

In this study, we proposed a novel combination of satellite
images and crowdsourced annotations from geo-referenced
Wikipedia articles. Our approach yields a large scale, multi-
modal dataset combining rich visual and textual information
for millions of locations all over the world — including ad-
ditional languages beyond English will likely improve cover-
age even more. Leveraging paired multi-modal data, we pro-
posed two different pre-training methods: (1) learning with
weak labels, and (2) learning without weak labels using im-
age to text matching. Both pre-training strategies lead to im-
proved results on the recently released fMoW dataset consist-
ing of large numbers of labeled samples. Our image to text
matching model outperformed one pre-trained on ImageNet
by 4.5% when using around 350000 labeled samples; this in-
crease is substantially higher when there are fewer labels.
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