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Cloud computing is an innovative computing paradigm that can bridge the gap between increasing com-
puting demands in computationally intensive tasks for digital design and manufacturing applications
and limited resources, scalability, flexibility, and agility in traditional computing paradigms. In light of
the benefits of cloud computing, cloud-based high performance computing (HPC) has the potential to
enable users to not only accelerate computationally expensive tasks, but also to reduce costs by utilizing
on-demand, ubiquitous, seamless, and user-friendly access to remote engineering application packages
as well as remote HPC resources. However, due to uncertainty about computing performance on the
cloud, many manufacturers find it challenging to justify and adopt Cloud-Based Design and Manufactur-
ing (CBDM). Therefore, the objective of this research is to evaluate the performance of solving a large-scale
engineering problem using finite element analysis on several public HPC clouds as well as introduce a
new workflow for CBDM. A set of experiments is conducted to compare the performance of the public HPC
clouds with that of a standard workstation and a dedicated in-house supercomputer. The performance
metrics include elapsed time, speedup, scalability, and stability. Experimental results have shown that
the Azure Cloud with 32 cores and the Nimbix Cloud with 16 nodes speed up the finite element analysis
over a workstation with 8 cores by more than seven-fold and eight-fold. A dedicated in-house supercom-
puter speeds up the finite element analysis over cloud computing by approximately two-fold because
of better I/O performance and larger memory. In addition, considerable variations of elapsed time for
solving the finite element model with multiple nodes in the cloud were observed due to resource sharing
in cloud computing.

© 2016 The Society of Manufacturing Engineers. Published by Elsevier Ltd. All rights reserved.

1. Introduction

exploration, medical research, and product design. According to the
44th TOP500 list of supercomputers, Tianhe-2, a supercomputer

High performance computing (HPC) refers to the use of
supercomputers and parallel processing techniques for solving
large-scale and complex engineering and scientific research prob-
lems. Dedicated in-house supercomputers have been playing an
important role in a wide range of computational and data intensive
fields such as biosciences, molecular-scale physics, weather fore-
casting, media and entertainment, financial modeling, oil and gas
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developed by China’s National University of Defense Technology,
is ranked as No. 1 system with a performance of 33.86 petaflops/s
on the LINPACK benchmark [1]. However, very few individuals and
organizations have access to dedicated in-house supercomputers
due to extremely high initial and maintenance costs. For example,
the initial cost of Titan built by Cray at Oak Ridge National Labo-
ratory was $60 million. In addition, it costs $6 million per year to
operate and maintain Titan.

With rapid changes in technology, computing that utilizes HPC
clouds with virtualization technology can deliver high perfor-
mance computing power that is similar to bare-metal servers while
enabling flexible pricing models such as pay-per-use and subscrip-
tion [2-6]. According to NIST [7], cloud computing is “a model for
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enabling ubiquitous, convenient, on-demand network access to a
shared pool of configurable computing resources (e.g., networks,
servers, storage, applications, and services) that can be rapidly pro-
visioned and released with minimal management effort or service
provider interaction.” Cloud computing is an innovative computing
paradigm that can potentially bridge the gap between increasing
computing demands and limited resources, scalability, flexibility,
and agility in-house computing. Some of the key characteristics of
cloud computing, including virtualization, multi-tenancy, scalabil-
ity or elasticity, and pay-per-use pricing model, have transformed
the traditional information and communication technology (ICT)
business model from capital expenditure (CapEx) to operating
expenditure (OpEx) [8]. For example, the economics of cloud com-
puting and cloud-based services against conventional in-house
application deployment have been investigated using benchmarks
[9,10]. More importantly, HPC clouds allow users to have on-
demand, ubiquitous, and instant access to big data, computing
resources, and application software with no upfront cost. There-
fore, HPC clouds has the potential to democratize computer-aided
engineering by allowing infrastructures, platforms, hardware, and
software to be more accessible to more users.

While cloud computing is already widely accepted in the ICT
industry, the computer-aided design (CAD), engineering analy-
sis (CAE) and manufacturing (CAM) communities have recently
drawn attention to cloud computing. While research pertaining to
cloud-based CAD/CAE/CAM is in its infancy, several well-known
independent software vendors (ISVs) in the field of CAE have
started offering cloud-based services and more flexible licens-
ing models over the past few years [11,12]. Given this trend,
modern product design will increasingly rely on large-scale sim-
ulations and engineering analysis such as structural and thermal
analysis. ANSYS itself [13], and in collaboration with cloud com-
puting companies such as Nimbix, UberCloud, and Gompute, has
created cloud-based HPC environments for running ANSYS simula-
tions and post-processing. For example, Nimbix [ 14] enables users
to perform 3D visualizations with ANSYS in the cloud, and has
demonstrated that cloud-based rendering allows for compelling,
near-photorealistic visualizations without running into memory
limits on the graphics server.

More specifically, the benefits of applying cloud-based HPC in
CAD/CAE/CAM applications are as follows:

e Anytime, anywhere access. Cloud-based HPC enables users to
acquire access to any CAD/CAE/CAM (e.g., ANSYS, Abaqus, and
AutoCAD) software packages and state-of-the-art HPC computing
hardware (e.g., CPU cores, GPUs, memory, and high-speed inter-
connects) via a web portal and/or application program interfaces
(APIs) anytime, anywhere.

e Cost efficiency. Cloud-based HPC allows users to solve com-
plex science and engineering problems using cloud-based
CAD/CAE/CAM simulations that typically require high bandwidth,
low latency networking, numerous CPU cores, and large mem-
ory size. In particular, cloud-based HPC enables users to not only
improve computing performance as dedicated on premise HPC
clusters, but also to reduce costs by utilizing on-demand comput-
ing resources and the pay-per-use pricing model without large
capital investments.

High flexibility. Cloud-based HPC can scale up and down on

demand and transform dedicated HPC clusters into flexible HPC

clouds that can be shared and adapted for rapidly changing cus-
tomer requirements through private, hybrid, and public clouds.

High throughput. Cloud-based HPC can significantly increase the

utilization of computing resources as opposed to dedicated on

premise HPC by allowing globally dispersed engineering teams

to perform complex engineering analysis and simulations con-
currently and collaboratively.

Although both academia and industry have shown increasing
interest in exploring HPC cloud in CAD/CAE/CAM applications, little
work has been reported on evaluating the performance of running
CAD/CAE/CAM applications in public HPC clouds against that of tra-
ditional dedicated supercomputers and standard workstations. In
particular, an important research question to answer is as follows:
How does the performance of public HPC clouds compare with that of
a conventional workstation and an in-house supercomputer for large-
scale finite element analysis? As such, the objective of this research is
toreport on the experiments that were performed via a quantitative
and comparative case study for running a large-scale finite element
analysis (FEA) simulation model on public HPC clouds. The signifi-
cance of the research is found in experimental results that provide
researchers and practitioners a deeper understanding of the imple-
mentation of cloud-based digital design and manufacturing as well
as public HPC cloud benchmarks. Specifically, this investigation
should be useful to those interested in adopting and implement-
ing cloud-based design, engineering analysis, and manufacturing in
public HPC clouds. Primary aspects of this set of experiments that
were utilized in answering the aforementioned question include:

¢ Evaluation of the performance of several public HPC clouds;

e Comparison of the performance of the public HPC clouds with
that of a standard workstation;

e Comparison of the performance of the public HPC clouds with
that of a dedicated in-house supercomputer.

The remainder of the paper is organized as follows: Section 2
presents a brief overview of cloud-based HPC and CAE on the cloud.
Section 3 presents the experimental setup, including the hardware
and software specifications of several cloud-based HPC clusters.
Section 4 presents the background of a large-scale FEA application
example. In the case study, the thermo-mechanical behavior of a
3D stacked die microelectronic package integrated with through
silicon vias is analyzed. Section 5 presents the performance evalu-
ation of cloud-based HPC for the FEA application. Section 6 provides
conclusions that include a discussion of research contribution and
future work.

2. Related work
2.1. CAE applications on the cloud

Providing needed background and context of high performance
cloud computing for CAE, this section provides a brief overview
of CAE applications on the cloud. CBDM refers to a cloud-based
service-oriented product development model in which service con-
sumers are able to accelerate digital design, engineering analysis,
and manufacturing simulation in the high performance com-
puting (HPC) cloud as well as reduce upfront costs of building
data centers, purchasing software licenses, and acquiring access
to massive amount of design- and manufacturing-related data
[15-21]. In the Infrastructure-as-a-Service (IaaS) model, cloud ser-
vice providers offer on-demand access to computing resources
such as virtual or bare-metal machines and cloud storage. Exam-
ples of laaS providers include Rackspace, Amazon, Google, and
Dropbox. In the Platform-as-a-Service (PaaS) model, cloud service
providers deliver computing platforms such as social collabo-
ration platforms, programming and execution environments for
cloud computing. Examples of PaaS providers include Google,
Microsoft, Amazon, Salesforce, and Nimbix. In the Hardware-as-
a-Service (HaaS) model, cloud service providers and consumers
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Fig. 1. UberCloud experiments.

are allowed to rent and lease manufacturing equipment such as
milling machines and 3D printers without permanently purchasing
and owning them. Examples of HaaS providers include Shape-
ways, Cubify, Quickparts, MakeXYZ, 3D Hubs, and MFG.com. In
the Software-as-a-Service (SaaS) model, cloud service consumers
are enabled to run computationally intensive application software
such as AutoCAD remotely without installing and running the soft-
ware on their local computers. Examples of SaaS providers include
ANSYS, Autodesk, Dassault Systemes, Sabalcore, Nimbix, and Uber-
Cloud.

To date, FEA and computational fluid dynamics (CFD) use cases
have been developed or are being developed in HPC cloud envi-
ronments. As shown in Fig. 1, UberCloud has conducted over one
hundred FEA and CFD experiments in various HPC cloud environ-
ments over the past two years [22]. However, to the best of our
knowledge, no study so far has been conducted to systematically
benchmark and evaluate the performance of public HPC clouds
using medium- and large-scale use cases for FEA. Without the fun-
damental understanding of how public HPC clouds can be applied
to CAE and how the performance of HPC clouds can be optimized,
it will be very challenging for end users, software providers, and
cloud service providers to adopt and implement CAE in HPC cloud
environments.

2.2. High performance cloud computing

Since the 1990s, the Department of Defense (DoD) High Perfor-
mance Computing Modernization Program (HPCMP) [23] and the
Department of Energy (DoE) Innovative and Novel Computational
Impact on Theory and Experiment (INCITE) program [24] have
been driving the use of advanced computational environments to
solve the most demanding problems in science and engineering.
However, in light of the benefits of cloud computing, cloud com-
puting services have been increasingly utilized for HPC applications
without building a local (in-house) supercomputer and running on
legacy UNIX systems. Although cloud-based HPC enables users to
solve complex problems with improved scalability at more afford-
able prices through various pricing models (e.g., pay-per-use and
subscription), HPC workloads are often not suitable for standard
clouds, especially those that use virtualization technology. The rea-
son is that HPC applications often require high bandwidth and low
latency networking [25]. In this section, the related works on HPC
in the cloud are presented.

In order to address the performance and management over-
head associated with virtual machines, Huang et al. [26] proposed
a framework for HPC applications. This framework was demon-
strated using a case study in which a prototype of a virtualized
Infiniband cluster was developed. Performance evaluation results
showed that HPC applications could achieve almost the same
performance as those running in a native and non-virtualized
environment. Moreover, this work also demonstrated that other

costs incurred by virtualization (e.g., memory consumption ad vir-
tual machine management) could also be reduced by optimizing
resource allocation.

In order to perform a quantitative and comparative case study
for running HPC applications in public clouds, He et al. [27]
conducted a few experiments on three public cloud platforms,
including Amazon EC2, GoGrid, and IBM public clouds. Results
showed that virtualization adds little performance overhead. In
addition, results also demonstrated one of the major problems per-
taining to current public clouds for running HPC applications is
caused by poor network capabilities. For example, the IBM cloud
platform could be equipped with a better network that has higher
bandwidth.

Expéito et al. [28] analyzed the performance bottlenecks in
HPC applications on the Amazon EC2 Cluster Compute plat-
form using selected micro-benchmarks and representative kernels.
Specifically, the communication performance was evaluated on
shared memory and a virtualized 10 Gigabit Ethernet network and
assessed the scalability of representative HPC codes using parallel
CPU cores. Results showed that the scalability of HPC applications
in the cloud relies on the network fabric and efficient input/output
virtualization support.

Jackson et al. [29] also evaluated the performance of HPC appli-
cations in a cloud environment to understand the tradeoffs in
migrating into the cloud by comparing HPC clusters to the Amazon
EC2 platform. Based on these results, the Amazon EC2 was six times
slower than a typical mid-range Linux cluster, twenty times slower
than a modern HPC cluster. In addition, the results showed that
there was a strong negative correlation between the percentage
of time an application spends on communications and its overall
performance.

losup et al. [30] investigated the performance of cloud comput-
ing services for multi-task scientific computing on four commercial
cloud platforms, including Amazon EC2, GoGrid, ElasticHosts, and
Mosso. The selected performance metrics included wait time,
response time, and bounded slowdown (i.e., the ratio between the
job response time in the real and exclusively-used environment).
Results showed that the performances of the four tested cloud
platforms were worse than those of selected scientific computing
infrastructures.

Because virtualization may induce significant performance
penalties, Ostermann et al. [31] evaluated the usefulness of the
current cloud computing services for scientific computing on
the Amazon EC2 platform using micro-benchmarks and kernels.
Results indicated that the performance and reliability of Amazon
EC2 was insufficient for some large scientific computing applica-
tions. The reason is that Amazon’s EC2 instances run on 10 Gigabit
Ethernet networks which result in relatively low-speed intercon-
nections. Most recently, Amazon has launched C3 and C4 instances
which can provide enhanced HPC performance such as higher
packet per second and lower network latency.

Hazelhurst [32] evaluated the viability of Amazon EC2 for highly
scalable HPC applications. A large-scale scientific application exam-
ple on bioinformatics was performed to explore the computational
performance of Amazon EC2 clusters. The impact of shared mem-
ory, virtual cores, and network speed on the performance of the
Amazon EC2 clusters has been investigated. Results indicated that
the relative performance of the Amazon EC2 platform depends on
the nature of an application. In addition, it was concluded that cloud
computing was a feasible and cost-effective alternative but perhaps
will not replace dedicated clusters and supercomputers.

Previous work has focused on the HPC benchmarking and per-
formance evaluation for Amazon EC2 clusters using one of the
standard benchmarking tools LINPACK. The LINPACK benchmarks
are a measure of a system’s floating point computing power (i.e.,
millions of floating point operations per second (MFLOP/s)) [33].
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The LINPACK benchmarks are used to benchmark and rank super-
computers for the 500 most powerful computer systems in the
world (i.e., TOP 500 list). The limitations of the previous work are
as follows:

1. Although the LINPACK benchmarks measure how fast a com-
puter solves a system of linear equations, the benchmarks can
only approximate how fast a computer will perform when solv-
ing real engineering and scientific problems. In addition, the
LINPACK benchmarks only test the resolution of dense linear
systems, which are not representative of all the operations per-
formed in engineering and scientific computing [34]. Therefore,
performance evaluation and benchmarks for real-world engi-
neering applications are needed;

2. From the virtualization perspective, Amazon EC2 utilizes Xen
hypervisors to allow multiple computer operating systems to
execute on the same computer hardware concurrently [3].
However, as an alternative to hypervisor-based virtualization,
container-based virtualization has the potential to provide a
near-native system performance by virtualizing the user space
only instead of both kernel and user spaces of an operating sys-
tem [35]. In addition, from the I/O perspective, Amazon EC2
instances with 10 GB network connectivity only support up to
4000 Mbps of throughput as opposed to 56 Gbps supported by
FDR Infiniband interconnects. Therefore, performance evalua-
tion and benchmarks for a single machine with multi-core or
many-core and shared memory parallel as well as multiple
machines with distributed memory parallel on more hypervisor-
based and container-based public HPC clouds are needed.

3. Experiment

This section presents the details of the experiments conducted.
The benchmarks are based on the ANSYS Mechanical which is a
comprehensive FEA tool that can be applied for linear and nonlinear
structure and thermal analysis. The experiments were conducted
on three types of computing systems, including a standard work-
station, three public HPC clouds (i.e., Nimbix Multi-node Cloud,
NephoScale Single-node Cloud, and Microsoft Single-node Azure
Cloud), and a dedicated in-house supercomputer (i.e., CyEnce at
Iowa State University). The focus of the experiments was to evalu-
ate the performance of the public HPC clouds as well as to compare
the performance of the public clouds with that of the workstation
and the supercomputer. Such a comparison can provide bench-
marks and help early adopters of HPC cloud understand the benefits
of cloud-based HPC.

3.1. Experimental setup

Table 1 lists the hardware and software specifications of the
workstation, public HPC clouds, and the dedicated in-house super-
computer, respectively.

Nimbix is a container-based HPC cloud service provider deliv-
ering cloud infrastructure and platform as a pay-per-use service
[14,36]. Since cloud computing has come into existence in the
late 2000s, there is an increasing need to develop a platform that
enables developers to quickly build and integrate an application
software and its dependencies in a distributed and virtualized cloud
environment so that the application software can run on any Linux
and Windows servers. Currently, cloud computing makes exten-
sive use of hypervisor-based virtual machines (VMs) that enable
the software implementation of a physical computer that executes
programs like a physical machine. However, the hypervisor-based
virtualization technology virtualizes not only an application and

Table 1
Hardware and software specifications.

Workstation

Processor model Intel(R) Xeon(R) CPU E5530@

2.40 GHz
Number of physical cores 8
Memory 24GB

Parallel processing method Shared memory parallel (SMP)

Single machine on the Microsoft Azure Cloud (G5 instance)

Processor model Intel (R) Xeon (R) CPU
E5-2698B v3@ 2.00 GHz

Number of virtual cores 32

Memory 448 GB

Parallel processing method Shared memory parallel (SMP)

Single machine on the Nephoscale Cloud

Processor model Intel(R) Xeon(R) CPU E5-2690

v2 @ 3.00 GHz
Number of physical cores 20
Memory 256 GB

Parallel processing method Shared memory parallel (SMP)

Multiple machines on the Nimbix Cloud

Processor model Intel(R) Xeon(R) CPU E5-2650

v2 @ 2.60 GHz
Number of virtual cores per node 16
Memory per node 32GB
Interconnect 56 Gbps FDR infiniband
File system Network file system (NFS)

Parallel processing method Distributed memory parallel

(DMP)

Supercomputer at lowa State University

Processor model Intel(R) Xeon(R) CPU E5-2650

@ 2.00 GHz
Number of physical cores per node 16
Memory per node 128 GB
Interconnect 40 Gbps QDR infiniband

File system
Parallel processing method

Lustre parallel file system
Distributed memory parallel

(DMP)
VM 1 VM 2
App 1 App 2 Container 1 Container 2
Bins/Libs Bins/Libs App 1 App 2
Guest OS Guest OS Bins/Libs Bins/Libs
Hypervisor Linux Container
Host OS Host OS
Server Server

Fig. 2. Hypervisor-based versus container-based virtualization [37].

the necessary binaries and libraries but also an entire guest oper-
ating system, as illustrated in Fig. 2.

The advantage of hypervisor-based virtualization is that it
allows one to run an application on the entire guest operating
system. However, the disadvantage is that system performance
may degrade due to additional storage, memory, and I/O overhead
incurred by virtualizing the entire operating system. Container-
based virtualization, or operating system virtualization as it is
sometimes known, is an approach to virtualization in which the
virtualization layer of cloud computing systems runs as an applica-
tion within the operating system. In container-based virtualization,
the kernel of the operating system runs on the hardware node with
several isolated guest virtual machines installed atop. The isolated
guests are called containers as shown in Fig. 2. Container-based
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virtualization has the potential to provide a lightweight virtual-
ization layer, which promises a near-native system performance.
Therefore, container-based virtualization cannot only simplify the
access and deployment of application software but also reduce
overhead as well as provide better performance. The potential ben-
efits of container-based cloud computing environments include
better software portability, better workload visibility, lower over-
head, and faster provisioning.

Nimbix implements a cloud software stack based on con-
tainerization technology rather than relying on hypervisor-based
virtualization technology. Therefore, the container-based virtual-
ization technology in the Nimbix Cloud platform enables end users
to consume HPC applications such as ANSYS via a web portal and/or
APIs. Because the Nimbix Cloud platform does not need virtualiza-
tion hypervisors to manage virtual machines, the Nimbix Cloud has
the potential to deliver near-native performance with significantly
less overhead than hypervisor-based virtualization.

Azure is Microsoft’s cloud computing platform providing a col-
lection of integrated services such as data analytics, computing,
database, and storage. Azure virtual machines enable users to
deploy a Windows Server or Linux image on the cloud. As opposed
to container-based virtualization, Azure utilizes Windows Server
2008 and Microsoft Azure Hypervisor to provide virtualization of
services. A virtual machine on the Azure Cloud can be scaled up
from 1 core with 0.75 GB of RAM and 20 GB of disk size up to 32
cores with 448 GB of RAM and 6144 GB of disk size [38].

Nephoscale is a HPC cloud platform providing both public and
private cloud computing services. Virtual servers on the Nephoscale
Cloud platform utilize the kernel-based virtual machine hypervi-
sor, Intel E5 Processors, DDR3 RAM, Solid State Drive (SSD) storage,
and 10Gbps networking devices. In addition to virtual servers,
Nephoscale also enables users to solve large-scale engineering and
scientific problems on bare-metal dedicated servers which gener-
ally outperform virtual servers with the same RAM and CPU cores
by 25% or more depending on applications, workload, and server
parameters [39].

3.2. Workflow

This section presents the workflows for running CAE applica-
tions such as finite element simulations on a dedicated in-house
supercomputer and a public HPC cloud.

As illustrated in Fig. 3, a typical workflow for running finite ele-
ment simulations on dedicated in-house clusters consists of the
following steps:

(1) Stage an input file from the end user onto the cluster’s parallel
file system called scratch space;

(2) Create a portable batch system (PBS) script for running a job;

(3) Submit a job using the PBS script and the gsub command to the
portable batch system that allocates computational tasks (e.g.,
the number of nodes and processors);

(4) The job will either start running immediately on the cluster or
wait in the queue for its turn, while input data waits on the
scratch space. Because HPC clusters are generally fully utilized,
it is very common for a job to spend hours or even days in the
queue;

(5) Once the job is finished, transfer the result file to a local
machine;

(6) View the FEA result using a FEA viewer from the local machine.

In comparison to the aforementioned workflow, a typical work-
flow for running finite element simulations on public HPC clouds
consists of the following steps:

Stage an input file onto
parallel file system

Stage an input file onto

N cloud storage

Create a PBS script
v
N Submit a job via a web
¥ portal of a cloud platform
Submit a job to the

portable batch system v

Start running
v . ) -
N immediately or wait in a
' S.tarl running queue
immediately or wait in a
queue
v
v Transfer the result file to

a local machine or view
the result via remote

Transfer the result file to
a local machine and view

the result desktop
b4
YES = YES
leether the result . End Whether the result » End
is good or not is good or not
NO
NO ] )
Change parameters in Change parameters in
the input file the input file

Fig. 3. Workflow on the supercomputer and HPC clouds.

(1) Stage the input data from the end user onto cloud storage such
as Amazon Cloud Storage and Dropbox. The input data can be
transferred to and from the cloud storage via secure file transfer
protocol (SFTP) or a folder on a desktop using web distributed
authoring and versioning (WebDAV) over HTTPS;

(2) Submit a job to a web portal of a HPC cloud by configuring the
computing parameters such as the number of nodes or submit
a job using the interactive remote desktop mode;

(3) Similar to an in-house supercomputer, the job will either start
running immediately on the cloud or wait in the queue for its
turn. However, because of the virtualization technology, HPC
clouds generally have higher service availability than in-house
dedicated supercomputers;

(4) If the job is submitted via a web portal, transfer the result file
to a local machine and view the result from the local machine.
If the job is submitted via the remote desktop mode, view the
result via remote desktop without transferring the result file to
a local machine.

The aforementioned workflows will be implemented for solving
a large-scale FEA problem.

4. Example application

The example application is the thermo-mechanical warpage
analysis of a 3D stacked die microelectronic package integrated
with through silicon vias (TSVs). Over the last decade, digital
information processing devices for HPC systems require an increas-
ing level of computing power while using less power and space.
3D integrated logic devices with stacked memory using through-
silicon vias have the potential to meet this demand because the
shorter and highly parallel connection between logic and high-
capacity memory can avoid the von Neumann bottleneck, reduce
power consumption, and realize the highest device density. How-
ever, the challenges pertaining to 3D packaging with TSVs lie in
yield, assembly, test, and reliability issues [40-42]. In particular,
the 3D stacked die package warpage problem is one of the key
challenges for 3D package assembly. Understanding the package
warpage behavior is crucial to achieve high package stack yield
because the different warpage directions of top and bottom package
will impact the yield of package stacking [43-45].



D. Wu et al. / Journal of Manufacturing Systems 43 (2017) 316-326 321

©

Fig. 4. Schematic view of the 3D microelectronic package.
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Fig. 5. Cross-section view of the mesh near the stacked-die region.

In the example application, to address the aforementioned issue,
a finite element model is created with detailed package features, as
shown in Fig. 4, to investigate the warpage behaviors of stacked
die 3D packages, which is not well understood due to various rea-
sons. One of the reasons is that 3D stacked dies interconnected
with TSVs are still in the development stage. Thus, a very limited
amount of prototype samples are available for investigating the
warpage problem. The other reason is that the numerical simula-
tion of 3D packages is extremely computationally expensive. For
example, in the 3D packages, the in-plane dimensions are at the
millimeter scale. However, the out-of-plane dimensions, TSVs, and
micro-bumps are at the micrometer scale, which results in a signif-
icantly increased finite-element mesh density to meet the element
aspectratiorequirements. In addition, there are generally hundreds
or thousands of TSVs/micro-bumps between each stacked die.

As shown in Fig. 5, when a coarse mesh has been used to model
the TSVs/micro-bumps region, there are still 8,075,538 degrees of
freedom (DOF) in the finite element model. Consequently, it takes a
standard workstation 15-60 h to solve only one step, cooling down
the entire package from the underfilling temperature (165°C) to
the room temperature (26°C). To further simplify the finite ele-
ment model, static structural analysis with steady state thermal
loading was applied to simulate the cooling process. Fig. 6 presents
the dome warpage shape after cooling down, which is due to the
larger coefficient of thermal expansion of organic substrate than
that of silicon dies. Large package warpage may pose serious pack-
age interconnect (TSVs, micro-bumps, and solder bumps) reliability
challenges in addition to package assembly yield issues.

Some of the detailed specifications about the finite element
model are summarized as follows:

e 8,075,538 degrees of freedom.
e SOLID185 elements.
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Fig. 6. Warpage of the 3D microelectronic package at room temperature.
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Fig. 7. Solution scalability and performance stability for the workstation.

e Linear elastic analysis.
¢ Distributed sparse solver.

5. Experimental results
5.1. Workstation performance

In the first experiment, the finite element model was executed
on the 8-core high performance workstation using 1, 2, 4, 6, and 8
cores for three times. Table 2 lists the results on the core count,
memory usage, solver computational rate, I/O rate, and elapsed
time. The average elapsed time using 8 CPU cores has achieved
4.3 x speed-up than that of the single CPU core.

Optimally, the speed-up from parallelization would be linear.
However, according to the Amdahl’s law [46,47], the speed-up of
a program from parallelization is limited by how much of the pro-
gram can be parallelized. In practice, most of parallel computing
results have a near-linear speed-up for small number of proces-
sors, which flattens out into a constant value for large numbers
of processors rather than achieve optimal speed-ups, as shown in
Fig. 7.For example, in the experiment, relatively good solution scal-
ability can be achieved using less than 4 CPU cores. However, the
finite element simulation does not scale using 6 and 8 CPU cores.
Adding more CPU cores will not significantly reduce elapsed time,
and in some cases, result in increased elapsed time, as shown in
Fig. 7. In addition, variability for elapsed time for running the finite
element model on the workstation is very small. In other words,
the experimental results on the workstation are repeatable.

5.2. HPC cloud performance

In the following experiments, the finite element model was exe-
cuted on three public HPC clouds, including two clouds with a single
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Table 2
Elapsed time for the workstation.

CPU core # Memory (MB) Solver computational rate (Mflops) 1/O rate (MB/s) Elapsed time (s)
1 30,167 8231.5 131.2 211,319
1 30,167 94389 1349 194,132
1 30,167 94389 134.9 194,132
2 30,068 16,550.5 143.6 121,553
2 30,068 16,649.6 142.7 120,147
2 30,068 16,452.9 145.1 119,586
4 30,069 36,507.4 127.6 61,752
4 30,069 37,572.3 142.5 60,391
4 30,069 25,0459 142.6 66,671
8 30,069 53,704.6 139.7 49,625
8 30,069 57,483.3 1439 44,156
8 30,069 55,137.2 1389 45,572
80000 6.00 5.39
4.93
70000 5.00
a
— >
T 60000 B 4.00
8 8_ 3.21
& 50000 g 3.00
£ 40000 5 2.00 185
= x 1.00
B 30000 1.00
2 []
320000 0.00
Workstation 4 cores 8 cores 16 cores 20 cores
10000
Fig. 9. Relative speedup between the single machine on the Nephoscale Cloud and
0 the workstation.
1 2 4 8 16 20 60000
Number of CPU cores
Fig. 8. Solution scalability and performance stability for the single machine on the 50000

Nephoscale Cloud.

machine and one cloud with multiple machines. In order to bench-
mark these HPC clouds and evaluate performance stability, three
replicates are generated for each experiment.

5.2.1. Single machine instance performance

The objective of the following two experiments is to evaluate
the performance of single cloud server instances without inter-
process communication across multiple nodes. The finite element
model was executed using 4, 8, 16, and 20 CPU cores on a single
machine on the Nephoscale Cloud. Fig. 8 shows the solution scala-
bility and performance stability. Relatively good solution scalability
is achieved using less than 16 CPU cores. Similar to the workstation,
variability for elapsed time for running the finite element model on
the single machine of the Nephoscale Cloud is very small. Similar
to the workstation, the experimental results on the single machine
on the Nephoscale Cloud are repeatable. Fig. 9 shows the relative
speedup between the single machine on the Nephoscale Cloud and
the workstation using 8 CPU cores. The largest speedup is 5.39x
using 20 CPU cores.

We also execute the finite element model using 4, 8, 16, and
32 CPU cores on the other single machine on the Microsoft Azure
Cloud. Fig. 10 shows the solution scalability and performance stabil-
ity. Similar to the single machine instance on the Nephoscale Cloud,
relatively good solution scalability is achieved using less than 16
CPU cores. Variability for elapsed time for running the finite ele-
ment model on the single machine on the Microsoft Azure Cloud
is also very small. Therefore, the experimental results on the single
machine on the Microsoft Azure Cloud are also repeatable. Fig. 11
shows the relative speedup between the single machine on the

Elapsed Time (Second)
N w B
o o o
o o o
o o o
o o o

10000

1 2 4 8 16 32
Number of CPU cores

Fig. 10. Solution scalability and performance stability for the single machine on the
Azure Cloud.
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Fig. 11. Relative speedup between the single machine on the Azure Cloud and the
workstation.



Table 3
Elapsed time for the Nimbix Cloud.
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Node # CPU core # Memory (MB) Solver computational rate (Mflops) 1/O rate (MB/s) Elapsed time (s)
8 128 270,847 439,807.6 551.2 9853
8 128 270,847 567,303.3 603.4 9067
8 128 274,096 683,412.6 636.9 5706
10 160 329,111 368,512.3 541.7 11,018
10 160 327,716 329,803.6 475.1 11,063
10 160 329,111 916,573.4 1102.4 4190
12 192 381,439 555,754.6 840.9 8850
12 192 381,439 941,153.8 942.5 6126
12 192 381,439 739,670.4 1222.4 6869
14 224 430,585 735,222.3 840.9 6934
14 224 436,738 768,837.5 948.4 5646
14 224 429,825 988,689.6 1456.4 5649
16 256 485,795 592,235.4 873.9 7745
16 256 504,824 717,520.8 1843.0 4689
16 256 479,581 700,708.9 4863.0 5252
12000
Boxplot of Elapsed Time
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Fig. 12. Solution scalability and performance stability for the multiple machines on
the Nimbix Cloud.
Fig. 13. Boxplot for elapsed time.
9.00
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Microsoft Azure Cloud and the workstation using 8 CPU cores. The 8.00
largest speedup is 7.35x using 32 CPU cores. 7.00 6.78
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5.2.2. Multiple machine instance performance o 4.00
In the fourth experiment, we execute the finite element model 8 300
on the Nimbix Cloud with multiple nodes. The objective of the T, 0
experiment is to evaluate the performance of the Nimbix Cloud ’ 1.00
with inter-process communication across multiple nodes. Table 3 1.00 .
lists the memory usage, solver computational rate, I/O rate, and 0.00
Workstation 8 nodes 10nodes 12nodes 14 nodes 16 nodes

elapsed time for running the finite element model on the Nimbix
Cloud using 8, 10, 12, 14, and 16 nodes. Fig. 12 shows the solution
scalability and performance stability. As opposed to the worksta-
tion and single machine instances on the Nephoscale and Microsoft
Clouds, the finite element simulation almost does not scale using 8,
10, 12, 14, and 16 nodes. More importantly, variability for elapsed
time for running the finite element model on the Nimbix Cloud is
very large. Fig. 13 shows a boxplot which indicates the mean and
degree of dispersion of the elapsed times for the Nimbix Cloud (i.e.,
the minimum and maximum elapsed time in each replicate). These
large variations in elapsed times for running the finite element
simulation on the Nimbix Cloud result from the fact that multiple
users or instances share the same physical machines or compete for
the same computing resources (e.g., memory and I/O bandwidth)
simultaneously on the cloud. Fig. 14 shows the relative speedup
between the Nimbix Cloud and the workstation using 8 CPU cores.
The largest speedup is 8.37 x using 16 nodes.

Fig. 14. Relative speedup between the Nimbix Cloud and the workstation.

5.3. Dedicated in-house supercomputer performance

In the fifth experiment, we execute the finite element model
on a dedicated in-house supercomputer, CyEnce, built by lowa
State University. The objective of the experiment is to evaluate the
performance of the dedicated supercomputer against that of the
workstation and the HPC clouds. Table 4 lists the memory usage,
solver computational rate,I/O rate, and elapsed time for running the
finite element model on the CyEnce supercomputer using 8, 10, 12,
14, and 16 nodes. Fig. 15 shows the solution scalability and per-
formance stability. Similar to the multiple machines on the Nimbix
Cloud, the finite element simulation does not scale using 8, 10, 12,
14, and 16 nodes. However, as opposed to the Nimbix Cloud, vari-
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Table 4
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Elapsed time for the CyEnce supercomputer.

Node # CPU core # Memory (MB) Solver computational rate (Mflops) I/O rate (MB/s) Elapsed time (s)
8 128 330,675 747,772.8 41,355.6 2811
8 128 306,614 764,756.4 41,4791 4071
8 128 335,819 846,864.5 41,197.2 2982
10 160 361,189 960,935.3 48,143.2 3108
10 160 405,707 897,665.1 45,2244 3105
10 160 383,273 972,394 51,346.4 3218
12 192 404,863 1,037,305 49,931.6 2801
12 192 448,757 1,120,895 50,601.7 3115
12 192 434,235 1,075,439 49,388.1 2899
14 224 477,620 1,053,513 46,727 2934
14 224 473,944 1,123,758 53,453.1 2924
14 224 496,306 1,158,918 48,369.4 2489
16 256 561,353 1,153,494 54,077.3 2580
16 256 555,877 1,207,179 51,219.1 2514
16 256 559,037 895,557.2 41,7791 2946
4500 3.00 2.79
'g 4000 '\ 2.50 2.48
g 3500 2.50 2.18 2.20
& 3000 ./"\—"_'>.\ a
g 2500 —e 2 200
= 2000 o
B 1500 & 150
Q (0]
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Fig. 15. Solution scalability and performance stability for the supercomputer.
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Fig. 16. Boxplot for elapsed time.

ability for elapsed time for running the finite element model on the
dedicated supercomputer is very small, as shown in Fig. 16. Fig. 17
shows the relative speedup between the supercomputer and the
Nimbix Cloud. The relative speedup is 2-3 times using 8, 10, 12, 14,
and 16 nodes. In this particular case, the dedicated supercomputer
outperforms the Nimbix Cloud for the following two reasons:

1. Each node on the dedicated in-house supercomputer has 128 GB
of memory which is significantly larger than 32 GB of memory
on each node of the Nimbix Cloud.

2. The Lustre file system on the dedicated in-house supercomputer
is a parallel distributed file system used for large-scale cluster

Fig. 17. Relative speedup between the supercomputer and Nimbix Cloud.

computing. In general, the Lustre file system can achieve better
aggregate I1/O throughput than that of the NFS.

6. Conclusion and future work

In this paper, a new workflow was introduced to utilize high
performance cloud computing resources for accelerating compute-
intensive tasks in digital design and manufacturing. A set of
experiments was conducted to evaluate the performance of sev-
eral public HPC clouds using a large-scale finite element model
with more than eight million degrees of freedom. The elapsed time,
speedup, scalability, and stability were used to measure the perfor-
mance of the cloud computing services. The experimental results
have shown that the Azure Cloud with 32 cores and the Nimbix
Cloud with 16 nodes speed up the finite element analysis over a
workstation with 8 cores by more than seven-fold and eight-fold.
The dedicated in-house supercomputer speeds up the finite ele-
ment analysis over cloud computing by approximately two-fold
because of better I/O performance and larger memory. Moreover,
considerable variations of elapsed time for solving the finite ele-
ment model using multiple nodes in the cloud were observed. These
variations in elapsed times resulted from the fact that multiple
users or instances shared the same physical machines simultane-
ously.

We believe that public HPC clouds will not replace on-premise
supercomputers in the near future, although public HPC clouds
provide compelling performance. This is because in-house super-
computers provide high-bandwidth, low latency interconnects and
high-speed distributed file systems that are required by large-
scale and latency sensitive applications such as real-time process
monitoring, while cloud computing might have limitations in both
interconnects and distributed file systems. However, HPC clouds
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offer unique advantages, including remote access to large volumes
of historical and streaming data, scalable computing capacity, and
flexible pricing models [9], although performance stability might
be one of the major concerns with democratizing digital design
and manufacturing using high performance cloud computing. In
response to the initial research question, our experimental results
have shown that the performance of the HPC clouds are reason-
ably sufficient for solving the large-scale finite element analysis
problem.

In the future, it will be worthwhile to benchmark and evaluate
the performance of public, private, and hybrid HPC clouds using
more FEA and CFD software packages such as MSC Nastran and
ANSYS Fluent packages. In addition, it is also very important to
design the experiments using the design of experiments (DOE)
technique to identify the relationship between factors affecting
the performance of the HPC clouds. A well-designed experiment
can help find cause-and-effect relationships as well as provide
answers to the following more in-depth research questions: (1)
what are the key controllable input factors in conducting FEA and
CFD simulations on public HPC clouds? (2) What are the main and
interaction effects in conducting these simulations on the public
HPC clouds? (3) At what settings would the FEA and CFD simu-
lations deliver optimal performances (i.e., minimum elapsed time
and linear scalability)? (4) What hardware and software settings
would generate less variation in the simulation output? Moreover,
a multi-objective optimization problem needs to be formulated for
studying trade-offs in the performance and costs associated with
solving engineering and scientific problems on the cloud. From a
cybersecurity perspective, as manufacturers are increasingly being
targeted by not only hackers and cyber criminals but also compet-
ing companies and nations engaged in corporate espionage, much
work remains to be conducted to address concerns for data confi-
dentiality, integrity, and availability. Although the aforementioned
challenges may exist when implementing HPC clouds, we believe
HPC clouds with improved workflow, user experience, and cyberse-
curity will enable users ranging from individuals, SMEs, and large
enterprises to have affordable, secure, on-demand, user-friendly,
and instant remote access to infrastructures, platforms, hardware,
and software for solve large-scale and complex engineering prob-
lems in the field of digital design and manufacturing.
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