Commun. Math. Phys. , Communications in
Digital Object Identifier (DOI) https://doi.org/10.1007/s00220-019-03651-w M ath emat i c al

Physics
®

Check for
updates

On the Energy Cascade of 3-Wave Kinetic Equations:
Beyond Kolmogorov-Zakharov Solutions

Avy Soffer!', Minh-Binh Tran?

1 Mathematics Department, Rutgers University, New Brunswick, NJ 08903, USA.
E-mail: soffer@math.rutgers.edu

2 Department of Mathematics, Southern Methodist University, Dallas, TX 75275, USA.
E-mail: minhbinht@mail.smu.edu

Received: 23 April 2019 / Accepted: 28 October 2019
© Springer-Verlag GmbH Germany, part of Springer Nature 2019

Abstract: In weak turbulence theory, the Kolmogorov—Zakharov spectra is a class of
time-independent solutions to the kinetic wave equations. In this paper, we construct
a new class of time-dependent isotropic solutions to the decaying turbulence problems
(whose solutions are energy conserved), with general initial conditions. These solutions
exhibit the interesting property that the energy is cascaded from small wavenumbers to
large wavenumbers. We can prove that starting with a regular initial condition whose
energy at the infinity wave number | p| = oo is 0, as time evolves, the energy is gradually
accumulated at {|p| = oo}. Finally, all the energy of the system is concentrated at
{Ip| = oo} and the energy function becomes a Dirac function at infinity E&{jp|=cc},
where E is the total energy. The existence of this class of solutions is, in some sense,
the first complete rigorous mathematical proof based on the kinetic description for the
energy cascade phenomenon for waves with quadratic nonlinearities. We only represent
in this paper the analysis of the statistical description of acoustic waves (and equivalently
capillary waves). However, our analysis works for other cases as well.
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1. Introduction

Over more than half a century, the theory of weak wave turbulence has been intensively
developed. In weakly nonlinear and dispersive wave models, the weak turbulence kinetic
equations can be formally derived, via the statistical approach, to describe the dynamics
of resonant wave interactions. The ideas of deriving the kinetic equations to describe
how energies are shared between weakly interacting waves go back to Peierls [71,72]
and the modern devevelopments have the origin in the works of Hasselman [36,37],
Benney and Saffmann [10], Kadomtsev [40], Zakharov [90], Benney and Newell [9],
Lukkarinen and Spohn [56,57,80]. We refer to the books [65,90] for more discussions
and references on the topic.

One of the most important wave turbulence equations is the so-called 3-wave kinetic
equation (cf. [75,76,87,89,91])

atf(ts P) = Q[f](t7 p),
£, p) = fo(p),

in which f (¢, p) is the nonnegative wave density at wavenumber p € RN N > 2;
Jfo(p) is the initial condition. The quantity Q[ f] denotes the integral collision operator,
describing pure resonant 3-wave interactions. In the 3-wave turbulence kinetic equation,
the collision operator is of the form

(D

OLfl(p) = / fR NRonne V= Rsopal F1= Rosp i LA1]d prd¥ 2 2)
with

Ry pi.polf1:= |vp,p1,p2|28(p — p1 — p2)8(w — w1 —w2)(fifa— ffi— ff2)

with the short-hand notation f = f (¢, p), w = w(p) and f; = f(t, pj), w; = w(pj),
for wavenumbers p, p;, j € {1, 2}. The quantity w(p) denotes the dispersion relation
of the waves. The equation describes, under the assumption of weak nonlinearities, the
spectral energy transferred on the resonant manifold, which is a set of wave vectors
satisfying

p=pi+p, ©=w+w. €))
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The exact form of the collision kernel V), ;, ,, depends on the type of waves under
consideration. The 3-wave kinetic equation plays a very important role in the theory of
weak turbulence, with a variety of applications for ocean waves, acoustic waves, gravity
capillary waves, Bose—Einstein condensate and many others (see [5, 14,36,37,44,58,66,
75,76,86-89,89] and references therein).

One of the most important results of the weak turbulence theory (cf. [44,89,90])
is the existence of the so-called Kolmogorov—Zakharov spectra, which is a class of
time-independent solutions fo, of equation (1):

foo(p) = Clp|™*, k>0.

These solutions are the analogs of the Kolmogorov energy spectrum C| p|_% of hy-
drodynamic turbulence. Normally, thermodynamic equilibrium solutions can be easily
derived from kinetic equations by inspection. However, the Kolmogorov—Zakharov (KZ)
spectra are much more subtle and only emerge after one has exploited scaling symme-
tries of the dispersion relations and the coupling coefficients via what is now called the
Zakharov transformation. The discovery of the KZ spectra has been so far a milestone
and breakthrough achievement on the subject, and for decades thereafter, it has been the
dominating subject of study in the wave turbulence theory. Works on this research line
have been continued till now and the Kolmogorov—Zakharov spectra have been found in
new applications, including astrophysics [32], interior ocean [59], cosmology [64] and
several other physical situations.

On the other hand, relatively little is known about the time-dependent solutions of
(1). In the important works [14—16], several numerical experiments were performed, to
investigate the 3-wave equation. In these works, the following equivalent form of the
3-wave collision operator was introduced

QA1 w) = /0 fo [R(@, @1, @2) — R(w1, ®, @) — R(w2, 01, 0) |dordw,,

R(w, w1, w2) :=8(w — w1 — w2) [U(wy, @2) f1 fo — U(w, w1) ffi — U(w, w2) ff2],
“4)

where U satisfies |U (w1, 2)| = (w1w2)?/?.

The solutions of [15,16] are assumed to follow the so-called dynamic scaling hy-
pothesis

ap (2
o) = s(1) F<s(t)) ®)

in which & denotes the scaling limit s(f) — oo and @ — oo with x = w/s(?) fixed.
Let us compute the energy of this function

/00 of (t, w)dw = /ms(t)“F <i) wdw
0 0 s(t)

- e (55) () ()
0 s) \s@)) " \s@)

= s(1)"*? /OOO xF (x)dx, (6)
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which grows with the rate s(1)9+2. Substituting this ansatz into Eqs. (1)-(4), we get the
system

§(1) = s%, withe =y +a+2

X - (N
aF(x) + xF(x) = Q[F](x).

In [15], the solutions follow the so-called decaying turbulence, in which the energy is
supposed to be the same for all time

/OO wf (t, w)dw = const. (8)
0

From (6), it is easily seen that the only value of a that gives the conservation of energy
is a = —2. By assuming that F(x) «~ x~", when x « 0, the power can be determined
n = y + 1. Since the degree of homogeneity y is considered in the interval [0, 1), the
integral fooo x F(x)dx is well-defined. However, this integral becomes singularif y > 1.

In [16], the degree of homogeneity y is considered in the interval [0, 2]. Suppose
that the solutions follow the so-called forced turbulence, whose total energy is assumed
to grow linearly in time

o0
/ wf (t, w)dw = Jt. 9)
0
Using (9), we obtain
J
§ = = s~lma

(a+2) [y xF(x)dx

and then a = —’%3. The challenge is that the integration fooo xF(x)dx with F(x) «

x_yT+3 for small x diverges in the finite capacity case y > 1 and converges only in
the infinite capacity case y < 1. Many strategies have then been introduced, mainly
to approximate a directly from the eigenvalue problem, to overcome the challenge. In
those cases, the energy grows with the rate s(r)4+2.

From these numerical experiments, the dependence on y of the behavior of the
solutions can be clearly seen. A deeper theoretical understanding of the numerical ex-
periments is then required.

In this work, we consider a very high value of the degree of homogeneity y and the
physical situation when the energy of the solutions is conserved in time (the system is
not driven by injected energy.) On this decaying turbulence system, we perform the first
rigorous mathematical analysis of time-dependent spatially homogeneous and isotropic
solutions, to understand their long time behavior. To be more precise, we consider the
case y = 2, which corresponds to acoustic waves, with

Voiml> = Ipllpillp2l, N =3and w(p) = |p. (10)

Note that capillary waves also have y = 2 and our analysis can be equivalently applied
to this case. We show that energy conserved solutions of 3-wave systems in this case
are only local in time. In other words, if we consider a 3-wave turbulence system,
whose kernel degree of homogeneity is high (y = 2), and look for a solution whose
energy is a constant for all time, then this solution can exist only up to a finite time,
after that, some energy is lost to infinity. At the first sight, this kind of behavior looks
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surprising and mysterious. One may ask the question: “Where does the energy go?” We
will explain in the next section that this phenomenon is closely related to the gelation
phenomenon in coagulation—fragmentation models (cf. [25,30,49,50]), that corresponds
the formation of a “giant particle” with “infinite size” (w = o0) in finite time. Since
all of the particles considered by coagulation—fragmentation models have finite size
0 < o < o0, the occurrence of gelation results in a loss of mass to infinity, when the
degree of homogeneity y of the kernel of the coagulation part (ww;)?/? is large y > 1.

In continuum mechanics, an energy cascade is the transfer of energy from large scales
to small scales—direct energy cascade, or the transfer of energy from small scales to
large scales—inverse energy cascade. Since the energy cascade phenomenon is related
to the evolution in time of the solutions, a natural question is that:*“Can we observe from
some time-dependent isotropic solutions of kinetic wave equations that the energy is
transferred to large/small values of wavenumbers as time goes to infinity”? Our analysis
shows that, time-dependent spatially homogeneous and isotropic solutions to the 3-wave
equations with a high degree of homogeneity, in the decaying turbulence case, indeed
exhibit the energy cascade phenomenon.

Our work shows that in many classical examples of waves (acoustic waves, capillary
waves), different from the KZ spectra, time-dependent isotropic and energy conserved
solutions to the 3-wave equations follow the energy cascade phenomenon and exhibit the
energy loss as time evolves. We only present in this paper the analysis of the statistical
description of acoustic waves y = 2 (and equivalently, capillary waves). However, our
analysis works for other cases as long as the growth of the kernel y is strong enough
(y > 1), in consistent with the coagulation—fragmentation phenomena.

In the PhD Thesis of Kierkels (cf. [41,42]), the author studied an equation that
describes the time evolution of the fraction of mass G that is not supported near the origin
of the 4-wave kinetic equation derived from the cubic nonlinear Schrodinger equation.
The mass and energy of the solution are conserved in time. In this interesting work, it is
proved that any nontrivial initial datum yields the instantaneous onset of a condensate
and self-similar solutions are also constructed. The strategy of the proof follows an
adaptation of the monotonicity estimate introduced by Lu (cf. [51-55]) and developed
by Escobedo—Velazquez (cf. [28,29]), leading to the instantaneous condensation.

We show that, in our case, there is no instantaneous condensation, but rather the
“reversed” physical phenomenon: the energy cascades to infinity partially in finite time
and totally in infinite time.

Similar with [41], our existence proof also relies on the classical kernel cutting off
strategy for the coagulation—fragmentation equation (see, for instance, [21]) and the
classical homogeneous Boltzmann equation (see, for instance, [3]). To prove the energy
cascade, we develop new monotonicity estimates for 3-wave kinetic equations, based
on previous works [28,29,41,51-55]. We also refer to [29] for discussions on related
topics for the 4-wave equations. In this work, it is shown that the condensation occurs
in finite time in the form of a delta function at the origin, and the energy, therefore, goes
to infinity in infinite time.



A. Soffer, M.-B. Tran

2. Comparisons with Related Models, Brief Descriptions of the Main Results, and
Outline of the Proof

2.1. Description of the problem and comparison with coagulation—fragmentation mod-
els. As discussed in the introduction, if we consider a spatially homogeneous and
isotropic capillary or acoustic kinetic wave equation, and look for a solution whose
energy is a constant for all time, then this solution can exist only up to a finite time, after
this time, some energy is lost to infinity. In order to capture the the dynamics of the energy
cascade phenomenon, we rewrite a new equation for the energy g(|pl) = w|p| f(Ip).
This equation becomes a sophisticated coangluation-fragmentation type equation, whose
fragmentation term is nonlinear rather than linear (see Definition 8 and (R1.1)). We con-
struct a new weak formulation of the solutions in an extended space containing the delta
function &{| p|=oc), Whose role is to capture the energy loss at infinity.

Remark 1. Note that the measure at infinity {|p| = oo} can be defined by using the
“extended half real line” [0, 00] = [0, 0c0) U {oo}. Suppose that B([0, 00)) is the
set of Borel sets of [0, 00), we can define the set of Borel sets of the extended real
line by B([0,c0]) = {B C [0,00] : BN [0, 00) € B([0, 00))}. Therefore, one can
define the space of finite nonnegative measures in B([0, oc]), including §{|p|=cc}. The
measure d (] p|) is the extension of the classical Lebesgue measure in B ([0, oc]). This
construction is classical and could be found in textbooks in analysis, for instance [31].

With the new weak formulation, we introduce several test functions, which are contin-
uous function on [0, oc], in to order to capture the behavior of the solutions at | p| = oo.
Different from the KZ spectra, using these new solutions, we can explicitly see that the
conserved energy is accumulated at large values of |p|, and finally, the energy will be
concentrated at | p| = oo: they become a Dirac function Ed{|p|=cc) at the limit  — o0,
where E is the total energy of the solutions. Indeed, with these solutions, one could
see that all of the energy goes to infinity and that the energy in every given interval
0 < |p| < R for any positive number R vanishes as ¢ tends to infinity. We show that
there is an “energy cascade event”, similar to the gelation event discussed in (R1.1), in
which a part of the wave energy is lost in finite time. The lost energy can be proved to
accumulate into a delta function at infinity. This is, in some sense, a rigorous proof of
the energy cascade phenomenon for acoustic and capillary wave systems.

We have the following comparisons.

(R1.1) The operator Q[ f]is very similar to the Smoluchowski collision operator, which
takes the following form (cf. [84])

1 [o
QSmo[f](w) = 5 /0 Usmo(w — w1, w1) f (0 — w1) f(w1) dwr

_/o Usmo(@, 1) f (@) f(w1) doy, (1)

for some kernel Us,,,. The integrodifferential equation that takes the Smolu-
chowski operator as the collision operator—the Smoluchowski equation—
describes the time evolution of the number density of particles as they coagulate
to size w at time ¢. There has been a large body of research on the mathematical
analysis of the Smoluchowski equation (see [12,13,19,24,30,61,62]).

To describe the dynamics of the cluster growth, in which the sizes of the clusters
evolve with time as the clusters undergo not only coagulation but also fragmen-
tation events, the coagulation—fragmentation models have been introduced with
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an additional linear fragmentation operator (see [11,20,23,48] and references
therein)

QCOFr[f](w) = QSmo[f] - QFr[f]»
Qr[fl@) = a(w) f(®) — /0 a(w)b(w, wy) f(w1) dwy (12)

for some kernels a, b.

In pure coagulation dynamics, particles coagulate into clusters, which only get
larger. On the other hand, in wave turbulence phenomena, waves can either
combine with other waves to form waves with larger wavenumbers (which cor-
responds to the delta function § (w — w1 — w») in the formulation of the collision
operator), or break into waves with smaller wavenumbers (which corresponds to
the delta functions § (w; —w — wy) and 8 (w2 — w — w1) in the formulation of the
collision operator). As a result, the terms containing [ f (w) — f(w1)] f (w1 — w),
with w] > w are missing in the presentation of the Smoluchowski collision oper-
ator. In coagulation—fragmentation dynamics, the fragmentation is described by
a linear operator. The additional linear operator Q,[ f] could be seen as a linear
version of the nonlinear terms containing 6 (w; —w—w>) and § (wy —w — w1 ) and
describing the breaking of waves into waves with smaller wavenumbers. Dur-
ing coagulation events, the total mass of particles is expected to be a constant
throughout the time evolution of solutions of coagulation—fragmentation models.
This is, indeed, a fundamental difference between coagulation—fragmentation
models and wave turbulence models. In 3-wave turbulence models, the mass
is not expected to be conserved but the energy is. If we denote the new un-
known g = fw, then the 3-wave turbulence kinetic equation in g becomes a
sophisticated coagulation—fragmentation equation (see Definition 8), in which
the fragmentation term is nonlinear, rather than linear. In this equation, the mass
of g (which is also the energy of f) is expected to be conserved.

When the fragmentation is absent, the coagulation kernel Us;,,, (@1, w2) can be
split into two classes 0 < Uspo(w1, w2) < 2 + @) + wy and Ugpo (w1, @2) 2
(w1w>)?/? for some y > 1. In the first case, the solutions are expected to be
mass-conserved; and in the second case, the solutions have gelation in finite time,
in which the conservation of mass breaks down. The gelation corresponds to a
runaway growth of the dynamics, that leads to the formation of a giant particle
with infinite size w = oo in finite time. Since all of the particles considered by
coagulation—fragmentation models have finite size 0 < @ < oo, the occurrence
of gelation results in a loss of mass. The gelation phenomenon was conjectured
in the 80s [49,50] and its mathematical proof for such coagulation kernels and
arbitrary initial data was shown twenty years later in [25]. A natural question is
that, after gelation occurs, where the mass goes. This question has not yet been
answered in [25]. Since the fragmentation reduces the sizes of the clusters, it was
proved that a strong fragmentation prevents the occurrence of gelation [17] but
does not affect the coagulation events if it is weak [46,83]. In general, due to the
effect of gelation, the existence analysis of coagulation—fragmentation models
follows two main streams. In the first stream, several works have been devoted to
the construction of mass-conserving solutions to models whose kernels satisfy
0 < Uspo(w1, w3) < 2+ w1 + wp with various assumptions on a and b (see
[6-8,21,45,85] and the references therein). In the second stream, weak solu-
tions which need not satisfy the mass conservation have been constructed (cf.
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[22,26,35,70,81] and the references therein). The existence of mass-conserving
solutions the models with kernels satisfying Usy,o (w1, w2) 2 (wlwz)”/ 2 with
strong fragmentations has been done in [17,23]. An opposite phenomenon takes
place when the fragmentation rate a takes the special forms a(x) = aox? for
some & < 0. In this case, the smaller the particles, the faster they divide, which
leads to the appearance of dust and again a loss of mass takes place. This phe-
nomenon is usually referred to as the shattering transition [4,60]. A survey of
earlier results can be found in [47].

As discussed above, there are differences between 3-wave turbulence and
coagulation—fragmentation models. First, the terms describing the breaking of
waves/particles are nonlinear in the 3-wave turbulence equation while they are
linear in coagulation—fragmentation models. Second, since the mass is not con-
served in 3-wave turbulence phenomena, if we denote the new unknown g = fw,
then the 3-wave turbulence kinetic equation in g becomes a highly sophisti-
cated coagulation—fragmentation equation. However, there is a deep connection
between the two types of models. In coagulation—fragmentation models, it is
shown in [25] that if the growth of the coagulation kernels is sufficiently strong
(w1w)?/? with y > 1, then a giant particle of infinite size is formed in finite
time. Since in these models, w denotes to the size of the particle, the giant particle
of infinite size corresponds to w = co. In our wave turbulence model, we will
show later that the conservation of energy is broken at finite time. The energy
breaking in the energy cascade phenomenon is closely related to the gelation
phenomenon. In order to describe the dynamics of this phenomenon, we con-
struct a new weak formulation of the energy solutions g in an extended space
containing the delta function §{y—cc). With this weak formulation, several test
functions are introduced, in to order to capture the behavior of the solutions at
o = oo. That allows us to show that all of the energy of the system will finally
go to this delta function as time goes to infinity. In other words, we show that
there is also a similar “gelation” event for waves, in which some of the energy of
the waves accumulate into a delta function with infinite wave number « = oo at
finite time; and as time evolves, all of the energy of the waves will be “gelled”
into this delta function. The delta function at infinity @ = oo corresponds to
the giant particle with infinite size in the coagulation—fragmentation case. In
this picture of the energy cascade process, the energy distributions g = fw of
the 3-wave kinetic equation develop a §-like concentration at infinity. However,
since large wavenumbers correspond to highly oscillatory waves in the physical
space, that cannot be described by the kinetic theory, the full picture of the energy
cascade requires a modification of the kinetic theory to be fully understood. A
similar situation can also be found in the Boltzmann—Nordheim kinetic theory
for a dilute gas of bosons [69]. Similar to solutions of our 3-wave kinetic equa-
tion, the solution of the Boltzmann—Nordheim kinetic equation also exhibits a
singularity in finite time (cf. [28,52]). Let 7 be the time left until the solution of
the Boltzmann—Nordheim equation blows up (also in the form of a delta func-
tion). The Boltzmann—Nordheim kinetic theory applies when 7 is still much
larger than i/wo (7)), where wo(7) is the average energy of particles taking part
in this blow-up. Therefore, in the dilute gas limit, the Boltzmann—Nordheim
kinetic equation remains physically sound in the time interval [#,, 7, Z¢], Where
1.r = h/wo(1er) and 1,5, is the mean-free flight time for the core of the energy
spectrum. As a consequence, the blow-up solution of the Boltzmann—Nordheim



On the Energy Cascade of 3-Wave Kinetic Equations

(R1.3)

kinetic equation is useful in describing the BEC dynamical process but the full
dynamics of the formation and evolution of BECs requires a serious modification
of the kinetic theory (see, for instance, [2,39,43,63,73,77] and the references
therein.)

Prior to this work, several rigorous mathematical results for solutions of the 3-
wave turbulence kinetic equation in various forms have already been obtained.
Long time dynamics, hydrodynamic approximations, uniform lower bounds,
existence and uniqueness of strong solutions and to the quantized 3-wave tur-
bulence kinetic equation were discussed in [1,27,38,68,78]. The mathematical
properties of solutions to the 3-wave turbulence kinetic equation under the ef-
fect of viscosity were studied in [33] for stratified flows in the ocean and in [67]
for capillary waves. A connection between chemical reaction networks and the
3-wave turbulence kinetic equation as well as its quantized version was consid-
ered in [18,82]. We refer to the book [74] for related discussions on the quantum
versions of the 3-wave equation.

2.2. Description of the main results: a proof of the energy cascade phenomenon for (1)—
(10). In the main theorem 10, we study a class of isotropic solutions f (¢, p) = f(¢, |pl)
to (1)—=(10), in which, the initial condition is radial fo(p) = fo(|p|) and regular at
|p| =00

f fopDIpPwpdudpl) = 0,
{Ip|=00}

andat p =0

f folpDlplodu(pl) = 0.
{Ip|=0}

In this case, the energy is lost from [0, 00) and cascaded to {| p| = oo} and this picture
can be fully described as follows. Suppose the total energy is

E = /[O )fo(|p|>w‘p||p|2du(|p|),

which is a conserved quantity

E=/ F@, IphoplplPdrdpl, Vi > 0.
[0,00]
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Then:

(i) The energy of the solution on the interval [0, co) is a non-increasing function of
time
d 2
o @ Iphoyplpl~du(lpl) = 0,
! J{Ipl=c0)

(ii)

(iii)

(iv)

and for all time 77 > 0, we can always find a larger time 7> > T such that

/{ | }f(Tz, IpDwipilpl*du(p) > f F (T, [pDwip plPd i p)).
pl=00

{Ip|=00}

This ensures that the energy on the interval [0, co) keeps decreasing for all time
t > 0.In other words, for all time 7 > 0, we can always find a larger time 7> > T}
such that

/[O )f(Tz, Pl lplPdp(p) </

[0,00

)f(Tl, |pDw|pil pl2du(ip)).

It is believed in the coagulation—fragmentation literature that, this kind of
energy/mass loss on [0, co) is not taken into account in the models. However, our
analysis shows that the energy/mass loss is already embedded in those equations
once the definition of the solutions is extended.

Moreover, the energy is transferred away from the origin as follows

/{0} [, lphwy|pPdu(pl) =0
forall ¢+ € [0, 00). In addition, for all ¢ € (0, 1), there exists R, > O such that
f F@, [phoplplPdu(pl) < eE forallt € [0, c0).
[0,R;)

This inequality essentially means that the energy is cascaded away from the origin.
The energy cascade has an explicit rate

&

f@ IphoyplplPdudph) > ¢ — —,
/{p|=oo} NG
where €1 and €; are explicit constants.

As a consequence, there is an explicit threshold time 74 > 0 such that

/{ | }f(t,|p|)w|p‘|p|2du<|p|) > 0,
pl=00

for all time ¢t > Tj4.

In other words, even when there is no energy at {| p| = oo} initially, after an explicit
short time, some energy is lost on the interval [0, co) and starts to accumulate at
{|p| = oo}. Therefore, one can only expect to have local strong solutions to the
equation.

However, we can always find a time 75 > 0 and R, > O such that for all t > T5

/ f@ IpheyplPdudpl) > €.
[Ry,00]
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(v) Atthe limit# — oo, the whole energy of the system will be cascaded/lost into one
single point {| p| = oo}:

@ 1 phoppl? — E8p=cc),

where the limit is in the weak sense, that will be explained later in the paper.

2.3. An outline of the proof of the main theorem. As discussed above, since we are
interested in the transfer of energy to infinity, we convert the equation in f(z, |p|)
into an energy equation of g(t, |p|) = f(t, |pl)wp|. This is, indeed, a sophisticated
coagulation—fragmentation type equation, whose fragmentation term is nonlinear rather
than linear (see Definition 8 and (R1.1)). Section 5.1 is devoted to the proof of the exis-
tence of weak solutions of the equation of g, based on a regularization technique of the
collision operator. The proof of the energy cascade phenomenon relies on a very special
structure of the collision operator of g. We will present in Sect. 4 that for test functions of

the form ¢, (p) = (1 — %) , with any positive parameter » > 0, the collision operator
+

becomes positive. The key property of these test functions is that lim,_. ¢, (p) = 1.
Using this class of test functions, we can see that 0; flo.w] g, Ipher(p)du(lp)) =0
for all r > 0, that yields '

riggaz /[O ]g(t, [pDer(p)du(pl) = 8:/{ }g(t, [pDer(p)du(pl) = 0.

This is an indicator for the accumulation of the energy at infinity and the main idea
of Sect. 5.2. Based on this special structure of the collision operator, in Sect. 5.4, we
compare the energy measured on an interval [r, co] at time ¢ and the energy measured
on the interval [0, r] for all time s from O to ¢. This leads to the proof of the transfer of
energy away from {0} in Sect. 5.5. By comparing the energy from [0, co) and the energy
from [0, oo], using the observations from Sects. 5.2 and 5.4, we can prove in Sect. 5.6
that the some energy indeed is lost from the interval [0, co) in finite time. Sections 5.7
and 5.8 study the lost rate and show that all of the energy will be finally accumulated at
{00} as time evolves.

3. New Weak Formulation and Statement of the Main Results

3.1. New weak formulation, energy conservation and H-Theorem on the extended space.

3.1.1. The new weak formulation on the extended space. Since the energy is finite, and
we are interested in the cascade of this conserved quantity from low to high wavenumbers
as time evolves, we denote the energy distribution by ¢ = fw, = f|p|, and obtain a
new form of the collision operator

Olgl:= 0 [5] = // V.o, 1281 = |1l — [p21)8(p — p1 — p2)
)4 R3xR3

y [ig_2 _ (& N ﬁ) i} & prd
|p1l | p2l P11 Ip2l/ 1Pl
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- 2// Vo 2801011 — 1] = [p2D8(p1 — p — p2)
R3xR3

y [iﬁ _ <i+£) ﬂ]dsmdspz_ (13)
Ipl P2l [pl - 1p21/ |p1l

The energy evolution equation for the energy distribution g is now

ag(t.p)=1pl0Lg] = IplQ [ﬂ . p).
g0, p) = go(p), (14)

where go(p) = [p[fo(p).
In Definition 8, we will define the weak solution f to (1) in terms of the weak solution

g to the energy evolution equation (14). Before presenting the form of the new weak
formulation, we recall some of the definitions of function and extended measure spaces.

Definition 2 (Continuous Function Spaces).

e Let / be one of the intervals [a, o], (a, 0o], [a, 00) or (a, o0) with 0 < a < oo,
we denote by C(7) the set of functions that are continuous on /; by Cck(I), with
k € N U {0}, the set of functions in C (/) for which the derivatives of order up to
k exist and are in C(/); and by C f(l ) the set of functions in C¥(1) supported in a
compact K C I.

e We denote C(1) = CO(I) and C.(I) = C2(I).

e We define the space 91 to be the function space spanned the space

[op) | pe e a0, 000

and the space C([0, oo]), in which for each ¢ € C([0, co]) the limit lim, ., ¢(p)
exists.
e For yy € C(I), we define

I¥lize = ¥ llca)-
Definition 3 (Extended Measure).

e The “extended half real line” is the set [0, co] = [0, c0) U {oo} with the topology

generated by the open sets of R and all interval [0, a) and (a, oc]. Then denoted by
B([0, 00)) the set of Borel sets of [0, 00), we can define the set of Borel sets of the
extended real line by

B([0,00]) = {B C [0,00]: BN[0,00) € B([0, 00))}.

e Note that [0, 0o] is a Hausdorff space. By 2 ([0, oo]), we denote the space of finite
nonnegative measures on B ([0, oo]). This classical construction could be found in
textbooks in analysis, for instance [31].

e For any interval I of the form [a, oo], (a, o], [a, 00) or (a, c0) with 0 < a < oo,
we denote by D (/) the space of finite nonnegative measures y € ([0, oo]) such
that w = 0 on [0, co] \ 1.

e In the notation of integrals, we write o(x)du(x) and for any o € D ([0, o0]),

el = / lo(x)]d(x).
[0,00]
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e The delta function §{;—) satisfies

/[0 ]8{x=oo}t/f(x)du(x) = lim ¢(x), (15)

for all continuous function ¥ € C ([0, c0)) such that the above limit exists.
If furthermore ¥ € C ([0, oo]),

/[O ]3{x=oo}1ﬂ(X)dM(x) = ¥ (00). (16)

Definition 4 (Weak™ Topologies).

e We define the weak™* topology on © (/) to be the smallest topology such that the
mapping

veD() > / P @A)
I
is continuous for all test functions

Vv eCol):={yeCU):y=0onT\I}.

e It can be shown that the space Co(I), endowed with the supremum norm, is a
separable Banach space. Therefore, by the Banach—Alaoglu theorem, the unit ball
in © (/) is compact with respect to the weak™ topology and the weak™ topology is
metrizable. Hence, we can define:

A sequence {v,} in ©(I) is said to converge to v with respect to the weak™ topology

*
Vv, =V

if and only if

/Il/f(x)vn(x)du(x) — /Ilﬁ(X)v(x)du(X)

for all € Co(1).
e We endow D (7) with the weak™ topology.

Remark 5. The reason that we need to extend the interval [0, c0) to [0, co] is that weak
solutions to (1)—(10) defined on [0, 0o0), whose energy is conserved on [0, 00), are only
local in time. This can be seen from the proof of Proposition 30. To guarantee the
existence of global in time solutions, one needs a weaker definition of the concept of
weak solutions. In this case, the weak solutions need to be considered on the extended
real line [0, oo].

Next, we represent the weak formulation on the real line. Based on this formulation,
the weak solutions on the extended real line will be introduced.
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Proposition 6 (Weak Formulation on the Real Line). For any suitable test function ¢ (p),
the following weak formulation holds true for the collision operator (10)

f LS lIplod®p
R3

=f Q[g|(lfl)}lpl<pd3p—/ / / Ipllpillp218(p — p1 — p2)

g(p1) glp2l)  g(p1) glp)  g(p2) g(p)
x 8(lpl —Ip1l —Ip2D — —
[p1l |p2l Ip1l |pl Ip2| |pl

x [Iplw(p) — Ipile(p1) — |P2|<P(P2)]d3p Eprdip,

~ 8(pv) g(lp21P1)
—2n [ [ pieipalifipllpa [ S22 SCPEED

Ipil Ip2l
_8(py) g(pi+1p2lp1)  g(p2lp1) g(p1 + Ipzlﬁl)]
lp1l Ip1+1p21pil lIp21p1l  Ip1+Ip2lpil

X [Im +|p21pile(p1 + Ip21P1) — Ipile(pr) — Ipllw(lpzlﬁ)]d3p1dlpzl, (17
in which p = ;ﬁ.

In addition, for radially symmetric functions f(p) := f(|pD), g(p) := g(|p]) and
o(p) := @(|pl), the following holds true

/ Q[—g(p)} Ipled®p
R3 yd
_ 16n2/ pllpalg(piDg (P2l
[p11>1p21=0

x[1p1+ p2Pe(pil +1p2) = 2% + D prle(IpiD

— 4p1p30(Ip2D) + (p1l = p2D°¢ (I pal = p2D |dipildipal

+87t2/ Ip1llp2lg(piDg (2D (I p1] + | p2))?
[p11=Ip21=0

[Ap11+1p2Dep11 + 192D = IprledpiD) = Ip2le(p2D [dipildipal.— (18)

In the rest of the paper, for the sake of simplicity, we omit the factor 8>.
Proof. The proof follows the arguments of [1,67]. O

Definition 7 (The functionals YJ;} and f)é ). For a function ¢ € 9, andx > y > 0, we
define

9y, y) = x+ yPolx +y) = 2(x% + yD)xe(x)
—4xy*p(y) + x — yPo(x — ), (19)

and

906, y) = |x+yPI0 + Vel +y) — xp(y) — yo(»)]. (20)
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Then formula (18) can be written as

/ 0 [i} |pled’ p
R3 [pl

= 2/ Ip1llp21g (P& P25y, (pil. | p2Dd| pil dlpal
[p1l=1p2120
+/ Ip1l1p2lg(PE (PSS, (I p1l. | p2DdIpildlpal. (2D
|p1l=|p2|20

Definition 8 (Weak Solution in terms of Energy Distribution on the Extended Real Line).
From now on, with an abuse of notations, we use p, p1, p for real and positive numbers.

(i) Suppose that
/ go(p)p*dp(p) < oo.
[0,00]

A function g(z, p), such that g(¢, p)|p|*> € C([0, 00) : D([0, oo])) for all ¢ €
[0, 00) and for all ¢ € C'([0, c0) : C([0, oc])), g satisfies

f{o ]go(t,p)g(r,p>|p|2du<p)— / 90, p)go(p)|pl*du(p)

[0,00]

t
= / [ / 055, P)E(s, P pIPdpn(p)
0 [0,00]

+2/ g(s, pn)Ip11g(s, p2)|p2l9y (1. p2)du(pr)di(pa)
P1>p220

+/ g(s. pOIp1lgs, p2)|p2lHo.) (1, pz)du(m)du(pz)}ds
p1=p220

(22)
will be called a weak solution to (13)—(14). Then

f@. p) = 8. p)
[Pl

f(&,0) = fo(0), fort >0

,forp>0,r>0,

will be called a weak solution to (1)—(10).
(i1) Suppose that

f go(p)pdu(p) < oo,
[0,00]
and

/ go(p)pdu(p) < oo.
[0,00]
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A function g(z, p), such that g(z, p)|p|2 e C([0,00) : D([0,00])) for all ¢t €
[0, 00) and for all ¢ € C([0, c0) : M), g satisfies

/[0 lfﬂ(t,p)g(t,p)lplzdu(p)—/

[0,00

t
= f [ f @s(s. p)g(s. p)|pl*du(p)
0 [0,00]

+ 2/ g(s, pOIp1lg(s, p)Ip219y(. ) (p1. p2)dp(pr)du(pa)
P1>p220

| 00, p)go(p)Ipl*d(p)

+/ g(s. pOIp1lg(s. p)|p2lH.) (1. P2)d,U~(P1)dM(P2):|dS
p1=p220
(23)

will be called a weak solution to (13)—(14). Then

ft, p)= Dl , forp>0,1r >0,
p

f(,0) = fo(0), forr >0

will be called a weak solution to (1)—(10).
(iii) The above two definitions differ in the spaces 9t and C ([0, oo]).

3.1.2. Energy conservation and H-Theorem on the extended measure space. In the
proposition below, we show that there is a conservation of energy for the weak so-
lutions in the sense of Definition 8. This conservation of energy is on [0, co]. In other
words, following Proposition 30, there is a loss of energy from [0, c0) to one single
point {oo} in the mathematical framework considered in our paper.

From the proof of the main Theorem 10, we can see that weak solutions, defined
in the classical sense on [0, 00), are only local in time. In other words, global in time
solutions, whose energy is conserved inside the interval [0, c0), in general, do not exist,
even in the classical weak sense.

Proposition 9. Let f be a weak solution to (1)—(10) in the sense of Definition 8. Then
the following conservation of energy holds true

/ Pt p)du(p) =/ 2 fo(p)dn(p). 24)
[0,00] [0,00]

Moreover, the H-theorem also formally holds on [0, o]

d, /[O PPl pln(p) < 0. 25)

Proof. This can be proved using the argument of [34,67]. O
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3.2. Main results.

Theorem 10 (Global Existence and Energy Cascade). Given any fy p? e D([0, o)),
fo = 0 satisfying f[o ] P2 fo(p)du(p) < oo, there exists at least one weak solution

fp3 e (0, 00) : D([0, 00])) in the sense of Definition 8 (i), f > 0 to (1)~(10) that
satisfies (0, ) = fo. Moreover,

/[o ]p3f(t,p)du(p)= /[0 ]p3f<0,p>du<p>forallte[o,oo>. (26)

If, in addition f[o,oo] p? fo(p)du(p) < oo, there exists at least one weak solution fp> €
C([0, 00) : D([0, o)) in the sense of Definition 8 (ii), f > 0 to (1)—(10) that satisfies
f(0, ) = fo. These solutions have conserved energy and bounded mass on [0, oo] for
all timet > 0,

/[O ]pzfa,p)du(p)s /[0 lpzf<o,p)cm(mforallre[o,oo). 27)
f[o ]p3f<r,p>du(p)= /[0 ]p3f(o,p>du(p>forallte[o,oo>. (28)

Moreover, if

f{o} P> fo(p)du(p) =0, and / P> fo(p)du(p) =0,

{oc}
the followings hold true.

(i) Given any non-trivial weak solution f to with initial condition fy in the sense of
Definition 8, f > 0, then the mapping t — f{oo} f(t, p)p3du(p) is nondecreasing.

(ii) Given any non-trivial weak solution f to with initial condition fy in the sense of
Definition 8, f > 0. For any ty € [0, 00), there exists t| > to such that

/{ o plpPantr) > /{ o plpdu(p), 29)

which means there exists t, > 0 such that f{oo} fte, ppPdu(p) > 0, and

f{O} £, p)lplPdu(p) = 0 forall t € [0, 00). Moreover, for all € € (0, 1), there
exists R, > 0 satisfying

/[OR)f(t, p)p>du(p) < el £, p)lpPllp: forallt €10, 00).

(iii) Given any non-trivial weak solution f with initial condition fy in the sense of
Definition 8, f > 0. There exist explicit constants C1, Co, T* > 0 depending on
the initial condition fo such that the following inequality holds

C
f 3d c, — —=,
/{Oo}f( plplrdu(p) > C i

forallt > T*.
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That leads to the existence of an explicit T** > 0 such that
Cy
/ f& p)pPdu(p) > =,
{oo}

forallt > T**.
Moreover, there exist r > 0 and an explicit T, > 0 depending on r such that for all

t>T,

]f(t, plplPdu(p) > Ci.

[r,00
(iv) All solutions f with initial condition fy in the sense of Definition 8, f > 0, with
finite energy, converge weakly* in © ([0, 00]) to a Dirac measure at infinity as

t — ooie.

£ PP 21O, p)IpP 18 (p=oo)

ast — oo.

(v) Suppose that f is aweak solution in the sense of Definition 8, satisfying f (0, p) p>
Ed{p=cc) forsome E € [0, 00). Then f is a trivial solution in the sense f (t, p) p-
Ed{p—cc) for all t € [0, 00).

Corollary 11. If

/[0 ]p3fo(p)du(p) < 00,

and
/ P> fo(p)du(p) < oo,
[0,00]

then the weak solution found in Theorem 10 is also the weak solution in the classical
sense i.e. f satisfies

f[o ]Wt,p)f(r,pnmzdu(p)—/[O ]w(O,p)fo(p)lplzdu(p)
t
Z/ [/ Vs (s, p) £ (s, p)lplrdu(p)
0 [0,00]

+2f G, pOIp1P £ (s, p2)lpal?
p1>p220

[1p1+ P20 (o1 + p2) = 2008+ DDV (p1)

—4p1p2t(p2) + 11— p2l¥(p1 = p) |dp(pdpa(p2)

+f DI A ARZ
p1=p220

+ P2l [¥(p1+ p2) — ¥ (p1) — w(pz)]du(m)du(pz)]ds, (30)

Sorall € C.([0, 00)).
Proof. The proof follows from straightforward computations and the fact that if ¢ €
C.([0,00)) theny/p e M. O
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4. Properties of the Collision Operator and a Special Class of Test Functions

This section is devoted to the construction of test function ¢ such that $ (L and ﬁé are
positive. These test functions play a crucial role in proving the cascade of energy to
infinity.

4.1. Boundedness of the functionals (i) and ﬁé. In the propositions below, we bound

Y); and ﬁé in terms of the norm of the test functions ¢. These estimates will be used
later in proving the existence of weak solutions in the sense of Definition 8.

Proposition 12. For a function ¢ € C([0, 00]) and p¢'(p) € L>®([0, 0ol), ¢'(p) is
piece-wise continuous on [0, 00) and 3€ > 0 such that

p2le(pr+p2) —e(p)] < €

for p1 = p2 2 0. Denote the set of all ¢ by V([0, o)), then V is a vector space with the
following norm

loly = llelis + |20+ sup_ paletor+p2) = (oo
L= pizp>0

then
195 (P1. P < 10pip2ll@ly.
Proof. First, rewrite the form of ﬁé) forpr 2 p22>20
Hp(p1. p2) = (p1+ p2)*0(p1+ p2) = 2P} +2p12D)e(p1)
—4p1p39(p2) + (p1 = p2) e(p1 — p2). 31
We add and subtract at the same time the above identity by (p1 — p2)3@(p1 + p2)

Hy(p1. p2) = [(p1+p2)* + (p1 = p2)*le(pr + p2) — Q2pi +2p1pDe(p1)
—4p1p3e(p2) + (p1 — p2)’le(p1 — p2) — ¢(p1 + p2)],

and estimate the absolute value of the last term on the right hand side of the new identity

/Wz A
p

2
1—p2 3

I(p1 — p2)3lo(p1 — p2) — o(p1 + Pl = Ip1 — paI? d&

3

in which the integral [ ;1 ‘_+g > is defined in the following sense: Suppose that ¢'(§) is
discontinuous at the points ay, - - - , a; in the interval [p; — p2, p1 + p2], then

p1t+p2 ap p1+p2
/ _ f b +/ . (32)
P1—D2 P1—p2 aj

Since in the above integral, the values of & is taken in the interval [p1 — p2, p1 + p2], it

is straightforward that ELZ < Ip+ which implies

-2’
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pP1+p2
/ ¢'(§)dE ’
14

1=DP2

I(p1 — p2)°le(p1 — p2) — @(p1 + P < |p1 — paI?

<2p1p2 Hé%’(é)”w :

where the integral is defined in the sense of (32).
Combining the last two inequalities, we find the following bound on $) ]lﬁ (p1, p2)

‘ﬁ;(pl,pz)‘ < ‘[217? +2p1p3 +4p1p3le(pr+p2) — 2pi +2pip)e(p1)
~4pipde(p)| +2p1p2 [£20®)]
which can be rewritten under the form
Lo | <A+ B+ 2pp [0 ®)| (33)

where
A = ‘(217? +2p1pD)le(p1 + p2) — w(m)]‘ and B := ‘4p1p§[¢(p1 +p2) — w(pz)](.

Let us now estimate A

+ p1+p2 g2/
§ c;fé)dg

3

p1
A= ‘(2p?+2p1p§)

P2
des| = |erts2mpd [
pP1

pP1

where the integral is defined in the sense of (32).

Observe that £ in the integral is taken within the interval [ p1, p1 + p2], then SLZ <4

PP’
that means
2 p2 +2 p2
< 1 2
P1

P1+p2
A [T even < apmlve| . o
p

1

where the integral is defined in the sense of (32).
It is straightforward to bound B

B < 4p1p2C. (35)
Combining (33), (34) and (35) gives the final conclusion of the Proposition. O

Proposition 13. For a function ¢ € V([0, 00)), where V is defined in Proposition 12,
then

195(p. )| < 8p%llglly -

Proof. First, rewrite the form of ﬁé (p, p) in terms of ¢

Ho(p. p) = 8p°[p(2p) — ¢(p)].
The same argument used in the previous proposition gives

2 — 3 r ’ 2
55(p. )| = 8p° | ¢©)de < 8pllglly

P
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Proposition 14. Define the space W([0, 00)) to be the vector space spanned by

Vo([0, 00)) = {1//([7) = po(p) ‘q) e V([0, oo))} and the vector ¢ = 1.

We also define
W10, 00)) = {o | pg € W10, 00n].

Then V ([0, 00)) is dense in C ([0, oo]) with respect to the L°°-norm. And W([0, 00))
is also dense in C.([0, 00)) with respect to the L>-norm.

Proof. Let us define S to be the vector space spanned by Cg ((0, 0)) and the two
functions ﬁ and 1. Since S C V([0, 00)) and S is dense in C ([0, oco]), we deduce that
V([0, 00)) is dense in C([0, o0]).

Now, let us consider a function ¥ € C.([0, 00)). Observe that {r can be decomposed
as the sum of ¢ € C([0,a]) for some 0 < a < oo and ¥» € C.(0, 00). It is clear
that 2 (p) can be approximated as the limit of a sequence {2 ,} in Ccl, (0, 00). Since
{V2.n/p} C CCl (0, 00) C V([0, 00)). As a consequence ¥ can be approximated in the
L norm by a sequence in Vy([0, c0)) € W([0, 00)).

There are two cases for 1. If ¥1(0) = 0, then ¥ can be approximated as the limit
of a sequence {y ,} in CL]. (0, 00). Arguing similarly as above, we obtain 1| can be
approximated in the L° norm by a sequence in V([0, 00)). If ¥/1(0) = A # 0, then
¥(0) — A = 0, and therefore can be approximated in the L°° norm by a sequence in
Vo([0, 00)) € W([0, 00)). Since A € W([0, c0)), we deduce 1 can be approximated
in the L norm by a sequence in W([0, c0)). O

Proposition 15. For any € W([0, 00)), then define ¢ = V/|pl, there exist two
universal constants ci, cp > 0 such that

194(p1. p2)| < ci prpa and |9(p. p)| < ¢z p?
for p1 2 pr» > 0and p > 0.

Proof. For a vector i € W([0, 00)), ¥ has the form A + pO(p), where A is a constant
and 6 € V([0, 00)). Since ' and 7 are linear, H,, = H)y , + H;, and H, = H3, +
$3. From Propositions 12 and 13, itfollows that [} (p1, p2)| < pi1p2, and [93(p. p)I <
pz. Let us now consider 55,14/;; (p1, p2)

94/ (P1. p2) = 2AIp1 + pa|* = 2A(pT + p3) — 4Ap1p2 + Alp1 — pal?
= —4Ap1p>.

Moreover, it is also straightforward that .‘6124 /p (p, p) = —4Ap?. As a consequence, the
conclusion of the proposition follows. 0O

4.2. The special effect of a class of test functions on the collision operator. In the
propositions below, we show that ) }p and f)é are positive with the test functions p(p) =
or(p) = (1 — %) , for r > 0. This is the class of test functions that help us to detect

+
the behavior of the solutions at infinity, due to the fact that the limit when p tends to
infinity of ¢, is 1.
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Proposition 16. (The positivity of .‘7); and f)é). For the special choices of ¢ belonging
to the class

or(p) = <1—%) . e (0,00), (36)

where

r r

(1——) =1—£,f0rp>r, and (1——) =0, for0O<p<r,
P/ p PJ/+

forr € (0, 00), the two operators Sﬁé(pl, P2), ﬁé (p1, p2) become non-negative for all
0< p2 < p1 <00

In addition, ¢ satisfies the conditions of Propositions 12 and 13: ¢ € C([0, o)),
p2<p’(p) € L*®([0, 00)), ¢'(p) is piece-wise continuous on (0, 00) and I€ > 0 such
that p2lo(p1+ p2) — ¢(p)| < Cfor p1 = pr 2 0.

Moreover, for this choice of test functions .‘f)(‘lo(p, p) = J’Jé(p, p), ¥Yp € [0, 00),
that means the weak formulation (30) can be reformulated as

/[0 0. P PlpPanip) - f

[0,00

t
=f [f s (s, P)g(s, plplPdu(p)
0 [0,00]

+/[0 Pg(s,p1)|p1|g(s,pz)lpzlfo}p(pl,pz)du(m)du(pz)}- (37

] (0, p)g(0, p)|pl*din(p)

Proof. The proof is divided into two parts.
Part 1: Positivity of ﬁ(lp.
‘We rewrite the form of §) ;} in terms of ¢ for p1 > p» > 0

Do (p1. p2) = (p1+ p2)*e(p1 + p2) — 2(p7 + p1p3)e(p1)
—4p1p3¢(p2) + (p1 — p2)’9(p1 — p2), (38)
and consider several cases.
Casel:pry=2pr=2pi—pr>r.

In this case, we compute

9y (p1. p2) = —r(p1+ p2)> +2r (p% + p%) +4rpipy —r(p1 — p2)* = 0.

Case2: py =2 p2=2r>p1—p2=0.

Since r > p; — pa, it follows that p(p; — p2) = 0 > 1 which implies

_ r
(p1—p2)°

1 3 r 3 2 r
NP1, p2) 2 (pr+p2)” | 1= —2(pi+p1py) |1 - —
P1L+p2 P1

—appp (1= ) v =3 (1 = >0
1P P P1 P2 L — 2 = U.

Case 3: py > r > p1 — p2; p2 2 0.
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Since ¢(p2) = ¢(p1 — p2) = 0, it follows that

r r
9,(p1. p2) = (pi +p2)° (1 - > —2(p3 + p1p3) (1 - —) )
p1+p2 D1
Let us compute

2(pi +p1p3) — (p1+p2)’ = pi = 3pip2 — pipy — p3 < (p1—p2)’.

On the other hand, we have that

(p1+p)° (— ) —2(pi + p1p3) (—é) = r(p1 — p2)*.

p1+p2

Using the fact that » > p; — p2, we find

.
(p1+ )’ (— )—2(p?+p1p§) (_E) > 2(p} + pip3) — (p1+p2)°,

p1t+p2

which implies ) (p1, p2) > 0.

Case4: p; <r.
In this case, it straightforward that YJ}p(pl, ) = (p1+p2)3e(pi+p2) > 0.

Part 2: Positivity of .‘73%.
Second, ﬁé( P1, p2) can also be written as an operator of ¢

9(p1. p2) = (p1+ p2)’pile(pr+ p2) — ¢(p1)]
+(p1 + p2)* pale(p1 + p2) — p(p2)]. (39)

The monotonicity of ¢ gives .‘bé (p1,p2) =2 0forall py 2 pp >0. O

5. Existence of Weak Solutions and Energy Cascade

5.1. Existence of weak solutions. In this section, we will show the existence of weak
solutions in the sense of Definition 8. The proof is standard and is similar with the
existence proof of Kierkels and Velazquez [41]. It is the classical regularized, kernel
cutting off strategy, commonly used for the coagulation—fragmentation equation (see, for
instance, [21,79]) and the classical homogeneous Boltzmann equation (see, for instance,

[3D.

5.1.1. Regularized equation. The lemma below shows the existence of weak solutions
for the regularized model.

Lemma 17. Let ¢ € (0, 1), n € N, and go € D([0, 00]), go = 0 be arbitrary and

/ go(p)p*du(p) < oo,
[0,00]
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Then there exists at least one function g € C([0, 00) : D([0, oo])), g = O, that for all
t € [0,00) and all p € Cl([O, o0) : C([0, o)) satisfies

/[O ]w(t,p)g(t,p)pzdu(p)—/[o ]w(O,p)go(p)pzdu(p)

t
Zf [f @s(s, p)g(s. p)p*du(p)
0 [0,00]

+2 / g(s, pPig(s, P paSi " (P, p2)dp(pdp(pa)
p1>p220

+ / 56 pOPIE(s, P P39, " (p1, pz)du(m)du(pz)}ds, (40)
P1=p2=2

where
95" (p1, p2)

=————[Ip1 An+p2 AnPo(pi+p)+Ipi An—py AnPPe(pr — p2)
(p1+8e)(p2+e)

—2((p1 An)? + (p1 An)(p2 ADe(p1) — 4(p1 An)(p2 An)e(p2)]. (41)
and

1
(p1+e)(p2+e¢)

x[[p1 An+pa Anlp(pr+ p2) — (p1 An)e(p1) — (p2 Am)e(p)].
(42)

925" (1. pa) = Ip1 An+p2 Anf?

witha VvV b = max{a,b}, aAb = min{a, b}, a,beR.
Moreover,

/ pre(t, pydu(p) = f p*g(0, p)du(p).
[0,00] [0,00]

In the case that, we have in addition f[o ] go(p)pdu(p) < oo. The same result

holds true except the test function ¢ belongs to ¢ € C([0, 00) : M), where M is
defined in Definition 2.

Proof. We only study the case when the condition f[o ] go(p)p2du(p) < oo, holds
true. The other case can be done by a similar argument.
By setting g|p|?, golp|* to be g, go, we reduce (40) to a simpler equation

/ o(t. p)g(t, p)du(p) — / 00, Pgo(Pdu(p)
[0,00] [0,00]

t
_ / [ / 05 (s, P)g(s. pYdp(p)
0 [0,00]

+2 f o g(s, p1)g(s, pz)ﬁ;’(i’f') (p1, p2)du(p1)di(p2)
pri=p2z

+/ g(s, p1)g(s, pz)ﬁi’é’,’.’)(m, pz)du(pl)du(m)]ds. (43)
p1=p220
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We then study (43) instead of (40).

Step 1: Local Existence.
First, letus prove the local existence using a fixed point argument. To this end, we suppose
that go is non-zero, otherwise the proof is trivial. Now, let T € (0, co) be determined

later. Set w to be a function in C2°((—1, 1)) and for A € (0, 1) define w; (x) := %w (¥)-

Define the operator O, : C([0, T] : ©([0, c0])) — C([0, T] : D([0, oc])) in the
following manner:
Forall g € C([0, T] : ©([0, o])), all t € [0, T] and all ¢ € C([0, co])

/[0 ]w(p)Ox[g](t,p)du(p)

t .. .
= / ¢(p)go(pe” o PSP gy )
[0,00]

! 1
+/ f @(p)e” s Pe@INWMo g 105 N](p)du(p) ds.
0 J[0,00]

where P;, : D ([0, oco]) — Cp([0, 00)) is defined as follows
Pilgl(p1)

pi d
:=4/0 (1 ) + (p1 A m)(pa ) 22 8 P2 (p)

(p1+e)(p2+¢)

R T Y (e B
+8/_Oo N (p1 An) (Pz/\n)(p] +8)(p2+8)a)k(x pAu(p2)di(x).

and Q) : D([0,0]) — D([0, o)) is such that for all g € D([0, oc]) and all ¢ €
C ([0, o))

/[0 )fﬂ(p)Qx[g](p)du(p)

= f/ g(p)(wy * g)(p2)K(p1, p2)du(p1)du(pz),
{p1>p220}

with
2
(p1+e)(p2+e)
x[Ip1 An+pa AnPe(pi+p2)+Ipr An— p2 AnPe(pr — p2)].

K(p1, p2) =

It is clear that the two operators P, and Q, are well defined and O, maps the space
C([0, T] : ©([0, co))) into itself. Now, since P, and Q, are continuous operators on
([0, o0]), the operator  — O, [g](t, -) is continuous on [0, T].

Define the norms

l2llo = sup / e(p)h(p)du(p) for h € D([0, oo])
9eC([0,00]), l¢llos <1 J10,00]

sup [|g(r, )llo for g € C([0, T'] : D([0, o0])).
1€[0,7]

and [| g«

Taking into account the positivity of P, for g, go > 0, we find ||O,[g]|l« < llgollo +
%”3” g||,%, for g, go > 0 and some universal constant C > 0. Now, let us define the
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fixed-point set X7 := {g € C([0, T] : D([0,0])) : llgll+ < 2llgollo and g > O}. It is
clear that X7 is invariant under O, under the smallness condition of the time interval
T <

£
= cndgollo”
Choosing g € C([0,00) : ©([0,00])), and #; € [0,T]and 1, € [#1,T]. Let ¢ €
C([0, o)) with [[@[loc < 1.

' /[O POEI, P (p) - /

[0,00

| e(p)Oylgl(t1, p)du(p)'

n
</ 1Qalg (s, )ll«ds + lgollo
1

5]
/ Palg(s, V1()ds
n

e¢]

n
+/O 1Qalg (s, )]llxds

n
/ Puleg(s, )1(Vds
1

e¢]

Now, suppose that T < and g € X7, the following holds true

L
Cndllgoll

'[[O ]<p(p)(9x[g](t2,p)du(p)—f

[0,00

| o(p)Oslgl(t1, p)du(p)‘

9

n’ 2 Tnb 3
< C ol llgollp + — lgolly | |2 —n
for some universal constant C > 0.
By a classical argument, Arzela—Ascoli theorem then implies that the operator O;, is
a compact operator on X7. Now, by Schauder’s fixed point theorem there exists a fixed

point g, in the set X7 such that Oy [g,] = g on [0, T'] x [0, co]. As a consequence, g
solves

/ @(p)gn(t, p)du(p)
[0,00]
t L i
= /[ . w(p)go(pye fo PB4y ()
,00

? 1
+ /0 /0 @(p)e” s Prler@)lw)do g, 1o, (s ) (p)du(p) ds,
[0,00]

for ¢ € C([0, oco]) and ¢ € [0, T]. In addition, we have

0 [/{O ]<p(p)gx(t, p)du(p)}

1
=2 , - _
//{ppm%)} 8x(t, p1)(w; * g1(t, ) (p2) 118 (pate)

x [Ip1 A+ p2 AnPo(pr+ p2) +1p1t An— py AnPe(pr — p2)

—2((p1 A+ (p1 An)(p2 A))e(p1) |di(p)d(pa)
1

-8 , — , -
/700 //{pm)l - &n(t, p2)on(p — p1)ga(t, p1) P2+ ) (P15 5)
x (p2 An)(p1 A e(p1)du(p)di(pr)dn(pa). (44)
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Permuting the roles of p; and p» in the term containing (p2 A n)(p1 A n)? of the above
equation, we obtain

0 [/[0 ]w(p)gx(t, p)du(p)}

1
=2 , - I
//{p1>1)2>0} gt pres 810 D(p2) (p1+e)(p2+e)

x [Ip1 An+p2 AnPe(pr+ p2) +|p1t An— pa AnPe(pr — p2)
—2((p1 An)> + (p1 An)(p2 AmDe(pD)]du(pr)dp(pa)

1
-8 , y .
/A‘p1>p220} &t p)(wy * g (2, ) (p2) Pt (D)
x (p1 An)(p2 A)2e(p)di(pr)d(pa). (45)

Using the fact that (w) * ga (s, -)) is smooth, then the integral over {p; = p>» > 0} of

g1(s, ) x (wy * g(s, -))(-) is zero and hence the second term on the right hand side is
Zero

0 [/[0 ]w(p)gx(t, p)du(p)}

1
=2 , - -
//{p1>pz>0} g0 P s g1t D(p2) (pr+e)(p2+e)

x [Ip1 An+p2 AnPe(pr+ p2) +|p1t An— pa AnPe(pr — p2)
—2((p1 An)* + (p1 An)(p2 A))e(p1) Jdi(p)dn(pa)

1
-8 . . -
v//{p1>p220} gx(t, p1)(wy * g (t, ) (p2) P et
x (p1 An)(p2 An)*(p2)du(pr)du(pa)
+ / gx(t, p(@ % gi.(t, ) (pD)H5"" (p1, p)du(p)du(pa).  (46)
{p1=p220}

Equation (46) is then equivalent with

f o(p)g.(t, p)du(p) — / o(p)go(p)du(p)
[0,00] [0,00]

! 1
= /0 //[0,00]2 gr(s, p1 Vv p2)(w; * gi(s, ) (p1 A P2)m

x [Ip1 An+p2 AnPe(pr+ p2) +|p1t An— py AnPe(pr — p2)
—2((p1 An)* + (p1 An)(p2 A )@ (p1) Jdi(p)d(pa) ds

t
- 4/0 //[0,00]2 gn(t, p1 Vv p2)(wy * gr(t, ) (p1 A Pz)m
x (p1 An)(p2 An)*e(p2)du(pr)dn(pa)ds. 47)
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By choosing ¢ = 1 in (47), we find the conservation of energy

/ gx(t,p)du«(p)=/ go(p)du(p)
[0,00] [0,00]

forallt € [0, T].

Step 2: Global Existence.

We will use the classical argument to prove that the regularized equation has a global
solution. Choosing the initial datum gy := g(T, -), applying again the argument of Step
1 to (1) in the interval [T, 2T], we can find a solution g; € C([T, 2T] : ©([0, cc])) so
that

/ o(p)g:.(t, p)du(p)
[0,00]

! N .
= / (p)g.(T, pye™ Ir PABEIND gy ()
[0,00)

4 i
+ / / @(p)e s Prlar@)lw)do g, 1o, (s )(p)du(p)ds,  (48)
T J[0,00)

forall ¢ € C([0,o0]) and all ¢t € [T, 2T].

Note that from Step 1, we observe that T depends only on n, € and A since the energy
is conserved ||goll;1 = |lgoll;1- Therefore, the existence of the solution g; on [T, 2T]
is guaranteed. Repeating this argument on [27', 3T'], [37,4T], [4T,5T], ... we obtain
for any A € (0, 1) a global weak solution g, € C([0, co) : D([0, 0o])) of (1) for all
¢ € C([0,00]) and all ¢ € [0, c0).

Step 3: The limit A — 0.

We will now take the limit A — 0. Since {g;},¢(0,1) is bounded, as well as equicontin-
uous, by Arzela—Ascoli theorem, we deduce that the family {g; }5¢(,1) is precompact
in C([0, 00) : D ([0, 0o])). Therefore, there exists g € C([0, o0) : D([0, 00])), such
that f[o,oo] g(t, p)du(p) = llgoll forall t € [0, 00), and a sequence A, — O such

that g;,, A g uniformly and locally in ¢ on [0, 00). Therefore, for a time independent
test function ¢, the left hand side of (46) converges to the left hand side of (43) and
w;,, * &, (. ) A g(t, -), locally uniformly in ¢ on [0, 00).

As a result, the right hand side of (46) converges to

//[O P g(ts pl)g(t9 PZ)fJ;,’e‘n(pl, pZ)dM(Pl)dM(pz)
- 2/ g(t, p0)g(t, p)$H, " (p1. p)du(p)du(pa)
p1>p220

+/ g(t. png(t, p)Hy " (p1. p2)du(p)du(pa).
P1=p220

in which with ¢ is time independent.

When the test function is time dependent ¢ € C'([0, c0) : C([0, o¢])), the linear
term in (46) will appear. The linear term will converge to the first term on the right hand
side of (43). As a consequence, the function g will satisfy (43) for all # € [0, co) and all
¢ € C1([0,00) : C([0,00])). O
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5.1.2. Energy at {p=0)}. In this section we will prove that f{o} g(t, p)p*du(p) = 0 for
all t € (0, co). The following estimate is true independently of ¢ € (0, 1), n € N and
will allow us to take the limit ¢ — 0, n — oo.

Lemma 18. Let gg € O ([0, oo]). Suppose that gp2 € C([0,00) : ®([0,00])), g =0
satisfies (40) for all t € [0, 00). Then given p € (0, 1), R € (0, 00) the following holds
true

/ g(t, p)p2du(p) = (1 — p) / g0(p)p*du(p) forall t € [0, 00). (49)
[Rp,o0] [R,00]

Proof. For p € (0, 1), fix k € (0, R) and set ¢(p) = ¢ (p) = (l — %) defined in
+
Proposition 36, then

/[ ]g(t p)p*du(p) > ( —%) g(t, p)pdu(p)

[0 ( ) go(p)p*du(p)

=

> ( - E)/ ]go(p)p3du(p) forall 7 & [0, c0).

(50)

Choosing ¥k = pR, we obtain the conclusion of the lemma. O

Corollary 19. Let gop® € D([0, ool). Suppose that gp> € C([0, o0) : D([0, o)),
g = 0 satisfies (40) for all t € [0,00) and all ¢ € CL([0, 00) : C([0, 00))). Then
Sy 8 p)p2du(p) =0 forall t € [0, 00).

Proof. Using ¢(p) = 1 in (40), it follows that [, ., g(t, p)p*du(p) = ligop?*|l1 for
all t € [0, 00). Moreover, for any ¢ € [0, co) if follows from Lemma 18 that

lgop* Il =/[0 ]g(t,p)Pzdu«(p) > /[1 ]g(np)pzdu(p)

R2’

- R—1 2
Z % [%m} go(p)p~du(p).

The right hand side tends to llgop?|l1 as R — oo, we then find f{o} g(t, p)p*du(p) =0
forallr € [0,00). O

5.1.3. Existence result. Inthis proposition, we will show the existence of weak solutions
in the sense of Definition 8, passing the solutions of the regularized model to the limit.

Proposition 20 (Existence of weak solutions). Given any gg p2 e D([0,00]), g0 = 0
and

/ go(p)p*dp(p) < oo
[0,00]
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there exists at least one weak solution g € C ([0, 0o) : D([0, o])), g = 0 in the sense
of Definition 8 that satisfies g(0, -) = go. Moreover,

f g(t, p)p*du(p) = / go(p)p*du(p) < oo, fort > 0.
[0,00] [0,00]
If in addition,

/ go(p)pdu(p) < oo

[0,00]

there exists at least one weak solution g € C([0, 00) : D([0, o)), g = 0 to (14) that
satisfies g(0, -) = go. Moreover,

/ g(t, pyp*du(p) = / go(p)p*du(p) < oo, fort >0,

[0,00] [0,00]

/ gt, p)pdu(p) < / go(p)pdu(p) < oo, fort > 0.
[0,00] [0,00]

Proof. We consider first the case

/ go(p)p*dp < co.
(0,001

From the previous propositions, we know that for any ¢ € (0, 1), n € N there exists a
solution g. ,, € C([0, 00) : D ([0, 00))) of (40) forallt € [0, o) andallp € C([0, o0) :
C([0, oo])).

Let us denote the collection of these solutions by & = {g¢ n}sc(0,1),neN. For any test
function ¢ € V([0, 0o]) C C([0, oo]) and any times t1, r, € [0, 00), Eq. (40) implies
the following estimate for any ggc(0,1),neN € 6,

U{O ]w(p)gs(tz,p)pzdu(p)—/

[0,00

] 9(p)ge(t1, p)pzdu(p)‘

<= t1lCoenlligor®ll3 . (51)

1 2
where, due to Proposition 15, Cy e n = C | sup, . ,,>0 % + sup,> ﬁ"’;ﬂ’p)}
llelly, in which C is a universal constant.

Now, since V([0, oo]) is dense in C ([0, oc]) according to Proposition 14, for any ¢ €
C ([0, oo]) the family of mappings ¢ +— f[o,oo) @(x)8en(t, p)p2du(p) with 8en € 6,
is uniformly continuous on [0, c0).

As a consequence, applying Arzela—Ascoli theorem again, we find that the family &
is precompact in C ([0, oo) : D([0, oo])). By Corollary 19 there exist sequences &, —
0, n,, — oo and some function g € C([0, c0) : D ([0, oo])) such that ||g(z, -)p2||L1 =

ligop?I .1 forall € [0, 00) and g¢, . (. p)p? — g(t, p)p? locally uniformly in ¢ on
[0, 00). Using the definition of of weak™® convergence, we infer that the left hand side and
the first term on the right hand side of (40) converge to the corresponding terms in (1). In
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addition, it is also clear that ge,, n,, (S, P1)P18e,.n, (S, P2)P2 = &(s, p1)P18(s, p2)p2
in ©([0, 00]?), locally uniformly in s € [0, 0o). Moreover, we find

1
9,5 (p1. p2) — Eﬂpl +p2lPo(p1 + p2) +p1 — p2PPe(p1 — p2)

—2(p} + P1p)@(p1) — 4p1p3e(p2)]

uniformly in {p; > p> > 0} due to Proposition 15. The conclusion of the Proposition
then follows.

Now, if in addition f[o, ] go(p)pdu(p) < oo, then the above argument still holds
true, except C ([0, oo]) is replaced by 991 (see Definition 2). And in inequality (51), the
constant Cy . , depends on the constants c1, ¢; of Proposition 15. By choosing the test
function ¢ = 1/p, we get

/ gt, pypdu(p) < / go(p)pdu(p) < oo, fort > 0.
[0,00] [0,00]

5.2. Monotonicity of the energy at {oo} and trivial solutions. The following proposition
indicates that the energy at {oo} is indeed non-decreasing.

Proposition 21 (Monotonicity of the measure of {oo}). Let g, gp2 e C([0,0) :
D ([0, 00])), g = 0 be a weak solution in the sense of Definition 8. Then the mapping

t > f{ }g(t, p)p*du(p)

is nondecreasing on [0, 00).

Proof. Letv € D([0, 00)), the following holds true

/ V() pPdpu(p) = inf f o (PIV(P) PP di(p),
{oo} #r J10,00)

r

in which the infimum is taken over all increasing functions ¢, € C ([0, oc]) defined in
Proposition 36.

For any of these test functions, it is clear that ) <1p,( o ﬁér( »

the mappings ¢ +— f[o, o] Pr (p)g(t, p)p*du(p) are nondecreasing on [0, 00). Therefore

> 0. As a consequence,

t— f{oo} g(t, p)p*du(p) is also nondecreasing on [0, o0), due to the fact that it is the
infimum of a collection of nondecreasing functions. O

A consequence of the previous proposition is the following result.

Corollary 22 [Stationary (trivial) solutions]. Suppose that g € C([0, c0) : D ([0, oc]))
is a weak solution in the sense of Definition 8 satisfying g(0, p) p*> = Ed{p=cc) for some
E € [0, 00). Then g is a trivial solution of (14) in the sense g(t, p)p2 = Ed{p=c0} for
allt € [0, 00).

Remark 23. In the context of quantum Boltzmann equations, §{,=oy is the trivial equi-
librium [53].
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Proof. Using the previous proposition
/ g(0, p)p*du(p) = E < / g(t. p)p*du(p) forall ¢ € [0, 00),
{p=00} {p=00}
which implies
0< f g(t, p)p*du(p) = E —/ g(t, p)p*du(p) <0 forallt € [0, 00).
[0,00) {p=00}

Therefore, g(¢, p) = 0 on [0, 00) x [0, co) and hence g is trivial. O

5.3. Conservation of energy.

Proposition 24 (Conservation of energy). Suppose that gp*> € C ([0, o) : D([0, 0o])),
g = 01is a weak solution in the sense of Definition 8, then

/[0 ]Pzg(t,P)du(p)= /[0 ]p2g(o,p>du(p>foraure[o,oo). (52)

Proof.

Remark 25. (52) follows immediately from Lemma 6 by choosing the test function
p=1. 0O

5.4. Cascade and accumulation of energy toward {oo}. The following two lemmas
prove that the energy is accumulated at {oo}. The first lemma compares the energy on
[Rp, oo] and [R, oo] for some numbers R and p at two different times. The second one
compares the energy between [r, co] and [0, r].

Lemma 26 (Cascade of energy toward {oo}). Let gp? € C([0, 00) : D([0, 0])), g = 0
be a non-trivial weak solution in the sense of Definition 8. Then given p € (0, 1),
R € (0, 00) the following holds.

/ g(t, p)p*du(p) = (1 — p) / (0, p)p*du(p) forall t € [0,00). (53)
[Rp,00] [R,00]

Proof. The proof is the same as the one of Lemma 18. O

Corollary 27. Let gp2 € C([0, 00) : D([0, 00])), g = 0 be a non-trivial weak solution
in the sense of Definition 8. Then if,

/ g(0, p)p*du(p) =0,
{0}
we have

/{0} g(t, p)p*du(p) =0

forallt € [0, 00).

Proof. The proof is the same as the one of Corollary 19. O
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Lemma 28 (Accumulation of energy toward {oo}). Suppose that g, gp* € C([0, o0) :
([0, 00])), g = 0 is a non-trivial weak solution in the sense of Definition 8. For any
r € (0,00) and all t € [0, 00) the following holds.

t
1
/ g(t,p)pzdu(p)>2/ f/ g(s, p)pig(s, p2)palpipal?
[r,00] o JJio,r2

x(l— : ) du(prdp(p)) ds. (54)
pitp2/,

Proof. Choose the test function ¢ to be ¢, defined in Proposition 36, we find

[[O ]g(t,p)p2sor(p)du(p)—/[0 ]g(O,p)pzwr(p)du(p)
t
=2 / / p1llp21g(s, pr)g(s, p2)9y, (p1. p2)du(py) dp(p2)ds
0 Jp1>p220

t
+// p1l1p2lg(s. pg(s. p)$7, (p1. p2)du(py) du(pa)ds — (55)
0 Jpi=p220

which, by the fact that go > 0, yields

/ g(t. p)p*er(p)du(p)
[0,00]
t
> 2/ / Ip1l1p2lg(s. pg(s. p2)$y, (p1. p2)du(pr) dn(pa)ds
0 Jpi>p220

t
+// p1llp21g(s, pr)g(s, p2)9;, (p1. p2)du(pr) du(p)ds.  (56)
0 Jp1=p220

Since ﬁ;r (p1, p2), Y)zr (p1, p2) = 0, we can restrict the integrals on p; > p; > 0
and py = p2 20tor = py > p2 2 0andr > p; = p2 > 0, yielding

/ g(t, p)p*er (P)du(p)
[0,00]
t
> 2/ / p1l1p2lg(s. prg(s. p2)9,, (p1. p2)du(py) di(pa)ds
0 Jrzpi>p220

t
+// Ip1l1p2lg(s. pg(s, p2)$3, (1. p2)du(py) du(pa)ds. (57)
0 Jrzpi=p220

We compute S’Jéjr(pl, p2)whenr > p;1 > pr >0

9y, (P1. P2) = piler(p1 + p2) + @r(p1 — p2) — 20,(p1)]
+ 3pip2ler (1 + p2) — @ (p1 — p2)]
+ p1p3[3¢r(p1 + p2) — 6¢:(p1) + 3¢, (p1 — p2)]
+ p1p3[4¢r(p1) — 40, (p)] + Paler(p1 + p2) — ¢r(p1 — p2)]. (58)

Since g is increasing, it is clear from (58) that

9y, (p1, p2) = (P} +3p1pler (p1 + p2) + - (p1 — p2) =20, (pD]. (59)
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Since ¢ (p1+ p2) +¢r-(p1 — p2) —2¢-(p1) = ¢r(p1+ p2) for p; < r, we then compute
@r(p1+ p2) + @r(p1 — p2) — 20 (p1) = @r(p1 + p2)1j0.-1(p1)

on {r = p1 > pz > 0}. In addition, $(p. p) = Hy,(p, p).
Combining the above estimates yields

/ g(t, p)p*e(p)du(p)
]R3
t
g /0 //[0 ng(s’p‘)plg(S’Pz)Pz(Pf+3p1p§)¢(p1 + p)dp(prdu(p)ds

4 1
> 2/0 /f[o ]zg(s, pOPTE(s, p2)pa(p1p2)2@(p1 + p2)dn(p)du(p2)ds. (60)

The above inequalities lead to

/[ | g(t, p)p*du(p)

t
1
22/0 //0 2g(S,Pl)P%g(S,P2)P%(P1P2)7<P(P1+P2)dM(P1)dM(p2)ds, (61)
]

then (54) holds true for all t € [0, 00). O

5.5. Transferring of energy away from {0}. In this subsection, we show that the energy
is cascaded away from {0}.

Proposition 29. Suppose that g, gp* € C([0, 00) : D([0, oc])), g > 0 is a non-trivial
weak solution in the sense of Definition 8 and

/ go(p)du(p) = 0.
{0}
Forall ¢ € (0, 1), there exists R, > 0 such that

/ g(t, p)p*du(p) < €E forallt € [0, 00).
0,R:)

Proof. Let R} be aconstant satisfying f;}o go(p)Ipl*du(p) > (1 — %) E.ByLemma26,
it follows that

&
/ gt ppduip) > (1 - —)/ g(0, p)p*du(p) forall € [0, 00).
[Ri5.00] 27 JIRy 001
which implies
2
f o, p)pdu(p) > (1 - f) E forall 7 € [0, 00).
[R15.00] 2

Since (1 — %)2 > 1 — ¢, we have

/ g(t, p)p>du(p) = (1 —e) E forall 1 € [0, 00).
[R15.00]
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Finally, choose R: = R15, and by the conservation of energy f[o ] g(t, pyp*du(p) =
E, we find

/ g, p)p*du(p) < €E forallt € [0, 00).
Re)

5.6. Positivity of the energy at {00} as time evolves. The main result of this section
is the following Proposition 30, which shows that the energy at {oo} is indeed strictly
increasing, leading to the energy cascade phenomenon. Notice that similar phenomena
have also been observed by Lu [52] in the context of Bose—Einstein Condensates and later
by Kierkels and Veldzquez [41] in the context of the nonlinear Schrédinger equation for
the mass at {0}. In these works, it is proved that the mass at {0} is also strictly increasing,
leading to the condensation phenomenon. In both cases, the similarity is the fact that
there is a strictly increasing accumulation of mass/energy towards the singular points
{oo} and {0}.

Proposition 30. Given any nontrivial weak solution g in the sense of Definition 8 such
that g|p|2 € C([0, ) : D([0, o])), g = 0. For any ty € [0, 00), there exists t' > 0
such that the following is true

/{ S PIpdn(p) > /{ 8. ppPap(r) ©62)

which means any nontrivial weak solution g|p|2 e C([0,00) : ©([0,00])), g = 0 to
(14) has the following property

3, > 0, such that / g(ty, p)|p|2du(p) > 0.

{00}

5.6.1. A lower bound for the energy.

Lemma 31. Suppose that g is a nontrivial weak solution in the sense of Definition 8 such
that ng € C([0, 00) : O([0, 00])), g = 0. There then exist constants R, T € (0, 00),
depending only on the initial datum gop* € D([0, 00)), so that

/ g(t, p)pzdu(p) Zrtforallr € [0, Rland all t € [0, T]. (63)
[r,00]
Proof. Since we are interested only in nontrivial solutions, we can define

/(O )g(o, p)p2du(p) =: E € (0, ),

then by the conservation of energy f(o ) g(t, p)p*du(p) < E, forallr > 0.
Set Ry, Ry € (0, 0o) such that

E.

W | =

f g0, p)pPdu(p) =
[R1,R2]
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Let us now choose a test function ¢ € V satisfying ||¢|ly < 1 and ¢ = 1 on [Ry, R2].
Using then ¢ in (1), we obtain the following estimate

1
/ g(t, p)p*du(p) = ~E — CE*1,
[R1.R2] 3

where C depends only on R and R».
Therefore, for T € (0, co) small enough,

/ g(t, p)p*du(p) > §E forallt € [0, T]. (64)
[R1,R2]
Choose r € (0, R]. Applying then Lemma 28, we obtain for all 7 € [0, c0)

/[ ]g(t, p)p*du(p)

! r
Z[ // g(s, ppig(s, p)p3/Pima <1 — —) du(pr)du(pr)ds
0 [0,r12 prt+p2).,

) du(pr)du(p2)ds.

(65)

pP1L+p2

t
Z/O //[2 ]zg(s,pl)p%g(s, pz)p§VP1pz(l -
?,r

1
L2
Note that JT < (1 — p1:p2>+ < % for p1, p2 € [—Z;,r]. Moreover, [p1p2]2 > 5r

for pi1, p2 € [%’,r].
Plugging these estimates into the right hand side of (65)

2
t
[[ ]g(t, p)pzdu(p)zr/o [//[2 ]g(s,p)p%du(p)} ds. (66)
r,00 3"

Now, applying (66) for r = Ro2r sm.n > 1,0 < Ry < Ry, we get

2 n 2
- , d
<3> /[3,,Rooo]g(t p)p du(p)

2
zRof [//2 . g(s,p)pzdu(p)} ds. (67)

2)1 1 Ro, 2"

Let N be an integer such that [Ry, Ry] C [Ro, g—l,\v,Ro]. We take the sum of (67)
fromn = 1 ton = N, employ the Cauchy—Schwarz inequality and use the fact that
[Rog_:, oo] C [Ro, o0, to find

2
t
/ g(t,p)pzdu(p)zRo/ [// " g(s,p)pzdu(p)} ds
[Ro.cc] 0 [/ J]ro. 35 ko]

t 2
Z Ro / [ / / g(s,mpzdu(p)} ds (68)
0 [R1,R2]



On the Energy Cascade of 3-Wave Kinetic Equations
which, together with (64), implies
/ g(t. p)p*dp(p) 2 RoE*t V1 €[0.T] (69)
[Ro.o0]

and we get the conclusion of the lemma. O

Lemma 32. Suppose that g, gp? € ([0, 00) : D([0, o)), g 2 0is a non-trivial weak
solution the sense of Definition 8. Then exist constants R, € (0, 00), depending only on
2(0, ), and some T € (0, 00) such that

/ g(t, p)pzdu(p) 2 Trforallr € [0, Ry]andallt € [T, 00). (70)
[r,00]

Proof. Without loss of generality we consider only nontrivial solutions. By Lemma 31
there exist constants R, 7' € (0, co), depending only on g(0, -), such that

/ g(t, p)pzdy,(p) Zrtforallr € [0, R]and all ¢ € [0, T]. (71)
[r,00]

Now choose applying Proposition 26 with p = % implies that

r
72

1
f gt+T, p)p*du(p) > = / g(T. p)p*du(p) forallt € [0, 00),
[5.00] 2 [r,00]

which implies

/ g(t, p)p2du(p) = Trforallr € [0,R]and all € [T, 00).

,00]

—
[

Hence (70) holds for R, = R/2. 0O

5.6.2. Proof of Proposition 30. We will prove that any nontrivial weak solution g, gp* €
C([0, 00) : D([0, o<])), g = 0to (14) has the property that

3t, > 0, such that / g(ts, p)IplPdu(p) > 0.
{oo}
According to (70), there exist R, and M > 0 such that

/ g(t, p)p*du(p) = cMpforall p € [0, Ry] and all 7 € [M, 00),
[p,00]

for some universal constant ¢ > 0, that we suppose to be 1 for the sake of simplicity.
Let ¥ > 1 and suppose there exists N > 0 such that

M
/[ oy ]g(t, p)pzdp,(p) > Tp forall p € [0, Ry]and all t € [M, 00). (72)
p,0Np
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Let n be an integer and Ry < p such that [p, oNp] C [Ro, XR()], we recall from

2)1
(68) that

2
t
f g(t, p)p*du(p) ZRo/ [// . g(s,p)pzdu(p)} ds
[Ro.00] 0 [JJ[Rro.3rRo]

o

t 2 2.2

M?*p~ Rot

ZRo/ {/f g(s,p)pzdu(p)} ds 2 AL
0 [p.9Np] 4

/[0 0. = /[O 80 PP 2 /[ g(t. p)pdu(p)

Ry, 00]

which means

MZ,OZR()t
>
~ 4
as t goes to oco. This leads to a contradiction since the left hand side is a constant and
the right hand side tends to infinity as ¢ tends to infinity.

Therefore (72) is false. Then there must exist p € [0, R,] and #, € [M, o0) such
that

Mp
/ g(te, p)p2du(p) < ==,
[p,#N p] 2

forall N > 0.
Since ¥ > 1, limy_. o 9" p = 00, we deduce a consequence of the above

Mp
/ 8, p)pPdu(p) > == > 0.
{00} 2
Now, we will prove (62). Suppose the contrary that for all # > #

f{ 8PP = f ¢(t1, p)P2du(p).

{00}

We can use exactly the same argument as before, but Lemma 28 is then modified by
/ g(t, p)p*du(p)
[r.00)

t 1 r
> 2/ // g(s, pOpIg(s, p2)p3lpipal? (l - —) du(pdu(p2) ds,
f 0,r]? pr+p2/,
(73)

in which the initial condition is chosen at ;.
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This inequality can be proved as follows. Similar with (55), one has

/ g(t, p)p*p(p)dp — / g(t1, p)p*e(p)du(p)
[0,00] [0,00]
t
= 2/ / Ipillp2lg(s, pr)g(s, p2)9y,(p1. p2)du(pr) dupa)ds
1 Jp1>p220

t
+// p1llp21g(s, pr)g(s. p2)95(p1. p2)du(pr) di(pa)ds.  (T4)
f Jpi=p220

which, by the fact that g > 0, yields

/[0 ]gu,p)pzw(p)du(p)— / g1, p)p*e(p)du(p)
, 00 p

{p=00}

t
> 2 / / p1llp2lg (s, pOE(s, p)BL(p1. p2)du(pr) di(pa)ds
1 Jpi>p220

t
+// \p1l1p2lg(s. p&(s. p)$5(p1. p)du(pr) du(pa)ds.  (75)
1 Jp1=p220

Notice that
Jipoo) &1 PYP*O(PYAR(D) = |,y 811, P)P2A(P) = [(,_o 8(t, PP (p).
Therefore, similar as (60), we also have

/ g(t, p)p*e(p)du(p) —f g(t1, p)p*du(p)
[0,00] {p=00}

t
> / // , g(s, pIp1g(s, p2)p2(pi +3p1pDe(p1 + p2)du(pdu(p2)ds,
1 [0,r]
(76)
which, by the Cauchy—Schwarz inequality p; + p» > 2./p1 p2, leads to

/[0 ]g(t,p)pzfp(p)du(p) —/ g(t1, p)p*du(p)
,00 p

{p=o00}

! 1
g 2/ /fo zg(s’pl)p%g(s’PZ)P§(P1P2)7<0(171+pz)du(p1)du(pz)ds.
4] ,r]
77

The above inequalities yields

/[ ) g(t, p)p*du(p)

t
1
> 2/ f/{o ]zg(s,pl)Pfg(s,pz)p%(plpz)fw(pl + po)du(pr)du(pr)ds,
1 NG

(78)

which then implies (73).
The same argument of Lemma 31 can be applied to deduce that there exist 0 < Ry <
R satisfying for T € (0, oo) small enough,

/ g(s, p)p*du(p) > LE foralls € 11,11 + T (79)
[R1,R2]
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as well as
2\" )
3 / g, p)p=du(p)
£

/ 2
sro [ ([, e as (30)
0 [3 — ROs;TRO]

on

Letting N be an integer such that [Ry, Ry] C [Ro, ;—zRo], taking the sum of (80)
fromn = 1 ton = N, employing the Cauchy—Schwarz inequality and using the fact
that [Rog—z, oo) C [Ro, 00), yields

2
t
[ swpranm zr [ [// . g(s,p)pzdu(p)} ds
[Ro,00) n [/ J]Ro. 3y ko]

t 2
> Ry / [/ / g(s,p>p2du<p>] ds. @)
1 [R1,R2]

That, with a similar argument with (70) also gives the existence of R, and M > 0
such that

/ g(t, p)pzdu(p) > CMpforall p € [0, R,]and all € [t] + M, 00),
[p,00)

for some universal constant C > 0.
Let us fix ¢ > 1, then there exists N € N such that

Mp
2

C
/ g(t, p)p*du(p) > forall p € [0, Ri] and all ¢t € [t] + M, 00).
[, 0N p]
(82)

Otherwise, if there exist p € [0, R.] and ¢ € [¢] + M, o0) such that

CcM
/ g(t, p)p*du(p) < >
[p. 0N p]
for all N € N, then

Mp
5

c
f g(t, p)p*du(p) <
[p,00)

which is a contradiction.
As a consequence, by (82) we deduce that

M2p2(t — 1))
— " >

/ g(t1, p)p*di(p) =/ g(t, pyp*du(p) 2 1
[0,00) [0,00)

as t goes to 0o, which is also a contradiction.



On the Energy Cascade of 3-Wave Kinetic Equations
5.7. Rate of cascading the energy toward {oo}. The main result of this section is the
following Proposition, which gives a rate of cascading the energy toward {oo}.
Proposition 33. Given any non-trivial weak solution g in the sense of Definition 8 such
that g|p|* € C([0, 00) : D([0, o)), g > 0, and
f P> g0(p)dp(p) = / P*80(p)dp(p) = 0.
{0} {00}

There exist explicit constants Cy, Co, T* depending on the initial condition gy such that
the following holds true

)
t, p)lplPdu(p) > C1 — —, (83)
/{Oo}g plpl~du(p 1 i

forallt > T*.
That leads to the existence of an explicit T** > 0 such that

C
/{ }g(r,p>|p|2du<p) > 7‘ (84)

Sforallt > T*.
Moreover, there exists R* > 0 such that for any r > R*, there exists an explicit
T, > 0and forallt > T,

/[ ]g(t,p)lplzdu(p) > (. (85)

5.7.1. An upper bound for the energy. The following lemma gives an estimate of the
energy on any interval [R, 00).

Lemma 34. Suppose that g, gp> € C([0, 00) : D([0, 00])), g = 0 is a non-trivial weak
solution in the sense of Definition 8 and

/{0} P*go(p)dp(p) =/{ }ngo(p)du(p)zo-

Then for all R € [0, 00), all t; € [0, 00) and any ty € [t1, 00), the following holds true

/ / 85, pprdu(pyds 5 | 2= 0lsor “)”g‘”’ It (86)

Proof. Choosing #1 € [0, 00) and 7, € [t1, 00), applying Lemma 28 and using the fact
4 < <2 2 2 btai
37 < pr+p2 < 2ron[3r,r] x [3r, 7], we obtain

/ g(t, p)p*d(p)
[r,00]

5]
Z/o /[0 ]2g(s, P1PIg(s, p2) p3/P1pad(pr)du(pa)ds. (87)
W
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Based on the observation [%r, r] C [0, r], we obtain from the above inequality that

/ g(t2, p)pdp(p)
[r,00]
n
2 / /[ § g(s. POP&(s. p2)P3v/PIP2du(pdp(pa)ds. (88
n 3nr
Applying the inequality /p1p2 > %r into the above estimate, we deduce that

2
2 [
/[ (8 PP ARp) 2 5 / [/[ ]g(s,p)pzdu(p)} ds.  (89)
1,00 1 3nr

It now follows from Holder’s inequality that

n 2 15 2
(tz—tl)/ [f[2 }g(s,p)pzdu«(p)] ds > [/ /[2 }g(s,p)pzdu(p)ds} ,
131 3r.r 1 3T

which, in combination with (89) yields

15) 2
: / / g(s. ppdu(p)ds | . (90)
h—1 f [%r,r]

/ g(t, p)p*du(p) 2
[r,00] 2

Since f[r,oo] g(t, p)p2du(p) < ||gp2||L1 , we deduce from (90) that

2
4]
. p)p2du(p)ds | . 91
t] {/M /[gm}g(s p)p-du(p) s} ©On

Applying (91) for r = (%) R, (n > 1), we obtain

2
lgp~lipt 2 ;

2

2 n
(§> ||gp2||L1N / / (3 g(s p)p2du(p)ds | (92)

which, by taking the square roots of both 51des, 1mphes

(3 ) Visrio 2 [ 2| [ / (e Pptdupyds | ©3)
(3R (s

2

Taking the sum of (93) forn > 1,

= [2)2 " i -
;(g) ||gp2\|Ll 2 n—n Z |:/ f % 3 m e g(s p)p du(p)ds |,

R, 7

(94)

which can be simplified into

Vlgrtll 2 ,/ f f g(s, p)pzdu(mds] (95)
nh—n R,00)

The estimate (86) follows.
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5.7.2. Proof of Proposition 33. By Lemma 32, there are r, T > 0 such that

/ gt, p)p’p =y :=coT rforalls € [T, 00),
[r.00]

for some constant cg.
For any 7 € [T, 00),

2t
f / g(s, p)p*du(p)ds > ty.
T [r,00]
In addition, by Lemma 34, we obtain

2T
1
/ / (s, p)pPdu(p)ds < Cy/tlig(, p)pzllu\/ifor all r € [0, 00),
T [r,00) r

for some universal constant C > 0.
Subtracting (97) and (96), we get

2t
1
f f g(s. p)pPdu(p)ds >ty — C\/7l1g(0. p)pli 1/~
T {oo} r

Using Proposition 21, we find

2t
/ / g(s, p)pPdu(p)ds < r/ g, p)p*du(p).
T {o0} {oo}

Putting together (98) and (99) yields

f g2t, p)p*du(p) > y — < g (O, p)pzlly\/I
{00) NG r

which leads to
/ gQr, pypdu(p) = .
{oo}

when 7 is large enough and the result follows.

5.8. Full cascade of the energy: the convergence to the Dirac function §{p=coc).

(96)

7

(98)

99)

(100)

(101)

Proposition 35 (Long time behavior). Suppose that gp? € C([0, 00) : D([0, o)),

g = 0and g is a non-trivial weak solution in the sense of Definition 8 and

/{0} PReo(p)du(p) = / P2e0(p)du(p) = 0.

{oo}

Then

*
g(t, p)p* = 1180, P)p*1I 118 p=cc)

ast — oQ.
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Proof. Let us consider only nontrivial solutions. Suppose that ¢ is a continuous func-
tion, belongs to the class £ = {¢,}, constructed in Proposition 36. The mapping ¢ +—
W, (t) = f[o,oo] o(p)g(t, p)p*du(p) is then nondecreasing. In addition, 20, () <
||g0p2||L1 € (0, 00). Therefore, there exists alimit lim; , oo 2, () =: € € [0, E]. Using
the fact that ¢ < 1 on [0, 00), we observe that if € = E, then lim;_, SUPye o W, =E,

which implies g(z, p)p> A llg (0, p)p2||L18{p:OO} as t — 00. Suppose the contrary
that £ — & =: ¢ > 0. We will prove that there exist 0 < R; < Ry < oo such that

/ gt p)pPdu(p) > & forall 1 € [0, 00). (102)
[R1.R2) 4

To this end, let us consider the constants §; € [%, 1) and %(1 —381) < 8 < 1—46;.For
any R, € [0, 00), ¢ € £ it follows

w(p) ’ ¢
g(t. p)p*du(p) < / gt p)pPdu(p) < ——
/[Rz,oo] [0,00] P(R2) »(R2)
5HE+HE
——— forall t € [0, 00), (103)
¢(R2)
which, by choosing R, € (0, (p_l(él + §»)], leads to
51€E+ 6L E 3
/ e(t, p)pdu(p) > E— 225 28 porallr €[0,00).  (104)
[0,R5) 81 + 82 4
Let R’ € (0, 00) such that
e
[ sopranmzE-t. (105)
[R',00]
which, by applying Proposition 26 with p = ¢7*—, yields
/ e(t, p)pdu(p) > E — & forall t € [0, 00). (106)
[R'p.oc] 4
That means
/ o(t, p)p2du(p) < & forall 1 € [0, 00), (107)
[0.R'p) 4

Combining (104) and (107), we obtain (102) for Ry := R’p. Let N be an integer and
Ro < R; such that [R;, R2] C [Ro, g—xRo], we recall from (68) that

2
t
[ e pranm zr [/[ , g(s,p)pzdu(p)} ds
[Ro.o0] 0 [/ J]Ro. 35 ko]

t 2 2
e“Rot
> Ry / [ / [ 5. p)p%m(p)} ds 2 SN
0 (R1,R2] 16
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The above inequality leads to

/ (0, p)p*du(p) —/ g(t, p)p*du(p) Z/ g(t, p)p*du(p)
[0,00] [0,00] [Ro,00]
82R0t
~ 16

as ¢ to 0o. This is a contradiction. Therefore € = E and that implies the conclusion of
the lemma. 0O

— 0

5.9. Proof of Theorem 10. The proof follows from the previous propositions.
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