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Key Points: 7 

• Quarter-wave modes can be excited on magnetic field lines with one footpoint in a sunlit 8 
ionosphere and the other footpoint in darkness. 9 

• These wave modes are strongly coupled with cavity resonances in the plasmasphere and 10 
magnetosphere 11 

• The quarter-wave modes are found when the ratio of Pedersen conductances between the 12 
sunlit and dark ionospheres is greater than 5. 13 

  14 



Abstract 15 

Due to differences in solar illumination, a geomagnetic field line may have one footpoint in a 16 
dark ionosphere while the other ionosphere is in daylight.  This may happen near the terminator 17 
under solstice conditions.  In this situation, a resonant wave mode may appear which has a node 18 
in the electric field in the sunlit (high conductance) ionosphere and an antinode in the dark (low 19 
conductance) ionosphere. Thus, the length of the field line is one quarter of the wavelength of the 20 
wave, in contrast with half-wave field line resonances in which both ionospheres are nodes in the 21 
electric field.  These quarter waves have resonant frequencies that are roughly a factor of 2 lower 22 
than the half-wave frequency on the field line.  We have simulated these resonances using a fully 23 
three-dimensional model of ULF waves in a dipolar magnetosphere.  The ionospheric 24 
conductance is modeled as a function of the solar zenith angle, and so this model can describe 25 
the change in the wave resonance frequency as the ground magnetometer station varies in local 26 
time.  The results show that the quarter-wave resonances can be excited by a shock-like impulse 27 
at the dayside magnetosphere and exhibit many of the properties of the observed waves.  In 28 
particular, the simulations support the notion that a conductance ratio between day and night 29 
footpoints of the field line must be greater than about 5 for the quarter waves to exist. 30 

 31 

1. Introduction 32 

 33 

It is often assumed that the ionospheric signatures of magnetospheric processes are very similar at 34 
conjugate points in the northern and southern hemispheres.  However, differences between the two 35 
hemispheres can occur due to the tilt of the Earth’s rotational and magnetic axes, the offset of the 36 
magnetic dipole, the orientation of the interplanetary magnetic field (e.g., Østgaard et al., 2011a,b; 37 
Tenfjord et al., 2015, 2017), and the asymmetry between the northern and southern ionospheres 38 
due to seasonal differences in solar illumination (e.g. Budnik et al., 1998).  While all of these 39 
effects are important, this study will focus on the seasonal differences in the conjugate ionospheres.  40 
In particular, the effects of differing conductivity on wave propagation in the Ultra-Low-41 
Frequency (ULF) range are investigated for solstice conditions when the summer ionosphere is 42 
more illuminated than the winter ionosphere. 43 

ULF waves are magnetohydrodynamic (MHD) fluctuations with periods ranging from 0.2-600 44 
seconds (e.g., Kivelson, 1995).  In the low beta plasma of the inner magnetosphere (β = 2μ0p/B2, 45 
where p is the plasma pressure and B is the strength of the geomagnetic field), there are two 46 
important ULF wave modes, the shear Alfvén mode that has a group velocity along magnetic field 47 
lines and the fast, or compressional, mode whose group velocity may be in any direction (a third 48 
mode, the slow mode, is less important in a low-β plasma and disappears completely when β = 0).  49 
The shear Alfvén mode can form standing wave structures known as field line resonances, which 50 
extend from one ionosphere to the other (e.g., Cummings et al., 1969; Chen & Hasegawa, 1974; 51 
Singer et al., 1981; Takahashi & Anderson, 1992).  When both ionospheres are strongly 52 
conducting, the electric field of such a wave will be small in the ionosphere, leading to a set of 53 
resonances analogous to waves on a string tied down at both ends.  The frequency of these waves 54 



depends on the magnetic field line strength, the length of the field line and the amount of mass 55 
present along the field line.  Therefore, these waves can be used as a diagnostic of the plasma mass 56 
density, an area known as magnetoseismology (e.g., Menk & Waters, 2013).  On the other hand, 57 
the fast mode can exhibit a cavity mode resonance, sometimes called a plasma virtual resonance 58 
in the plasmasphere (e.g., Lee & Kim, 1999; Takahashi et al., 2018a,b).  A cavity mode can also 59 
exist in the outer magnetosphere, particularly on the dayside where the magnetopause produces a 60 
sharp boundary to reflect waves (e.g., Kivelson & Southwood, 1986).  In the three-dimensional 61 
geometry of the magnetosphere, these modes are coupled due to finite gradients in the azimuthal 62 
direction (e.g., Zhu & Kivelson, 1988; Allan et al., 1996) and by the ionosphere Hall conductance 63 
(e.g., Lysak, 2004; Lysak et al, 2013). 64 

The reflection of ULF waves from the ionosphere depends critically on the ionospheric 65 
conductance.  When a shear Alfvén wave reflects from the ionosphere, a simple form for the 66 
reflection coefficient, defined as the ratio of the electric field of the reflected shear Alfvén wave 67 
to the incident wave electric field, is given by (Scholer, 1970; Mallinckrodt & Carlson, 1978) as 68 
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where ΣP is the effective ionospheric Pedersen conductance and ΣA = 1/μ0VA is the so-called Alfvén 70 
conductance, suitably averaged along the field line.  It should be emphasized that this form strictly 71 
applies only to the simple case of vertical magnetic field lines, electrostatic electric fields and 72 
uniform ionospheric conductance.  The Hall conductance and the possible presence of parallel 73 
electric fields can be taken into account by suitable modifications of this effective conductance, as 74 
outlined by Lysak and Yoshikawa (2006).  A more complete description including the Hall 75 
conductance as well as finite magnetic zenith angle has been given by Sciffer and Waters (2002) 76 
and Sciffer et al. (2004).  For field line resonances with a wavelength comparable to the length of 77 
the field line, the Alfven conductance can be approximated by using the Alfvén speed at the 78 
equator.  For example, for an Alfvén speed of 1000 km/s, the Alfvén conductance is 0.8 S, while 79 
daytime Pedersen conductance can be much greater than 1 S, so that the reflection coefficient 80 
approaches −1 implying that the net ionospheric electric field is nearly zero.  On the other hand, 81 
at night the Pedersen conductance can be less than 1 S and the wave is more completely absorbed 82 
by the ionosphere. 83 

Under some conditions, particularly during the June and December solstices, one footpoint of a 84 
geomagnetic field line can be in a sunlit ionosphere while the other footpoint is in darkness.  In 85 
this case, ULF wave energy is mostly reflected from the sunlit ionosphere and more completely 86 
absorbed in the dark ionosphere, producing a tendency for the net Poynting flux of these waves to 87 
be directed toward the dark ionosphere.  An early study indicating such a trend was performed by 88 
Junginger et al. (1985) using data from the geosynchronous GEOS-2 satellite.  More recently, 89 
attention has focused on so-called quarter-wave modes (e.g., Allan, 1983; Obana et al., 2008, 90 
2015).  These modes are formed when the electric field of the wave has a node in the sunlit 91 
ionosphere and an anti-node in the dark ionosphere, so that the length of the field line is a quarter 92 
of the wavelength of the wave, in contrast with the usual field line resonances with nodes at both 93 
ionospheres where the field line length is half the wavelength.  Evidence for these modes comes 94 



from the fact that the resonant frequency doubles as the field line moves away from the terminator 95 
so that both footpoints are now in sunlight.  The quarter-wave modes have lower frequencies and 96 
stronger damping than dayside field line resonances, with implications for using the wave 97 
frequency for magnetoseismology. 98 

Quarter-wave modes have been modeled in a 2.5-dimensional simulation of the MHD wave 99 
equations in a dipole geometry (Obana et al., 2015), with the “half” dimension indicating that the 100 
azimuthal dependence of the wave fields can be characterized by a single azimuthal wave number 101 
m, with all the wave fields varying as exp(imφ), where φ is the longitude.  The purpose of this 102 
paper is to extend this previous work to a fully three-dimensional model where a more realistic 103 
variation of the ionospheric conductance with local time can be included, and in which the northern 104 
and southern ionospheres can be varied to reflect different seasonal conditions.  This model is 105 
based on the model presented by Lysak et al. (2015), although in this previous model the 106 
ionospheric conductances were uniform and the same in both hemispheres. 107 

The remainder of this paper is organized as follows: first, we will describe the model, focusing on 108 
the model improvements since the Lysak et al. (2015) paper.  Then we will present a study of the 109 
response of the magnetosphere to a shock-like impulse from the solar wind under solstice 110 
conditions.  We will investigate the coupling of cavity modes to both half-wave and quarter-wave 111 
field line resonances at different local times and consider the mode structure and ground magnetic 112 
fields during daytime and nighttime conditions.  The fourth section will consider the response to 113 
sinusoidal perturbations, noting in particular differences between a case where the system is driven 114 
at the frequency of a plasmasphere cavity mode and a case where it is driven at a non-resonant 115 
frequency.  The fifth section will examine the effect of varying plasmasphere structure and 116 
ionospheric conductivities, and the paper will conclude with a discussion of the important new 117 
insights illustrated by these studies. 118 

2.  Model description 119 

The model used in this paper is a generalization of the model described in Lysak et al. (2015) and 120 
used in Takahashi et al. (2018b) to describe cavity modes in the dayside magnetosphere.  The 121 
model solves Maxwell’s equations using a non-orthogonal dipole grid that conforms to the 122 
spherical inner boundary condition at the ionosphere.  The region modeled extends from L = 1.5 123 
to L = 10, using a Yee staggered grid with 128 cells in the L-shell dimension, 64 cells in longitude 124 
and 318 cells along the field line.  The coordinate ν (proportional to 1/L) is directed outward and 125 
perpendicular to the background magnetic field, φ is the usual azimuthal coordinate and μ is the 126 
field-aligned coordinate, increasing from the southern ionosphere to the north.  The spatial 127 
resolution along the field varies from 30 km near the ionosphere to 1000 km near the equator.  The 128 
outer boundary is set to provide reflection on the dayside, modeling the strong Alfvén speed 129 
gradient at the magnetopause, while an absorbing boundary condition is used on the nightside, 130 
allowing waves to pass through the boundary into the tail region. A fully height-resolved 131 
ionosphere is used to model the E-layer and F-layer of the ionosphere, and the inner boundary 132 
condition uses an inductive model for the ionosphere (Yoshikawa & Itonaga, 1996; Lysak & Song, 133 
2006) that is more complete than the electrostatic boundary condition used in similar models.  This 134 
model solves a Laplace equation for the magnetic scalar potential in the atmosphere that allows 135 



for the direct calculation of ground magnetic fields.  A full description of this model was presented 136 
by Lysak et al. (2015). 137 

The primary extension of this model that is relevant to the present work is the implementation of 138 
a structured ionosphere that can consider both sunlit and dark conditions.  In previous work (e.g., 139 
Lysak, 1999), we have considered a variety of ionospheric models that depend on sunlight and 140 
magnetic activity, as presented by Kelley (1989).  These models are defined by a set of Chapman 141 
profiles (Rishbeth & Garriott, 1969) for the ionospheric E, F1, and F2 layers of the form 142 

( )0 exp 1 xn n x e−= − −  where ( )0 /x z z h= − .  Here z0 defines location of the peak of the layer and 143 

h is a scale height, which can be different above and below the peak.  A set of such models was 144 
presented by Lysak (1999).  Seasonal variations are simulated by placing the subsolar point at 145 
different latitudes and basing the ionospheric profile on the solar zenith angle.  Two models, one 146 
for sunlit conditions and the second for dark conditions are defined, and the transition between 147 
them is determined by the hyperbolic tangent, tanh(cos χ/0.1).  Figure 1 shows an example of such 148 
a profile for equinox conditions where the subsolar point is on the equator.  In this figure, the Sun 149 
is to the left and dawn is at the top.  In this case, the dayside profile is given by model a in Table 150 
1 of Lysak (1999) while the nightside profile is given by model f.  It should be emphasized that 151 
while Figure 1 shows the height-integrated Pedersen conductivity, the conductivity used in the 152 
computations below is distributed with height and also includes the Hall terms. 153 

An example of the model ionospheres under June solstice conditions is presented in Figure 2.  This 154 
model uses the same dayside parameters but the nightside is given by a profile similar to model f 155 
in Table 1 of Lysak (1999) but with the E-layer peak density reduced to 1000 cm−3 and the F2 peak 156 
reduced to 1.2×104 cm−3.  The viewpoint in both figures is from the north pole, so that noon is to 157 
the left and dawn is at the top in both cases.  The notable feature in this figure is that near dawn 158 
and dusk, the northern ionosphere is still in daylight while the southern ionosphere is in darkness.  159 
This has implications for the formation of field line resonances that will be discussed in the next 160 
section. 161 

3. Model results: Shock input 162 

3.1.  Equinox conditions 163 

To illustrate the output of the model for a shock-like input and to present a baseline with which to 164 
compare later results, we present more detailed results from the run presented in Takahashi et al. 165 
(2018b).  While that paper focused more on the excitation of plasmaspheric cavity modes by the 166 
shock, a set of field line resonances was also excited, as can be seen in Figure 13 of that paper.  167 
This figure was taken at 11 MLT, at the location of the Van Allen probes on 15 August 2015.  Note 168 
that in this run, the plasmapause was placed at L = 5.5 to be consistent with density measurements 169 
from the Van Allen Probes.  Figure 3a shows the profile of the toroidal electric field at various 170 
times during this simulation at 11 MLT and L = 4.5.  The electric field values are scaled to the 171 
ionospheric values using the dipole mapping, and the field is plotted every 12.5 seconds for this 172 
wave, which has a period of about 100 seconds.  These fields show the wave form reminiscent of 173 
a string tied at both ends due to the high ionospheric conductance at both ends of the field line. 174 



Figure 3b shows a similar plot but taken at 4 MLT.  The electric field strength is much less in this 175 
nighttime location, and the electric field at the ionosphere is larger relative to the electric field at 176 
the equator due to the lower conductance in the ionosphere in this case.  Higher harmonics can 177 
also be seen in this figure, which are weakly present in the dayside case  (cf. Figure 13 of Takahashi 178 
et al., 2018b), but are overshadowed by the much larger fundamental harmonic.  Note also that the 179 
presence of only odd harmonics is determined by the symmetric nature of the input source. 180 

Turning to the ground signatures of the waves, Figure 4 shows the Fourier transform of the 181 
poleward component of the ground magnetic field variations at a latitude of 62°.  It can clearly be 182 
seen that the ground signature is much stronger on the dayside than at night, consistent with the 183 
observation that FLRs are more commonly seen on the dayside than on the night side (e.g., Waters 184 
et al., 1994, 1995).  It should be noted that this conclusion depends critically on the assumed 185 
ionospheric conductance, as well as on the nature of the driver.  For example, in the study of Pi2 186 
pulsations of Lysak et al. (2015), the ionospheric Pedersen conductance (which was assumed to 187 
be uniform) was 1.8 S, and field line resonances were clearly seen.  This run was also driven with 188 
a sinusoidal disturbance with a 50-second period, reminiscent of the oscillatory dipolarization 189 
events observed from the THEMIS satellite by Panov et al. (2010, 2013, 2014).  This suggests that 190 
nightside field line resonances, when they can be observed, are directly driven by an oscillatory 191 
perturbation from the tail or occur under circumstances when the nighttime conductivity is 192 
relatively high. 193 

3.2 Solstice conditions 194 

We now consider the situation under solstice conditions.  We present results from a model run that 195 
simulates June solstice conditions, as shown in Figure 2.  This run is similar to that presented in 196 
Takahashi et al. (2018b), but with the outer (magnetopause) boundary placed at L = 10 and the 197 
plasmapause at L = 4.  As in the previous run, the system is driven with a shock-like compression 198 
in the magnetic field centered on local noon at the equator. 199 

Figure 5 shows the spectrum of the toroidal (Eν) component of the electric field energy density 200 
integrated along the field line as a function of invariant latitude and frequency for 11 MLT (Figure 201 
5a) and 06 MLT (Figure 5b).  Specifically, the color bar in these figures gives the value of one 202 
half the square of the Fourier transform of the electric field divided by the Alfvén speed, integrated 203 
along the magnetic field line, which is proportional to the spectral energy density as a function of 204 
frequency, with a value of 1 corresponding to 7.96×10−4 J/m2/Hz.  The solid line in each of these 205 
figures represents the WKB approximation to the field line resonance frequency, while the dashed 206 
line gives half of this frequency, which approximates the frequency of the quarter-wave mode. The 207 
dayside spectrum follows the field line resonance curve rather well, particularly at lower latitudes 208 
where both footpoints are in the high conductivity ionosphere.  On the other hand, the spectrum at 209 
dawn is not as distinct, owing to the higher damping in the low-conductivity ionosphere.  In 210 
particular, the strongest waves are at 59° and 68° and about 8 mHz, and lie on the quarter-wave 211 
curve.   212 

In the dawn case, it can also be seen that the strongest signals are at 8 mHz and about 22 mHz.  213 
Enhancements at these frequencies can also be seen on the dayside.  These frequencies correspond 214 



to the plasmaspheric cavity mode, as can be seen in Figure 6, which shows the spectrum of the 215 
poloidal (Eφ) component at local noon.  This component shows the same frequencies at all 216 
latitudes, particularly within the plasmasphere (latitudes less than 60°), and the spectrum is 217 
unchanged at other local times.  This can be compared with Figure 13b of Takahashi et al.(2018b). 218 
It should be emphasized that this run was driven with a broad-band source; the enhancements at 8 219 
and 22 mHz are entirely due to the cavity resonance in the system.  Comparison with Figure 5 220 
shows that the dayside field line resonances are relatively unaffected by the cavity modes.  On the 221 
other hand, in the dark ionosphere, only the frequencies associated with the cavity modes are strong 222 
enough to be seen clearly in the spectrum. 223 

The quarter wave nature of the mode at 6 MLT can be seen in Figure 7, which shows the electric 224 
and magnetic fields at L = 3.7 (invariant latitude 58.7°), corresponding to the 8 mHz resonance 225 
seen in Figure 5b.  The electric field has an approximate node at the northern (sunlit) end of the 226 
field line, while the electric field in the southern (dark) ionosphere shows larger amplitude 227 
oscillations.  The magnetic field shows the opposite behavior, with larger amplitude magnetic field 228 
variations on the dayside than at night.  (Note that the sharp drop in the magnetic perturbation near 229 
the ionospheres is due to the distributed ionospheric conductivity, which leads to perpendicular 230 
currents that decrease the magnetic perturbation.)  It is also interesting to see that the northern 231 
magnetic field variations maintain the same sign during the oscillation, which can be understood 232 
by noting that in the high conductivity ionosphere, the magnetic field of a reflected wave has the 233 
same sign as that of the incident wave.  The magnetic field in the dark ionosphere is not a perfect 234 
node in this case.  The Pedersen conductance at this point is 0.24 S, while the equatorial Alfvén 235 
speed is about 1000 km/s, giving an Alfvén conductance of 0.80 S.  The reflection coefficient for 236 
Alfvén waves for a constant Alfvén speed as given by equation (1) is then 0.54, where a value 237 
approaching 1.0 would give a node in the magnetic field. 238 

The ground signature of the quarter wave also shows interesting properties.  Obana et al. (2015) 239 
have shown an increase in the resonance frequency as the magnetometer stations passed from 240 
nighttime through dawn.  Similar behavior can be seen in Figure 8a, which shows the northward 241 
components of the magnetic field observed on the ground at a latitude of 52.8° south, as in the 242 
Middlemarch, NZ, station used in Obana et al. (2015).  The bottom solid curve is from 06 MLT  243 
with the dotted and dashed curves at 09 and 11 MLT, respectively. The zero point of these curves 244 
has been offset by 5 nT for clarity.  The locations on the dayside show a higher frequency wave, 245 
although still modulated at the lower frequency.  Figure 8b shows the Fourier transform of the 246 
wave fields with the same line styles as in Figure 8a, indicating that the quarter-wave peak at about 247 
8 mHz is dominant on the terminator, while the half-wave field line resonance peak at 22 mHz is 248 
of comparable amplitude for the dayside locations. Figure 9 shows the ground magnetic fields on 249 
the illuminated end of this field line.  It can be seen that while the quarter-wave peak is still 250 
dominant at 6 MLT, the higher frequency wave is still relatively strong, indicating that the damping 251 
due to the dark ionosphere is significant for this higher frequency wave.  This is consistent with 252 
the observations of Obana et al. (2015) showing a transition from a lower frequency wave to a 253 
higher frequency wave as the southern hemisphere stations pass into daylight. 254 

4.  Constant frequency drivers 255 



As we have seen above, the broadband source produces cavity mode oscillations at 8 mHz and 22 256 
mHz.  However, in some cases we might expect a nearly monochromatic source at a given 257 
frequency.  In order to examine the evolution of the system in such a case, runs were performed 258 
with drivers at frequencies of 8 mHz and 22 mHz corresponding to the cavity resonances as well 259 
as at an off-resonant frequency at 15 mHz.  In each case, the driving pulse was modulated with an 260 
exponential decay with a time constant of 200 seconds.  Figure 10 shows the power spectrum of 261 
the electric field energy density at 6 and 11 MLT in each of these cases.  In this figure, the left-262 
hand column (panels a, c, and e) give the spectra for 6 MLT while the right-hand column (panels 263 
b, d, and f) show the results for 11 MLT.  The top row is for the 8 mHz driver, the middle row is 264 
15 mHz and the bottom row is 22 mHz.  Note that as in Figure 5, the solid line in each figure 265 
represents the WKB approximation to the half-wave mode field line resonance frequency, while 266 
the dashed line, at half that frequency, gives the approximate frequency of the quarter-wave mode. 267 

As expected, the dominant response in all cases is at the driving frequency.  For the dayside (11 268 
MLT) cases, the spectra show enhancements when the field line resonance frequency matches that 269 
of the driver.  On the other hand, the fields at dawn (6 MLT) show enhancements at the quarter 270 
wave frequency.  Analysis of the wave forms, as in Figure 7, confirms the half-wave signature on 271 
the dayside and the quarter wave signature at dawn. The 8 mHz and 22 mHz runs show larger 272 
amplitudes at those frequencies, while the 15 mHz run not only shows wave power at the driving 273 
frequency but also at the 8 mHz and 22 mHz resonances.  This is due to the fact that the driving 274 
wave form is a damped exponential, and the 200 second decay time implies a 5 mHz bandwidth.  275 
Thus, in this run, there is still significant power at the resonant frequencies.  It can also be seen 276 
that the maximum power is larger for the runs driven at the resonance.  (Note that the number 277 
given in the title of each panel is the electric field energy density integrated along the field line in 278 
the units defined above in the discussion of Figure 5.) 279 

5. Variations in parameters 280 

5.1  Conductivity variations 281 

The run presented in the previous section was a rather strong conductivity ratio in order to highlight 282 
the quarter wave modes (the integrated Pedersen conductance was 13.6 S in the northern 283 
hemisphere and 0.266 mho in the south at the latitude of Middlemarch, NZ).  It is worth 284 
considering how large the ratio must be for quarter waves to be seen.  This is particularly relevant 285 
since Obana et al. (2015) suggested that the quarter wave modes occurred when the ratio of the 286 
conductances at conjugate points was greater than 5.  To test this hypothesis, results from  a series 287 
of runs were examined in which the conductance ratios were 11.1 (13.6 S in summer, 1.22 S in 288 
winter), 5.39 (6.57 S in summer, 1.22 S in winter) and 2.07 (13.6 S in summer, 6.57 S in winter).  289 
The results are shown in Figure 11, which plots the electric and magnetic field profiles just inside 290 
the plasmapause for these three cases, with panels (a) and (b) being the 11.1 ratio case, (c) and (d) 291 
are for 5.38 and (e) and (f) are for a ratio of 2.07. 292 

The two runs with higher conductance ratio show characteristics of the quarter-wave solution.  293 
This is indicated by the asymmetric pattern of the electric field, with a near node at the summer 294 
(northern) ionosphere.  The magnetic field is roughly antisymmetric; however, there is not a node 295 



at or near the equator, in contrast with the lower conductance ratio case (panel f) where the 296 
magnetic field has a node at the equator.  The electric field also shows symmetry (panel e), 297 
indicative of a half-wave field line resonance. 298 

The runs of Figure 11 all had a very high dayside conductance, leading to a node in the electric 299 
field.  To test whether the quarter waves still persist in a lower conductance case, Figure 12 shows 300 
field profiles as in Figure 11, but with both the dayside and nightside conductivities reduced by 301 
roughly a factor of 5.  Panels (a) and (b) show the electric and magnetic fields, respectively, for a 302 
run with Pedersen conductance of 2.71 S in the north and 0.28 S is the south (ratio of 9.7).  Neither 303 
ionosphere produces a node in the electric field, which remains positive through the wave cycle.  304 
However, the magnetic field variations show an asymmetry, indicated by the lack of an equatorial 305 
node in the magnetic field.  Panels (c) and (d) (1.27 S in the north and 0.28 in the south, ratio of 306 
4.5) shows a similar pattern, while panels (e) and (f) (2.71 S in the north and 1.38 in the south, 307 
ratio of 2.0) shows more symmetric structure with a node in the magnetic field at the equator.  308 
Thus, while the resonances are less distinct in these low conductance cases, the general pattern of 309 
asymmetry for larger conductance ratios holds. 310 

5.2 Plasmasphere density variations 311 

An important result from the preceding section is that the presence of quarter-wave modes seems 312 
directly associated with the presence of cavity mode resonances in the plasmasphere.  This 313 
dependence suggests considering the effect of variations in the plasmaspheric density.  To do this, 314 
we have performed runs identical to the one shown in Figures 5 and 6 but with either the density 315 
in the plasmasphere increased by a factor of 4 or the density in the magnetospheric cavity outside 316 
the plasmapause increased by a factor of 4.  These variations reduce the Alfvén speed in the 317 
respective regions by a factor of 2, which should also lower the cavity mode frequencies by this 318 
factor.  Figure 13 shows the spectrum of the poloidal mode electric field for these two cases for 319 
runs in which a broad-band input, as in the run shown in Figures 5 to 9.  Figure 13a shows the case 320 
where the plasmaspheric density was increased.  Comparison of this figure with Figure 6 shows 321 
that the frequency of the fundamental cavity mode is essentially unchanged, at about 8 mHz.  322 
However, the harmonic structure, especially in the plasmasphere, is modified, in particular 323 
showing an enhancement at about 13 mHz. It is also interesting to note that the amplitude of the 324 
mode inside the plasmasphere is somewhat larger than in Figure 6 (note that the two figures have 325 
the same color bar, which is expressed as the base 10 logarithm of the spectral energy density). 326 

Figure 13b shows the case where the outer magnetospheric density is increased.  In this case, the 327 
cavity modes are less distinct but there is a clear reduction in the fundamental frequency to about 328 
4 mHz, or one half of the frequency in Figure 6.  This confirms that the cavity response at low 329 
frequencies is primarily associated with the outer magnetospheric region.  These results are 330 
consistent with previous work (Lee & Lysak, 1994; Waters et al., 2000) showing that the fast mode 331 
wave cutoff occurs at larger L for smaller frequencies. Hence, at low frequencies, a cavity mode 332 
is evanescent at lower L and is therefore most sensitive to the Alfven speed at larger L.  Recall that 333 
the outer boundary of the simulation on the dayside has a reflecting boundary, corresponding to 334 
the magnetopause, consistent with the sharp decrease in the Alfvén speed in the magnetosheath 335 
(outside the simulation domain) since the magnetic field is reduced and the density is increased in 336 



this region.  These modes are very weak on the nightside, where the outer boundary allows ULF 337 
wave energy to pass out of the system down the tail.  This also suggests that the enhanced 338 
plasmaspheric wave energy shown in Figure 13a relative to Figure 6 may result from a more 339 
efficient coupling between the plasmasphere and outer magnetosphere. 340 

6.  Discussion and Conclusions 341 

The runs presented here clearly show that quarter-wave modes can be supported in the 342 
magnetosphere when one footpoint of a magnetic field line is in darkness while the other is in 343 
sunlight.  The high-conductance (sunlit) ionosphere stays as an approximate node of the wave 344 
electric field while the low-conductance (dark) ionosphere acts more like an anti-node of the 345 
electric field.  Our results are consistent with the observations of Obana et al. (2015) that showed 346 
that the field line resonance frequency increased by approximately a factor of two as the 347 
magnetometers moved from darkness to daylight.  In addition, our results support the suggestion 348 
of Obana et al. (2015) that the ratio of the Pedersen conductances between the sunlit and dark 349 
ionospheres should be greater than 5 for the quarter-wave modes to be seen. 350 

However, the global nature of our simulation allows us to understand the dynamics behind these 351 
modes more completely.  In particular, cavity mode resonances in the plasmasphere and the 352 
dayside magnetosphere play a strong role in the formation of the quarter-wave resonances.  353 
Because one footpoint is in darkness, the wave is more strongly damped in this ionosphere.  This 354 
suggests that the quarter-wave modes may be observable only when the quarter-wave frequency 355 
corresponds to the cavity mode frequency.  One possible exception to this is when the wave is 356 
directly driven by an oscillatory source, such as might be expected for periodic solar wind pressure 357 
variations (e.g., Sibeck et al., 1989), Kelvin-Helmholtz instabilities (e.g., Engebretson et al., 1998), 358 
or periodic bursty bulk flows from the magnetotail (e.g., Panov et al., 2013).  However, our results 359 
show that even with a periodic driver, the quarter-wave modes are stronger in amplitude when the 360 
driving frequency matches a cavity mode resonance. 361 

One aspect of these simulations that does not agree with the observations is the ratio between the 362 
frequencies of the half-wave field line resonance and the quarter-wave modes, which was found 363 
to be 1.3 to 1.8 by Obana et al. (2015) and is about 2.7 in the simulation.  Given the strong influence 364 
of the quarter-wave observations on the plasmaspheric cavity resonance, this result may be due to 365 
a different density profile in the plasmasphere, modifying the cavity resonance frequency.  It is 366 
also important to note that the resonance frequency depends on the density in the outer 367 
magnetosphere as well as in the plasmasphere, suggesting that the relevant cavity is the whole 368 
dayside magnetosphere, with a reflecting boundary at the magnetopause.  From the point of view 369 
of magnetoseismology, this may indicate that the observation of quarter waves gives information 370 
about the density profile in the plasmasphere and outer magnetosphere. 371 

This work has emphasized the difference in ionospheric conductivity in producing 372 
interhemispheric differences in ground observations.  We have therefore simplified the model to 373 
isolate the ionospheric effects.  This leaves open a number of questions, such as the role of the 374 
azimuthal asymmetry in the plasmaspheric density profile in the observations of these waves.  It 375 
is well known that there are strong dawn-dusk asymmetries in the plasmapause location, with the 376 



plasmapause extending to larger radial distances on the dusk side (e.g., Carpenter, 1966).  In 377 
addition, plasmaspheric plumes can produce enhanced density on the dusk side extending toward 378 
the magnetopause (e.g., Goldstein, 2006).  These structures will complicate the signatures of the 379 
cavity mode and the field-line resonances that are coupled to them.  Investigation of such effects 380 
will be the focus of further work. 381 

In summary, this work has established that quarter-wave modes can be excited both by 382 
monochromatic drivers and broadband drivers.  In the latter case, the quarter waves are strongly 383 
excited when they couple effectively to cavity modes in the plasmasphere and magnetosphere.  384 
These modes can exist when the conductance ratio between the conjugate footpoints of a field line 385 
is 5 or greater.  Such conditions can exist near the terminator under solstice conditions.  386 
Understanding the conditions under which quarter waves can be excited is critical for using the 387 
techniques of magnetoseismology to use field-line resonances to diagnose the density along the 388 
field line. 389 
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 515 

 516 

Figure 1.  Contours of height-integrated Pedersen conductance for equinox conditions. 517 

  518 



 519 

 520 

Figure 2.  Height-integrated Pedersen conductance for June solstice conditions. (a) Northern 521 
hemisphere; (b) Southern hemisphere 522 
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Figure 3. Profiles of the electric field taken at intervals of 12.5 seconds at L = 4.5 and 
MLT of (a) 11; (b) 4.  Field line resonance structure is clear in daytime case, weaker 
and less clearly structured at night.  All fields are scaled to ionospheric values. 



Figure 4.  Fourier transform of the ground magnetic field at a latitude of 62° as a function of 526 
magnetic local time.  Note that the strongest ground fields are during the daytime hours, MLT = 527 
6 to 18. 528 
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 530 

 

Figure 5.  Energy density in the toroidal electric field component, integrated along the 
magnetic field line, as a function of frequency and invariant latitude.  Solid line gives the 
WKB estimate for the field line resonance frequency, while the dashed line gives an estimate 
of the quarter-wave frequency  (a) 11 MLT, field line resonances are dominant; (b) 6 MLT, 
signatures are weaker and strongest at the cavity mode frequencies. 
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531 
Figure 6.  Energy density in the poloidal component of the electric field, showing the cavity 532 
mode nature of these oscillations.  Note that the cavity mode is not strictly confined to the 533 
plasmasphere and in fact leaks out to the outer magnetosphere. 534 
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Figure 7.  Wave forms of the (a) electric and (b) magnetic fields of the toroidal oscillation as a 536 
function of latitude along the magnetic field lines.  Note that the fields have been scaled to their 537 
ionospheric values. 538 

539 

(a) 

(b) 



Figure 8.  (a) Ground magnetic fields at 52.8° latitude in the southern (dark) ionosphere.  The 540 
solid line is at 6 MLT, the dotted line at 9 MLT and the dashed line at 11; (b) Fourier transforms 541 
of these fields. 542 
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Figure 9.  Same as Figure 8, but for the fields in the northern (sunlit) hemisphere. 544 
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Figure 10.  Energy density in the toroidal electric field at 6 MLT (panels a,c, and e) and 11 MLT 545 
(panels b, d, and f ).  Panels (a) and (b) are for a driving frequency of 8 mHz; panels (c) and (d) 546 
for 15 mHz and panels (e) and (f) for 22 mHz. 547 
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Figure 11.  Effect of varying the conductance ratio.  Panels (a) and (b) are for a ratio of 11.1, (c) 549 
and (d) for 5.4 and (e) and (f) for 2.1.  Left column gives the electric field and right column the 550 
magnetic field. 551 
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Figure 12.  Similar to Figure 11 but for lower conductance values.552 
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Figure 13.  Poloidal energy density in the electric field integrated along the field line for runs in 553 
which (a) the plasmaspheric density is increased by a factor of 4, and (b) the outer 554 
magnetospheric density is increased by a factor of 4.  Note that both modifications affect the 555 
energy spectrum; however the frequency decrease is more pronounced in the second case. 556 
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