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Current knowledge and understanding of phonon transport at interfaces are wholly based on the

phonon gas model (PGM). However, it is difficult to rationalize the usage of the PGM for

disordered materials, such as amorphous materials. Thus, there is essentially no intuition regarding

interfaces with amorphous materials. Given this gap in understanding, herein we investigated heat

conduction at different crystalline and amorphous Si/Ge interfaces using the recently developed

interface conductance modal analysis method, which does not rely on the PGM and can therefore

treat an interface with a disordered material. The results show that contrary to arguments based on

lower mean free paths in amorphous materials, the interface conductances are quite high. The

results also show that the interfacial modes of vibration in the frequency region of 12–13 THz are

so important that perturbing the natural vibrations with velocity rescaling heat baths (i.e., in non-

equilibrium molecular dynamics simulations) affects the conductance even when the heat baths are

>60 nm away from the interface. The results suggest that it may be possible to affect interfacial

heat transfer by perturbations very far away from the interface, which is an effect that cannot be

explained or even rationalized by the traditional paradigm that stems from the Landauer formalism.

Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4973573]

I. INTRODUCTION

When heat flows through the junction of two solid materi-

als, a discontinuity in the temperature profile at the interface

occurs due to the thermal interface resistance (TIR). The mag-

nitude of this temperature jump (DT) is proportional to the

heat flux through the interface (Q) and the TIR. The inverse of
TIR, the thermal interfacial conductance (TIC) is often

denoted as G. The relation between the heat flux, temperature

jump, and TIC can then be written as Q ¼ GDT. Since the first
experimental observations of TIR,1,2 different theoretical mod-

els have been proposed to explain the transfer of heat across

interfaces and to predict TIC. The acoustic mismatch model

(AMM),3,4 the diffuse mismatch model (DMM),5–7 atomistic

Green’s function (AGF),8,9 wave-packet (WP) analysis,10,11

and frequency domain perfectly matched layer (FD-PML)

method12,13 are notable examples of these models. Although

each of these techniques is devised for different sets of operat-

ing conditions (e.g., temperature range, interface quality, etc.),

they are all based on the phonon gas model (PGM) and usually

invoke the Landauer formalism.14–16 In the PGM, phonons are

modeled as travelling quasi-particles with energies (�hx) and
well-defined velocities, which are determined by the group

velocity (vg), that are incident on the interface. The Landauer

formalism then describes TIC in terms of what fraction of the

energy of each incident phonon is transmitted to the other side

of the interface. Mathematically, the Landauer formalism for

phonon transport at the interface of two solid materials, A and

B, is formulated as14,17

G ¼
X
pA

1

VA

Xkmax
kx;A¼�kmax

Xkmax
ky;A¼�kmax

Xkmax
kz;A¼0

vz;A�hxsAB
df x; Tð Þ

dT

2
4

3
5;

(1)

where the summations are performed over different polariza-

tions (p) and allowed wave vectors (kx;y;z) in material A so

that only phonons with velocities incident on the interface are

counted,14 VA is the volume of side A, vz;A is the phonon

group velocity normal to the interface, �h is Planck’s constant

divided by 2p, x is the frequency of vibration, s is the trans-
mission probability for the mode of vibration, f is the Bose-

Einstein distribution function, and T is temperature. It should

be noted that in the Landauer formulation, vg needs to be cal-

culated for all the modes of vibration in the system and such a

calculation is only possible for crystalline solids. Therefore,

application of PGM based methods to the interfaces of amor-

phous materials and alloys is highly questionable, since vg
cannot be defined for most of the vibrational modes, as most

of the modes of vibration in amorphous materials are not of

propagating nature.18–23 Thus, based on these existing frame-

works, there is no obvious insight one can derive from the

governing model itself. Instead one can only resort to very

approximate physical arguments.

With respect to thermal conductivity (TC), different

approaches such as the Allen-Feldman method (A-F)18,24 or

the virtual crystal approximation (VCA)25 are able to provide

some degree of insight into the heat transfer in amorphous
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solids and alloys, respectively. Using these techniques, one can

explain the order of magnitude difference between the TC of

crystalline and amorphous solids. However, no similar meth-

ods exist to predict how TIC varies when one or both sides of

an interface are amorphous. The only approximate physical

insight one might be able to justify is possibly that an interface

with an amorphous material is likely to exhibit low conduc-

tance since amorphous material thermal conductivities are typ-

ically very low by comparison to crystals. Thus, in essence, the

only expectation one might derive about an interface with an

amorphous material is that the modes have short “effective

mean free paths” and thus they are unlikely to be effective at

moving heat across an interface. Furthermore, one might also

argue that if the interface is between an amorphous material

and a crystal, the modes in the crystal may have a strong likeli-

hood of scattering at the interface, because the mode character

is expected to change dramatically at the interface, thus requir-

ing some type of mode conversion/exchange, which would

require a scattering event. However, contrary to this approxi-

mate intuition, a recent study26 measured a larger TIC at the

interface of graphite and amorphous SiC than at the interface

of graphite and crystalline SiC. The reason for such a non-

intuitive result is currently unknown, but likely due to the

action of very different mechanisms than what are normally

understood to take place in crystalline materials.

On the one hand, in crystalline materials, phonon trans-

port is described based on purely propagating modes of vibra-

tion (i.e., the PGM). On the other hand, in amorphous solids,

transport occurs because of interactions between three distinct

types of vibrations: propagons, diffusions, and locons, among

which only propagons exhibit a propagating nature.18 None of

the more well-established approaches18,24,25 are able to

explain how these different types of vibrations interact to

transfer energy across an interface. For example, the mecha-

nism whereby a propagating mode on the crystalline side cou-

ples with diffusion on the amorphous side can be postulated

but has never been studied in detail. In addition, it is unknown

whether the localized modes at the interface can facilitate the

transfer of energy at a disproportionally higher rate between

the two sides in all situations similar to how they behaved at

the interface of crystalline silicon (Si) and germanium

(Ge).27,28

Si/Ge is a prototypical system that has been extensively

studied in the literature, largely due to its applications in ther-

moelectrics.29,30 Amongst the extensive literature on thermal

transport across Si/Ge interfaces, most studies have been dedi-

cated to the crystalline interfaces.10,27,28,31–39 To the authors’

knowledge, none of the reports that have investigated non-

crystalline Si/Ge interfaces have calculated the conductance

for an individual interface. In a recent study, Giri et al. exam-

ined the effect of crystalline/amorphous Si/Ge interfaces on

heat transfer through confined films and superlattices.40 In

their study, the reported resistances are the total resistance for

the film (i.e., the summation of resistances at the bulk and at

the interfaces). In another study, Giri et al. studied the amor-

phous Si/Ge superlattices and utilized a thermal circuit model

(based on separate calculations for bulk resistances) to calcu-

late the resistance at the interfaces.41 In this study, however

we focus on direct calculation of conductance across

individual interfaces, which as will be shown can provide

additional insights that could not be captured by investigating

the thermal transport properties from other approaches. We

also extend our investigations beyond the c-Si/c-Ge interface

and examine all the various combinations of crystalline

(henceforth denoted by the prefix c-) and amorphous (hence-

forth denoted by the prefix a-) Si and Ge to evaluate the

effects of different phases of solids on interfacial heat transfer.

In this regard, six interfaces have been considered: c-Si/c-Ge,

c-Si/a-Ge, a-Si/c-Ge, a-Si/a-Ge, c-Si/a-Si, and c-Ge/a-Ge.

Table I shows how these combinations are chosen, and Fig. 1

shows an example supercell used for each of these configura-

tions. In this study, the TIC across these interfaces is

calculated and compared and to better understand the contri-

butions by different modes of vibration, the interface conduc-

tance modal analysis (ICMA) developed by Gordiz and

Henry19,42 is employed.

Unlike all the prior works on interfacial heat transfer that

resolve phonon-level information,3,5,8,10,27,43 the ICMA

method is not based on the PGM; thus it is able to provide a

new perspective on thermal transport through interfaces. In

fact, the ICMA method is based on an expression for TIC that

was derived from the fluctuation-dissipation theorem.44–46

These expressions for TIC describe the transport in terms of

the degree of correlation in the time varying heat flow across

the interface, which can be computed from an equilibrium

molecular dynamics (EMD) simulation. The major advance-

ment of Gordiz and Henry, however, was the projection of the

interfacial heat flux onto the individual modes of the system42

and the recognition that one cannot use the modes associated

with the bulk materials to properly describe the interfacial

heat flow.19 Moreover, Gordiz and Henry have shown that,

based on the degree of localization of vibrational energy near

the interface, the modes of vibration can be classified into

four independent classes of vibration, namely, h1i extended

modes, h2i partially extended mode, h3i isolated mode, and

h4i interfacial modes.19 Extended modes are delocalized over

the entire system, and their population scales with larger

degrees of density of states (DOS) overlap between the sides

of the interface,47 since their vibrations exist on the bulk of

both sides of the interface. Partially extended modes have

vibrations on one side of the interface; however the vibrations

only partially extend through the interface and to the other

side. Isolated modes exist only on one side of the interface

and do not include participation near the interface.

Interfacial modes are localized/peaked near the interface and

predominantly incorporate interfacial atoms into their

vibrations. Previous investigations of Lennard-Jones solids,19

TABLE I. Six distinct interfaces can be formed by joining the c-Si, c-Ge, a-

Si, a-Ge structures: c-Si/c-Ge, c-Si/a-Ge, a-Si/c-Ge, a-Si/a-Ge, c-Si/a-Si, and

c-Ge/a-Ge. Only the interfaces on one side of the diagonal are unique.

c-Si c-Ge a-Si a-Ge

c-Si * * *

c-Ge * * *

a-Si * * *

a-Ge * * *

025102-2 K. Gordiz and A. Henry J. Appl. Phys. 121, 025102 (2017)



c-Si/c-Ge,28 and InP/InGaAs47 interfaces have shown that the

population of interfacial modes is usually much smaller than

the other types of vibrations; however they exhibit the largest

contribution to the conductance on a per mode basis. Thus,

one of the key benefits of using ICMA is that it can describe

any of the modes that exist in an interfacial structure, which

can have a variety of different types of mode characters.

However, because the PGM based descriptions require that all

modes be treated as propagating modes, they are unable to

account for the effect that an interface has on the mode char-

acter in a given structure. Therefore, in this study, the ICMA

method not only quantifies, but also provides a rigorous and

unified platform for understanding the various contributions

to TIC from different phonons in all of the Si/Ge systems

described in Table I and Figure 1.

The remaining sections of the manuscript are outlined as

follows. The conducted MD simulations are described in

Section II. Section III includes the results of the EMD and

non-equilibrium molecular dynamics (NEMD) based ICMA

calculations and the corresponding discussions. Lastly, our

conclusions are presented in Section IV.

II. SIMULATION AND METHODOLOGY

Here, the ICMA method is first employed in EMD, but is

later used in NEMD as well.42 The Tersoff potential48 is used

to describe the interactions between the atoms in the system.

In the case that one side of the interface was crystalline, the

number of unit cells along x, y, and z directions is 3, 3, and

24, respectively. In previous studies of similar systems,

Gordiz and Henry showed that the TIC values are converged

with less than 5% standard deviation utilizing this system

size19,28,42,47 (see Fig. 7 for further discussions). The interface

is a plane perpendicular to the z direction, which is parallel to

FIG. 1. Schematics of the six formed

interfaces between c-Si, a-Si, c-Ge,

and a-Ge structures. White and cyan

spheres represent Si and Ge atoms,

respectively.
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the [100] crystallographic direction. To generate the structure

for the amorphous side, the number of atoms corresponding to

the densities of a-Si (�2.29 g=cm3 (Ref. 49)) and a-Ge

(�5.32 g=cm3 (Ref. 50)) are initially randomly positioned in

a simulation box with the same dimensions as the crystalline

side. The system is then heated to a temperature above its

melting point, after which it is quenched to 0K over a 50 ns

simulation time. The two sides are then brought into contact,

and the entire system is annealed at 1000K for 2 ns. This

annealing/sintering process is required to ensure the correct

positioning of the atoms around their equilibrium sites.51 Fig.

2 shows the radial distribution function (RDF) of the gener-

ated amorphous structures based on this generation scheme. It

can be seen that the calculated RDFs show reasonable agree-

ment with experimental values. Periodic boundary conditions

are applied in all 3 spatial directions, and a time step of 0.5 fs

is used for all simulations. After first relaxing the structures

under isobaric-isothermal conditions (NPT) for 1 ns at zero

pressure and then under isochoric-isothermal conditions

(NVT) for another 1 ns at T ¼ 300K, we simulate the struc-

tures in the microcanonical (NVE) ensemble for 10 ns at

which point the modal contributions to the heat flux across the

interface are calculated. The heat flux contributions are saved

and post processed to calculate the mode-mode heat flux cor-

relation functions.42 Statistical uncertainty, due to insufficient

phase space averaging, has been reduced to less than 5% by

considering 10 independent ensembles for each case.52,53 All

MD simulations were conducted using the Large-scale

Atomic/Molecular Massively Parallel Simulator (LAMMPS)

package54 and the eigenmodes for each structure were deter-

mined from lattice dynamics calculations using the General

Utility Lattice Program (GULP).55 It should be noted that

zero pressure constraint used in our simulations has also been

utilized in other MD studies,40,41 and it helps to more easily

find the finite-temperature relaxed structure and volume.

However, because of the lattice-mismatch condition that is

common in finite size MD simulations, using such a zero pres-

sure constraint does not ensure zero pressure along all three

Cartesian coordinates, but at least can provide the minimum

stress structure. In our conducted simulations for the c-Si/c-

Ge interface, the average values of stress along the x, y, and z

directions were þ7.5 Pa, þ7.5 Pa, and þ14.6 Pa, respectively.

For the other structures that incorporated an amorphous struc-

ture, the stress values along the x, y, and z coordinates

acquired higher values equal to �þ100 Pa, þ100Pa, and

��300Pa, respectively, and the calculated values were less

than 10% different among all these structures. After the relax-

ation procedure is complete for the MD simulations, the

authors confirmed that the final densities of the amorphous

structures have less than 2% variation from the initial densi-

ties mentioned above.

III. RESULTS AND DISCUSSION

A. EMD Simulations

The TIC values for all the interfaces were calculated

using EMD at 300K and are presented in Table II. It can be

seen that, except for the c-Ge/a-Ge interface, all of the

obtained TIC values differ by less than 40%. This is interest-

ing for two reasons: (1) the TCs of the materials on either

side of the interfaces vary greatly – at 300K, the TCs of nat-

urally occurring c-Si (150W/m-K (Refs. 57–59)) and c-Ge

(70W/m-K (Ref. 60)) are two orders of magnitude larger

than those of a-Si (1W/m-K (Ref. 61)) and a-Ge (0.5W/m-K

(Ref. 62)); (2) the density of states (DOS) for different

modes of vibration across these interfaces is significantly dif-

ferent from each other (see Fig. 3). Particularly, the degree

of localization to one side of the interface (i.e., the total pop-

ulation of partially extended, isolated and interfacial modes)

is �70% across c-Si/c-Ge interface, while it is only �25%

across c-Si/a-Si interface (see Table III), yet these interfaces

have comparable values of conductance. Although the over-

lap in the vibrational density of states has been successful to

explain the TIC in many reported instances,26,40,41,63–66 this

is not the first time that overlap in the vibrational density of

states has served as a poor descriptor for TIC. In addition to

others,67,68 Gordiz and Henry also observed similar results

for Lennard-Jones systems.69 Further investigations are

needed to determine what parameters can explain the TIC

variations with a better consistency and accuracy compared

to density of states overlap.

Among the available literature where methods that

include anharmonicity are used in calculating the conduc-

tance across crystalline/amorphous Si/Ge interfaces,

FIG. 2. RDFs for (a) a-Si and (b) a-Ge

structures compared to experimental

values from Ref. 56.
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Giri et al. have reported the conductance of the a-Si/a-Ge

interface to be 1.92 GWm�2K�1 (Ref. 41) using NEMD

combined with a thermal circuit model to decompose bulk

and interfacial resistances, which can explain the difference

between their value and our reported EMD values. For the c-

Si/c-Ge interface, using NEMD simulations, Giri et al.40 and
Landry and McGaughey70 reported the conductance to be

0.36 GWm�2K�1 and 0.34 GWm�2K�1, respectively, which

are in better agreement with our NEMD calculated conduc-

tances (see Fig. 9). Additionally, for the c-Si/c-Ge interface,

using EMD and Stillinger-Weber interatomic potential,71

Chalopin et al.32 reported a conductance of 0.63

GWm�2K�1, the difference of which from our reported

value can be attributed to different interatomic-potentials.

The TIC accumulation functions for each of the six con-

figurations were calculated and are shown in Fig. 4. In addi-

tion, by using ICMA, the degree of coupling/interaction

between each pair of vibrational modes across the interface19

was calculated and is presented as 2D maps of correlation in

Fig. 5. As was pointed out in a recent study by Gordiz and

Henry,28 for the c-Si/c-Ge interface, the modes of vibration

in the frequency range of 12–13 THz show a large degree of

coupling with all the other modes of vibration in the system

(Fig. 5(a)) and contribute almost 15% to the TIC (Fig. 4).

The population of these modes in this 12–13 THz region was

shown to be less than 0.1% of the total population of

modes.28 Additionally, it was shown that while these modes

have extended vibrations on the Si side, they also exhibit a

large portion of their vibrational energy at the interface28—

hence they are considered interfacial modes of vibration19

(see Fig. 6 for one example of these modes of vibration). By

changing the crystallinity of each side of the interface, the

highly interacting frequency region of 12–13 THz (Fig. 5(a))

seems to shift to a broader frequency region of vibrations

around 10–14 THz for c-Si/a-Ge, a-Si/c-Ge and a-Si/a-Ge

interfaces (Figs. 5(b)–5(d)). Although the frequency region

of 10–14 THz also contributes largely to the TIC across c-Si/

a-Ge, a-Si/c-Ge and a-Si/a-Ge interfaces (see Fig. 4), all the

modes of vibration present within this region contribute on

average equally to the TIC. Therefore, unlike the c-Si/c-Ge

interface, contributions to interfacial heat transfer across the

c-Si/a-Ge, a-Si/c-Ge, and a-Si/a-Ge interfaces are not domi-

nated by a small subset of modes. It is also interesting to

note that the highly interacting frequency region of 12–13

THz in the c-Si/c-Ge interface is absent in the c-Si/a-Si and

c-Ge/a-Ge interfaces (Figs. 5(e) and 5(f)). In fact, the TIC

for these interfaces is largely dependent on the elastic inter-

actions (i.e., auto-correlations) present along the diagonal of

the 2D maps of correlation (Figs. 5(e) and 5(f)), which can

possibly be attributed to the large population of extended

modes in the c-Si/a-Si and c-Ge/a-Ge structures (in which

more than 75% of the modes are extended) (see Table III).

Extended modes are delocalized; thus they potentially can

transfer heat to the other side of the interface without the

need to couple to other modes of vibration.19 Although c-Si/

a-Si and c-Ge/a-Ge interfaces seemingly follow similar

mechanisms of interfacial heat transfer (see Figs. 3(e) and

3(f), Table III, and Figs. 5(e) and 5(f)), the conductance

across the c-Ge/a-Ge interface is 3.38 times smaller than that

of c-Si/a-Si interface. Such a lower conductance for the c-

Ge/a-Ge interface can be understood by considering the fact

that the absolute values of heat flux across this interface are

on average smaller than the ones across the c-Si/a-Si inter-

face. In fact, in our simulations, the average of the absolute

values of heat flux at the c-Si/a-Si interface was 2.36 times

larger than that of the c-Ge/a-Ge interface. These lower val-

ues of interfacial heat flux naturally result in lower values of

conductance using both equilibrium and non-equilibrium

definition of interface conductance for the c-Ge/a-Ge inter-

face and they arise due to the simple fact that Ge is heavier

than Si. Thus, at the same temperature Ge atoms have lower

velocities than Si, and since the heat flux itself is directly

proportional to the atom velocities on both sides, the low

velocities for both a-Ge and c-Ge yield lower overall heat

fluxes and conductances.

B. NEMD simulations

As shown in Figs. 3 and 4, the c-Si/c-Ge case is heavily

dependent on the interfacial modes present in the 12–13 THz

frequency region. Using ICMA formalism, we also know

that these interfacial modes have a long tail of vibration on

the bulk Si side. Since a substantial portion of their vibration

extends through the Si side, we postulated that if one were to

perform non-equilibrium MD (NEMD) simulations of this

structure, the heat baths might actually perturb these modes.

Particularly because the TIC depends so strongly on the pres-

ence of these interfacial modes, the unnatural perturbations

associated with velocity rescaling in the heat baths can hypo-

thetically affect the TIC across c-Si/c-Ge. Such an effect is

interesting because it cannot be described by a scattering

based paradigm. In theory, if TIC is truly governed by pho-

non scattering at the interface, then scattering away from the

interface should not affect it.

It should be noted that the Landauer formalism as pre-

sented in Eq. (1) is used in many studies for the interface

conductance analysis,3,5,6,9 however such a description fol-

lows the equilibrium phonon description, which concludes

that there should be no size dependence associated with TIC.

However, it should be noted that Landauer theory can be

more generally formulated in terms of the non-equilibrium

populations that are incident on the interface.72,73 These non-

equilibrium populations will depend on the mean free paths

(i.e., the distance a phonon travels from its last phonon-

phonon scattering event to the boundary sets its populations).

Nonetheless, the majority of the literature still uses the

equilibrium formulation of the Landauer theory (Eq. (1)),

TABLE II. TIC values for Si/Ge interfaces at 300K (GWm�2K�1) calcu-

lated from EMD simulations.

c-Si/c-Ge 0.84

c-Si/a-Ge 0.77

a-Si/c-Ge 0.89

a-Si/a-Ge 1.06

c-Si/a-Si 0.98

c-Ge/a-Ge 0.29

025102-5 K. Gordiz and A. Henry J. Appl. Phys. 121, 025102 (2017)



whereby no length dependent properties, such as mean free

path, enter the description. The only length dependent prop-

erty is the number of modes in Eq. (1), which are the allowed

modes of vibration in the system.14 Regarding this issue, Fig.

7 shows that our conducted EMD simulations are effectively

size-independent, which is in agreement with other reports

on Si/Ge interfaces.32 Therefore, it seems that even a small

structure with �3 � 3 � 24 unit cells on each side of the

interface includes a sufficient number of modes that TIC

varies by less than 5%. (See Fig. 7). Therefore, according to

FIG. 3. DOS for the modes of vibration across the (a) c-Si/c-Ge, (b) c-Si/a-Ge, (c) a-Si/c-Ge, (d) a-Si/a-Ge, (e) c-Si/a-Si, and (f) c-Ge/a-Ge interfaces. For com-

parison, DOS of the bulk crystalline/amorphous Si and crystalline/amorphous Ge structures has also been shown in panels (g) and (h).

025102-6 K. Gordiz and A. Henry J. Appl. Phys. 121, 025102 (2017)



the standard picture, for system sizes beyond 3 � 3 � 24,

there should not be any size dependence for the TIC.

However, in concept, when one performs velocity rescaling

during NEMD simulations, one effectively disrupts mode

amplitudes artificially, which can hinder a mode’s ability to

naturally couple to other modes of vibration and transfer

energy. Thus, even though the scattering picture may be use-

ful in many contexts, the existence of an effect on TIC by

perturbing modes far away from the interface would serve as

evidence to support the notion that the true picture is instead

one of correlation/coupling between modes, and not scatter-

ing. However, this effect might be reduced for larger and

larger structures as the perturbations (e.g., the region of heat

input) are moved farther from the interface. Nonetheless, it

is also possible that the effect may never completely vanish,

since these modes penetrate through the body of the silicon

portion (Fig. 6). If true, this would be the first report of such

a size effect and would be quite notable, since it would

strongly confirm the concept that the interfacial modes exist

and can be affected by perturbative stimuli far away from

the interface.

To investigate this potential phenomenon, we conducted

NEMD simulations using periodic boundary conditions in all

Cartesian directions. The cross sections of the structures in

the NEMD simulations are of equal dimensions as the super-

cells used in the EMD simulations. Hot and cold heat baths

were placed at midpoints between the (periodic) interfaces

(Fig. 8). A thermal power equal to 220 nW is input to the

system at the hot bath and removed from the system at the

cold bath. The system is simulated for 4 ns to reach steady

state, after which the temperature profile (see Fig. 8) remains

constant throughout the structure. The temperature profile

was then averaged for 2 ns, from which the temperature

jump (DTK) at the interface was calculated across the inter-

face. The TIC at the interface can then be calculated from

G ¼
�Q

DTK
; (2)

TABLE III. Number of states for the four different classes of vibration and their contribution to TIC across the c-Si/c-Ge, c-Si/a-Ge, a-Si/c-Ge, a-Si/a-Ge, c-

Si/a-Si, and c-Ge/a-Ge interfaces. Columns 2–4 describe the fraction of the total number of states (DOS), the percentage contribution to G ( �G), and contribu-

tion to G divided by a fraction of the total number of states (i.e., contribution to G per mode) ( �G=DOS), respectively. In agreement with our previous observa-

tions,19,28,47 interfacial modes in all of the structures have the highest per mode contribution to the TIC. The TIC value for each interface from Table II is also

included for ease of comparison.

Mode type DoSð%Þ �Gð%Þ �G=DOS Mode type DoSð%Þ �Gð%Þ �G=DOS

c-Si/c-Ge ðG ¼ 0:84GWm�2K�1Þ c-Si/a-Ge ðG ¼ 0:77GWm�2K�1Þ
Extended 29.35 51.99 1.77 Extended 51.27 52.22 1.02

Partially extended 64.24 29.28 0.45 Partially extended 43.11 40.25 0.93

Isolated 3.50 <0.01 <0.01 Isolated 3.21 <0.01 <0.01

Interfacial 2.90 18.73 6.45 Interfacial 2.39 7.53 3.15

a-Si/c-Ge ðG ¼ 0:89GWm�2K�1Þ a-Si/a-Ge ðG ¼ 1:06GWm�2K�1Þ
Extended 69.16 62.26% 0.90 Extended 56.23 54.71 0.97

Partially extended 19.19 25.72 1.34 Partially extended 24.36 25.99 1.07

Isolated 6.62 <0.01 <0.01 Isolated 11.24 <0.01 <0.01

Interfacial 5.01 12.02 2.40 Interfacial 8.16 19.30 2.33

c-Si/a-Si ðG ¼ 0:98GWm�2K�1Þ c-Ge/a-Ge ðG ¼ 0:29GWm�2K�1Þ
Extended 77.73 83.61 1.08 Extended 79.93 85.75 1.07

Partially extended 16.20 7.70 0.48 Partially extended 15.30 7.94 0.52

Isolated 4.00 <0.01 <0.01 Isolated 3.36 <0.01 <0.01

Interfacial 2.05 8.69 4.24 Interfacial 1.38 6.31 4.57

FIG. 4. (a) Non-normalized and (b)

normalized TIC accumulation func-

tions for Si/Ge interfaces at T¼ 300K.
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FIG. 5. 2D maps showing the magnitude of correlations/interactions across the (a) c-Si/c-Ge, (b) c-Si/a-Ge, (c) a-Si/c-Ge, (d) a-Si/a-Ge, (e) c-Si/a-Si, and (f)

c-Ge/a-Ge interfaces as elevations above the plane of two frequency axes. (f0) shows a magnified view for the interactions across the c-Ge/a-Ge interface (panel

(f)). The values presented on the maps have units of MWm�2K�1.
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where �Q is the time-averaged heat flux through the interface.

Five independent ensembles were simulated for improved

phase-space averaging. Different values of thermal power

lead to different values of temperature jump. However, the

authors confirmed that TIC values in the conducted simula-

tions were insensitive to the chosen values of thermal power.

In fact, varying the thermal power from 5 nW to 300 nW

only changed the calculated TIC values by less than 2%.

The results are presented in Fig. 9 and confirm the

hypothesis that size effects can have a significant impact on

TIC. All the NEMD calculated TIC values except for the a-

Si/a-Ge interface were found to be significantly lower than

the values calculated from EMD. Since the EMD values are

independent of the system size (see Fig. 7), for a clearer

comparison with NEMD values, they are shown normalized

to the corresponding EMD value for the same structure. The

large difference between the EMD and NEMD values for

conductance across the a-Si/a-Ge interface is surprising. One

reason for such a discrepancy can be attributed to the fact

that due to the low thermal conductivities of amorphous

structures no clear temperature drop could be detected across

the a-Si/a-Ge interface. This can be the reason this interface

appears to have a higher TIC than the equilibrium value, as

the uncertainty associated with the calculation is larger. In

this regard, as was pointed out in a recent study by Giri

et al.40 EMD calculations can provide better predictions for

TIC across such interfaces. Further comparisons between

EMD and NEMD simulations for TIC analysis can be found

in a study by Merabia and Termentzidis.74 It may also be

possible that the mechanism for transport between diffusions

and locons is enhanced by the heat bath perturbation while it

is suppressed for propagating modes existing in a crystalline

material. Further study would be needed to determine if this

is true, but it if so this study would provide some supporting

evidence to that effect. In addition, Fig. 9 shows that the

NEMD TIC values for the c-Si/c-Ge interface exhibit the

largest discrepancy with the EMD values and exhibit the

strongest size dependence. Perturbing the vibrations by plac-

ing the heat baths at the bulk of the materials, even far from

the interface (e.g., >60 nm), can have a noticeable effect

on TIC, even for a system with a length >60 nm. This

observation cannot be understood through the standard

PGM/Landauer formalism, since it would be difficult to

rationalize how perturbing a mode far from the interface

would affect its transmissivity at the interface. Landry and

McGaughey70 have shown that by simulating longer struc-

tures (e.g., >150 nm) convergence for conductance across c-

Si/c-Ge interface using the NEMD approach can be

achieved. They also observed convergence between their

NEMD calculations and a Landauer-based approach for

interface analysis and observed good agreement.

To further confirm that this effect is in fact caused by

the aforementioned mechanism, we computed the conduc-

tance accumulations using the NEMD implementation of

ICMA.42 The TIC accumulation function from this approach

is calculated and presented in Fig. 10, which shows that in

the NEMD simulation, the ability of interfacial modes to

couple to other modes is hampered by the heat bath. Here it

is interesting to see that it is primarily the contributions of

other modes that would have coupled to the 12–13 THz

interfacial modes that are mostly affected. Thus, the observa-

tions indicate that mode-mode correlation/coupling in the

bulk of a material may be a core mechanism for interfacial

heat transfer, as was also suggested by Wu and Luo.75 This

is particularly interesting because it suggests a rather differ-

ent physical picture is needed as compared to the standard

PGM/Landauer model. Having observed this effect, to fur-

ther test our understanding, we constructed an alternative

system by separating the heat baths by 2 additional layers of

c-Si and c-Ge, effectively simulating three periods of a

FIG. 6. Eigen vectors for one of the

interfacial modes in the 12–13 THz

region across the c-Si (white)/c-Ge

(cyan) interface.

FIG. 7. The effects of increasing the

(a) cross section and (b) length of the

structure on the TIC of different Si/Ge

interfaces from EMD simulations.

025102-9 K. Gordiz and A. Henry J. Appl. Phys. 121, 025102 (2017)



superlattice structure (Fig. 11). If our understanding of the

effect of the heat baths is correct, then for this larger struc-

ture, we would expect a markedly reduced effect from heat

baths on the middle interface, which does not contain materi-

als in contact that are directly perturbed by the heat baths. In

this way, the heat bath effect should be most pronounced for

the two other interfaces, but possibly negligible for the mid-

dle interface.

Such a test is again a potentially strong indicator that the

scattering based interpretation of interfacial heat flow may be

problematic, even in the case of two crystals, where the PGM

is most well justified. This is because the three periods of the

superlattice structure are identical; thus one would expect by

all scattering based arguments that they should all exhibit the

same TIC. This perspective is based on the fact that the most

prevalent picture for interfacial transport is based on the

PGM/Landauer formalism, which in no way suggests that

transmission at an interface should in any way be coupled to

or affected by scattering away from the interface. In the cur-

rent view, the bulk and interface scattering are viewed as

essentially independent phenomena, and thus the effect that

the heat bath would have 10’s of nanometers away from the

interface should be negligible, thereby leading to the same

TIC for all three superlattice period interfaces.

The results of this test are shown in Fig. 11, which con-

firms our hypothesis by showing that the unperturbed inter-

face in the middle has a higher TIC, as visibly evidenced by

FIG. 10. Modal contributions to TIC for the c-Si/c-Ge interface calculated

from the NEMD and EMD implementations of ICMA.

FIG. 11. Schematic of the NEMD implementation across the superlattice

structure. Hot and cold heat baths are assigned to red and blue blocks, respec-

tively. White and cyan spheres represent Si and Ge atoms, respectively.

Temperature distribution is also provided, which clearly shows that the tem-

perature drop across the interface with unperturbed vibrations (DT2) is smaller

than the drop across the interfaces with perturbed vibrations (DT1 and DT3)
The TIC across the first and third interfaces is equal to each other and equal to

0.19 GWm�2K�1 and across the second interface is 0.64 GWm�2K�1.

FIG. 8. Schematic of the NEMD implementation to calculate TIC. Hot and

cold heat baths are assigned to red and blue blocks, respectively. White and

cyan spheres represent Si and Ge atoms, respectively. Temperature distribu-

tion is also provided, which clearly shows the temperature drop (Kapitza

resistance) around the interface.

FIG. 9. Normalized TIC values for Si/Ge interfaces obtained from NEMD

simulations as a function of the system length. The NEMD values are nor-

malized to the corresponding EMD value for the same structure.
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the noticeably larger temperature drop at the other interfaces

(Fig. 11). This result is quite remarkable because the NEMD

version of the ICMA formalism does not even involve the cal-

culation of correlation functions. Instead, it is proportional to

each mode’s average heat flux, and thus it is quite interesting

to see that the average mode heat flux itself is actually affected

by the heat baths. This then strongly suggests that a coupling/

correlation based perspective is actually in more correct align-

ment with the actual transport that happens at interfaces, rather

than a scattering based perspective. Furthermore, this result

also suggests that one may be able to affect transport at a far-

away interface, by modifying or perturbing modes artificially

in another part of the system. To our knowledge, this is the first

report of such an observation, and it can provide a new path-

way to dynamic control or influence over TIC, by indirect

means in certain material systems, which is quite non-intuitive

based on the prevalent PGM paradigm.

IV. CONCLUSION

In conclusion, heat transfer across six different Si/Ge

interfaces was investigated using the ICMA method. The

interfaces were formed by changing the crystallinity of

materials at the sides of the interface. It was shown that

although amorphous solids have much lower thermal con-

ductivities, the interface formed at the contact of an amor-

phous solid does not necessarily exhibit a lower TIC than

the crystalline counterpart. Furthermore, it was shown that

contrary to the existing intuition, the calculated values of

conductance across the investigated interfaces did not fol-

low the trend for the DOS overlap, which is in disagreement

with the existing paradigm based on the PGM. Moreover, it

was shown that the dominant contribution from interfacial

modes at the c-Si/c-Ge interface is not a dominant contribu-

tion across the c-Si/a-Ge, a-Si/c-Ge, and a-Si/a-Ge interfa-

ces and such a contribution is lost across the c-Si/a-Si and

c-Ge/a-Ge interfaces. In fact, the elastic interactions across

the c-Si/a-Si and c-Ge/a-Ge interfaces turned out to be the

dominant transport channel for heat transfer across these

interfaces, which can be explained by the large population

of extended modes across these structures. Additionally, it

was shown that the heat transfer across the c-Si/c-Ge inter-

face is so dependent on the interfacial modes in the 12–13

THz frequency region that perturbing these modes (i.e., by

NEMD simulations) drastically decreased the contribution

from other modes that couple to them and hence the

decreased the NEMD-TIC values as compared to EMD.

Interestingly, even after lowering the effect of NEMD simu-

lations by placing the heat baths farther from the interface,

this effect did not disappear. However, repeating the struc-

ture to create an interface that is not directly affected by the

heat baths caused the effect to disappear. Such observations

are impossible to rationalize using the existing paradigm of

PGM and demonstrate that methods such as ICMA, which

go beyond the concept of interfacial scattering, are required

to explain TIC. The observations suggest that there may be

new mechanisms that can be used to control/modulate the

heat flow through interfaces (i.e., by perturbing atoms far

away from the interface itself).
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