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Abstract—Deploying drone mounted base stations (DBSs) can
quickly recover communications of mobile users (MUs) in a
disaster struck area. That is, DBSs can act as relay nodes to
transmit data from remote working base stations (which are
located out of the disaster struck area) to MUs. Since DBSs
could be deployed very close to MUs, the access link data rates
between DBSs and MUs are well provisioned. However, DBSs
may be far away from the remote working base stations, and
thus the backhaul link data rate between a DBS and the remote
working base station could be throttled. Free Space Optics (FSO),
which has been demonstrated to provision high speed point-
to-point wireless communications, can be leveraged to improve
the capacity of the backhaul link. Since FSO requires line-of-
sight between a DBS and a remote working macro base station,
DBSs have to be carefully deployed. In this paper, we design
a QoS awaRe dronE base Station plaCement and mobile User
association stratEgy (RESCUE) in the context of FSO based
drone assisted mobile access networks to jointly optimize the
DBS deployment, MU association, and bandwidth allocation such
that the number of the served MUs in the disaster struck area
is maximized. The performance of RESCUE is validated via
extensive simulations.

Index Terms—Drone-mounted base station, free space optics,
drone deployment, disaster

I. INTRODUCTION

Owing to the high availability and high data rate provided by
mobile networks, the number of mobile subscribers is increas-
ing over the years [1]. According to Ericsson Mobility Report
[2], the total number of mobile subscriptions was around 7.9
billions in Q3 2018 and was forecast to reach 8.9 billions by
the end of 2024. However, the mobile network infrastructure,
such as base stations (BSs) and power transmission lines
(which transport electricity from the power grid to BSs), could
be damaged owing to natural disasters. Consequently, mobile
users (MUs) in a disaster struck area (i.e., the area covered by
malfunctioned BSs) are unable to connect to the network and
obtain any services. How to quickly recover communications
in the disaster struck area is a very critical issue which has
drawn much attention [3]. Quickly recovering communications
can help people in disaster struck areas transmit the disaster
information out of the area. Thus, rescue personnel can make
accurate evaluation of disasters and design efficient rescue
plans [4]–[6]. In rescuing people afflicted by disasters, valid
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wireless communications can help reduce the searching area
and enhance survivability [7].

There are many strategies to recover communications in
disaster struck areas. One method is to equip ground vehicles
with radio head to conduct the function of ground movable
BSs. Ground movable BSs can be deployed near the disaster
struck area to provision MUs with temporary communications
by forwarding data between MUs and nearby working macro
BSs (MBSs), which are located in the disaster struck area;
also, ground movable BSs can move to different locations upon
requests [8], [9]. The drawbacks of applying ground movable
BSs, however, include 1) inefficient deployment: deploying
a ground movable BS to a designated destination may not
always be feasible as the road to the designated destination
may be damaged; 2) limited wireless backhaul capacity:
the deployed ground movable BS is considered as a relay
node between MUs and a specific working MBS. The ground
movable BS can be deployed in the disaster struck area close
to MSs, but the distance between a ground movable BS and
a working MBS could be very long [10]–[12]. Also, the link
between a working MBS and a ground movable BS may likely
be on Non-Line of Sight (NLoS). Consequently, the pathloss
between the ground movable BS and the working MBS may
be very high, thus limiting the wireless backhaul (between a
ground movable BS and a working MBS) capacity. Note that
the limited backhaul capacity may stifle the ground movable
BS from relaying traffic from MUs to working MBSs.

In order to overcome the inefficient deployment and limited
wireless backhaul capacity problem in the ground movable
BSs strategy, drone mounted base stations (DBSs), which act
as relay nodes between MUs and working MBSs [13]–[15],
can be deployed over the disaster struck area. Different from
ground movable BSs, DBSs can move in the air, and so can
be deployed over the designated destination efficiently and
flexibly [16]–[18]. Also, a DBS can hover at a high altitude
to facilitate Line of Sight (LoS) for the wireless backhaul
link between the DBS and its working MBS, thus potentially
reducing the pathloss between the DBS and its working MBS
and increasing wireless backhaul capacities [19]. However, the
wireless backhaul capacity is still very limited owing to the
long distance between a DBS and its working MBS [20]. Also,
the DBS can ferry traffic back to the working MBS. That is, a
drone collects data from MUs, flies back to the working MBS,
and transmits the collected data to the working MBS [21].
This method mitigate the limited wireless backhaul capacity
constraint, but incurs a long communications delay caused by
the latency of the DBS flying back to the working MBS.

In order to quickly recover communications in disaster
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struck areas and achieve low communications delay between
MUs and working MBSs, we propose the free space optics
(FSO) based drone assisted mobile access network architec-
ture. As shown in Fig. 1, a number of DBSs1 can be quickly
deployed over the disaster struck area. MUs in the disaster
struck area will associate to a specific DBS, which relays
traffic between the nearby working MBS and associated MUs.
Here, the access links between MUs and their DBS are using
radio frequency (RF) communications, and the backhaul link
between the DBS and its working MBS is applying FSO
communications. Note that FSO communications is a point-to-
point wireless communications technology that can achieve a
very high throughput over a long distance [22], [23]. Applying
FSO as wireless backhaul communications can dramatically
increase the network capacity, and thus significantly reduce
the delay of transmitting data between MUs and working MBS
via DBSs [24].

The contributions of this paper are summarized as follows.
1) The FSO based drone assisted mobile access network archi-
tecture is proposed to quickly recover communications in the
disaster struck area and achieve low network delays between
MUs in disaster struck areas and working MBSs, which are
located out of disaster struck areas. 2) The ”QoS awaRe dronE
base Station plaCement and mobile User association stratEgy
(RESCUE)” algorithm is proposed in the context of the FSO
based drone assisted mobile access network architecture to
determine the network parameters (i.e., the 3-D locations of
DBSs, the MU association, and the bandwidth allocation in
access links) in order to maximize the number of served MUs,
which is defined as the number of MUs with guaranteed data
rate requirements (traffic from the nearby MBSs to the MUs
via the DBSs). 3) The performance of RESCUE is validated
via extensive simulations.

Fig. 1. FSO based drone assisted mobile access network architecture.

The rest of this paper is organized as follows. In Section
II, we compare the related works. In Section III, we introduce
the architecture of DBS assisted emergency communications in

1Note that the limited flying time of a battery-powered drone could be the
major roadblock of deploying DBSs in the disaster struck area. However, the
flying time can be extended by applying gasoline-powered drones (which can
last nearly one hour and get a fast refuel) or applying more than one drones
to serve a group of MUs. For example, we can use two drones iteratively
serving the same MUs.

disaster struck areas with FSO backhaul links. The problem of
maximizing the number of MUs served by DBSs in a disaster
struck area is formulated in Section IV. Our proposed heuristic
algorithm to solve this problem is discussed in Section V
and the simulation results are analyzed in Section VI. A brief
conclusion is drawn in Section VII.

II. RELATED WORKS

Applying DBSs to assist mobile access networks in deliv-
ering traffic to MUs has received much attention. Sun and
Ansari [25] proposed to deploy a DBS over a hotspot area to
facilitate content delivery from an MBS to MUs via the DBS
by jointly optimizing the DBS placement and user association
to maximize the overall spectral efficiency of the hotspot area.
Yaliniz et al. [26] proposed a DBS placement problem to
determine the altitude and the user association area of a DBS
such that the DBS can cover as many MUs as possible, while
satisfying the QoS requirements (in terms of the pathloss from
the DBS to an MU being less than a predefined threshold) for
each MU, which is associated to the DBS. Rather than placing
one DBS, Zhang et al. [27] proposed to deploy multiple
DBSs over a hotspot area. They developed a strategy of
deploying multiple DBSs in the 3-D space over a given hotspot
area in order to minimize the number of deployed DBSs
while guaranteeing QoS requirements (in terms of pathloss
requirements) of all the MUs in the hotspot area.

Applying drones to help MUs communicate with base
stations in a disaster scenario has been investigated. Erdelj et
al. [28] exploited on drones assisted wireless sensor networks
to facilitate disaster management, which covers three stages,
i.e., disaster prediction, assessment, and response. Narang et
al. [29] deployed a drone ad-hoc network over a disaster struck
area, where the access points near the disaster struck area
could deliver traffic to MUs via the established drone ad-
hoc network in a multi-hop manner. They designed a drone
deployment algorithm to optimize the locations of drones in
order to maximize the throughput of the drone ad hoc network.
Hayajneh et. al [30] assumed that MUs in a disaster struck
area tend to cluster in a number of hotspot areas. Based on
this assumption, a number of drones are deployed over each
hotspot. They evaluated how the number of drones deployed
in a hotspot and the configurations of each drone (i.e., the
location and the transmission power of a drone) affect the
coverage probability and the average energy efficiency in
downloading data from drones to MUs.

On the other hand, FSO communications has been proved
to provision a high speed point-to-point communications [22]
[23], and integrating drones into the FSO system has been
explored. Fawaz et al. [31] proposed a drone assisted FSO
relay system, where a drone equipped with an FSO transceiver
is considered as a relay node to relay the FSO beam between
an FSO transmitter and an FSO receiver. The drone assisted
FSO relay system may reduce the atmosphere attenuation
of the FSO link, especially when the distance between the
FSO transmitter and the FSO receiver is very long. Applying
FSO and drones as the front-hauling/back-hauling technology
in mobile networks has recently been proposed [32], where
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geographically distributed base stations are connected to their
nearby drones (which are hovering in the air) via FSO com-
munications, and those drones cooperate with each other to
establish an FSO based drone ad-hoc network, which is to
deliver the traffic between the mobile core network and distri-
bution BSs. FSO communications between different drones is
deployed in the drone ad-hoc network. Based on the proposed
FSO based drone ad-hoc network, Gu et al. [33] designed
a network topology reconfiguration method to dynamically
adjust the FSO connections among different drones based on
the traffic demands of different BSs to enhance the throughput
of the drone ad-hoc network. Najafi et al. [34] applied a drone
to relay traffic from users to the central unit, where the drone
is equipped with a RF module and an FSO transmitter. The
access link (between the drone and the users) applies RF
communications (e.g., sub-6 GHz RF communications) and
the fronthaul link (between the drone and the central unit)
applies the FSO link. They investigated the geometric loss of
the FSO link owing to the random fluctuation of the position
and orientation of the hovering drone.

FSO communications has been proposed to be utilized in
mobile networks; here, we focus on how to deploy DBSs using
FSO as backhaul links between DBSs and MBSs in disaster
struck areas. As mentioned before, using FSO communications
and DBSs can quickly establish network connections to MUs
in disaster struck areas in carrying out emergency rescue.

III. SYSTEM MODEL

Denote I as the set of DBSs being deployed in the disaster
struck area, and i ∈ I is used to index these DBSs. Denote
J as the set of MUs in the disaster struck area, and j ∈ J
is used to index these MUs. Let aij be the binary variable to
indicate whether MU j is served by DBS i (i.e., aij = 1) or
not (i.e., aij = 0).

A. Average pathloss between a DBS and an MU

Fig. 2. Pathloss Model.

The communications channel between an MU and its associ-
ated DBS is normally modeled as a probabilistic Line-of-Sight
(LoS) channel. Denote the pathloss between DBS i and MU
j (in dB) in LoS and NLoS as ηLoSij and ηNLoSij , respectively,
where [35]

ηLoSij = 20 log

(
4πfcdij

c

)
+ ξLoS , (1)

ηNLoSij = 20 log

(
4πfcdij

c

)
+ ξNLoS , (2)

where ξLoS and ξNLoS stand for the average value of ex-
cessive pathloss2 in LoS and NLoS, respectively, fc is the
carrier frequency, c is the speed of light, and dij is the distance
between DBS i and MU j. As illustrated in Fig. 2, dij can be
calculated by

dij =
√

(xdi − xj)2 + (ydi − yj)2 + h2(xdi , y
d
i ). (3)

Here, h
(
xdi , y

d
i

)
is the altitude of DBS i when DBS i is

deployed at the horizontal location
〈
xdi , y

d
i

〉
, and 〈xj , yj〉

indicates the horizontal location of MU j. The horizontal
distance between MU j and DBS i is denoted by lij

lij =
√

(xdi − xj)2 + (ydi − yj)2. (4)

The probability of having LoS between DBS i and MU j (ρij)
is

ρij =
1

1 + be−β(θij−b)
, (5)

where b and β are the two environmental parameters in the
disaster struck area, and θij is the elevation angle between
DBS i and MU j (as indicated in Fig. 2), i.e.,

θij = arcsin

(
h
(
xdi , y

d
i

)
dij

)
. (6)

Based on Eq. (5) and Eq. (6), we can derive that DBS i with a
higher altitude leads to a larger value of elevation angle, thus
incurring a higher probability of having an LoS link to MU j.

The average pathloss between DBS i and MU j, denoted
as η̄ij , can be modeled as [36]

η̄ij = ρijη
LoS
ij + (1− ρij)ηNLoSij . (7)

Note that DBS i can communicate with MU j if the average
pathloss between MU j and DBS i is larger than a predefined
threshold ηth. Thus, the horizontal distance between DBS i
and MU j is maximized when

η̄ij = ηth. (8)

Definition 1. The optimal elevation angle between DBS i
and MU j is defined as the elevation angle between DBS
i and MU j that maximizes the horizontal distance between
DBS i and MU j.

In order to find the optimal elevation angle (denoted as θ∗ij),
we can take the derivative of ηth with respect to θij . By letting
∂lij
∂θij

= 0, we can find θ∗ij such that:

π

9 ln(10)
tan θ∗ij+

bβ
(
ηLoSij + ηNLoSij

)
e(−β(θ∗ij−b))(

be(−β(θ∗ij−b)) + 1
)2 = 0 (9)

Definition 2. The optimal altitude of DBS i is defined as
the altitude of DBS i that maximizes the horizontal distance
between DBS i and MU j.

2Excessive pathloss is the additional pathloss on top of the free space
pathloss incurred between a DBS and an MU.
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The optimal elevation angle θ∗ij , which maximizes the
horizontal distance between DBS i and MU j, can be derived
by solving Eq. (9). By substituting θij = θ∗ij into Eq. (8), we
can derive the related maximum horizontal distance between
DBS i and MU j, denoted as lmaxij . Thus, the optimal altitude
of DBS i is

h∗ij = lmaxij tan θ∗ij . (10)

Intuitively, the communication coverage of DBS i is maxi-
mized if DBS i is deployed at its optimal altitude.

B. Data rate model of wireless access link
As mentioned earlier, multiple DBSs are deployed in the

disaster struck area. Each DBS is associated with its nearby
MBS, and thus the DBS can download traffic from the MBS
and relay them to MUs. Different DBSs use different spectrum
bands to relay traffic to their MUs, and thus there is no
interference among MUs in downloading traffic from their
DBSs. Denote Bi as the total available bandwidth for DBS
i in transmitting traffic to associated MUs, and bij is used
to represent the amount of bandwidth allocated for MU j in
downloading traffic from DBS i. Thus, we can obtain the data
rate of MU j in downloading traffic from DBS i (denoted as
rij) as

rij = bij log

(
1 +

Pi10−η̄ij/10

N0

)
, (11)

where Pi indicates the transmission power of DBS i. Note that
we only consider the downlink scenario in this work because
the downlink traffic is much heavier than the uplink traffic
(note that the ratio of downlink to uplink traffic is 6:1 [37]).

C. Data rate model of FSO backhaul link
FSO communications is applied to enable DBSs in down-

loading traffic from nearby MBSs. The data rate model of the
FSO link between DBS i and its MBS can be modeled as3

[38]

Ri =
Pt

EpNb

r2
s(

θgdFi
/

2
)2 ηtηr10−e

σdFi , (12)

where Nb is the sensitivity of the receiver (photons/bit); Ep
is the energy of each photon, i.e., Ep = hpc/λ (here, hp is
the Planck’s constant, c is the light speed, and rs is the radius
of the FSO beam at the DBS i’s associated MBS); θg is the
divergence angle of the optical beam; ηt is the coefficient to
convert electrical energy into optical energy at the DBS i’s
associated MBS; ηr is the coefficient to convert optical energy
into electrical energy at DBS i ; dFi is the distance between
DBS i and its associated MBS, i.e.,

dFi =
√

(h(xdi , y
d
i )−hmi )2+(xdi −xmi )2+(ydi −ymi ), (13)

where 〈xmi , ymi , hmi 〉 indicates the 3-D location of DBS i’s
associated MBS; σ in Eq. (12) is the atmospheric attenuation
coefficient, given by [39] as

σ =
3.91

v

(
λ

550

)−q
(14)

3We assume that the Acquisition, Tracking, and Pointing (ATP) system is
applied, and thus the pointing loss is considered.

where v is the visibility (the maximum distance that one object
can be clearly discerned). Denote q as the size distribution of
the scattering particles. The relationship between q and v is
given by [39]

q =


1.6, v > 50,
1.3, 6 < v ≤ 50,
0.16v + 0.34, 1 < v ≤ 6,
v − 0.5, 0.5 < v ≤ 1,
0, v,≤ 0.5,

(15)

where the value of v depends on the weather conditions. For
example, v > 50 when weather is a clear sky, 1 < v ≤ 6 for
a hazy weather, and v ≤ 1 for foggy weather.

IV. PROBLEM FORMULATION

Assume that the number of available DBSs is predeter-
mined. These DBSs will be deployed to help the MUs in
the disaster struck area download data from nearby MBSs.
We assume that each MBS is only equipped with one FSO
transceiver, and thus can only communicate with one DBS.
Denote aij as the binary variable to indicate whether MU j is
associated with DBS i (i.e., aij = 1) or not (i.e., aij = 0). We
formulate the DBS configuration and MUs association prob-
lem to determine the 3-D locations of DBSs, MUs association,
as well as the bandwidth allocation to different MUs in order
to maximize the number of satisfied MUs4 (i.e., their QoS in
terms of data rate requirements is met). That is,

P0: arg max
xdi ,y

d
i ,h(xdi ,y

d
i ),aij

∑
i∈I

∑
j∈J

aij , (16)

s.t. :C1 :
∑
i∈I

aij ≤ 1, ∀j ∈ J, (17)

C2 : fmin(xdi , y
d
i ) ≤ h(xdi , y

d
i ) ≤ fmax(xdi , y

d
i ), (18)

C3 : aij(ηij − ηthij ) ≤ 0, ∀j ∈ J, ∀i ∈ I, (19)

C4 : aij(rij − rthj ) ≥ 0, ∀i ∈ I, ∀j ∈ J, (20)

C5 :
∑
j∈J

aijrij ≤ Ri, ∀i ∈ I, (21)

C6 :
∑
j∈J

aijbij ≤ Bi, ∀i ∈ I, (22)

where Constraint C1 ensures that each MU is served by at most
one DBS; Constraint C2 imposes the altitude constraints of
deploying a DBS, where fmin(xdi , y

d
i ) implies the minimum

altitude of DBS i to maintain the LoS between DBS i and
its associated MBS if DBS i is deployed at

〈
xdi , y

d
i

〉
, and

fmax(xdi , y
d
i ) is the maximum altitude that DBS i can reach.

Constraint C3 indicates that MU j can be associated with DBS
i (i.e., aij = 1) if the pathloss between MU j and DBS i is not
larger than the threshold ηth (i.e., ηij − ηth ≤ 0). Constraint
C4 implies that QoS in terms of the data rate requirement of

4In the disaster struck area, the mobile network infrastructure may be
damaged, and thus MUs are unable to communicate with others, such as the
first response team and their families. Establishing emergence communications
is very critical for MUs in the disaster struck area. For example, reporting the
locations of MUs (by sending short messages) to the first response team can
facilitate the rescue. Here, sending short messages does not require a high
data rate. Thus, enabling more MUs to be able to communicate with the first
response team is considered as the ultimate objective.
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TABLE I
LIST OF PARAMETERS

I Set of all available DBSs
J Set of all MUs
i Index of DBSs (i ∈ I)
j Index of MUs (j ∈ J)
aij Binary variable to indicate the user association

xdi , ydi Horizontal location of DBS i
xmi , ymi Horizontal location of DBS i’s associated MBS
xj , yj Horizontal location of MU j
dij Horizontal distance between DBS i and MU j

h(xdi , y
d
i ) Altitude of DBS i if DBS i is over location (xdi , ydi )

fmax(xdi , y
d
i ) Maximum altitude of a DBS at location (xdi , y

d
i )

fmin(xdi , y
d
i ) Minimum altitude of a DBS at location (xdi , y

d
i )

ηij Average pathloss between DBS i and MU j

ηth Average pathloss threshold
hmi Altitude of MBS i
rij Downloading data rate from DBS i to MU j

rthj Downloading data rate requirement of MU j

MU j (denoted as rthj ) should be satisfied if it is associated
with DBS i; Constraint C5 implies that the data rate of the
backhaul link between DBS i and its associated MBS should
be no less than the data rate of the access link for DBS i
(which is equal to the sum of all the data rates of the MUs
associated with DBS i). Essentially, Constraint C5 ensures that
the backhaul link is not the bottleneck. Constraint C6 ensures
the total bandwidth allocated to MUs by each DBS is within
the total bandwidth it can use.

V. QOS AWARE DBS PLACEMENT AND MU ASSOCIATION
ALGORITHM

We propose a heuristic algorithm, i.e., QoS awaRe dronE
base Station plaCement and mobile User association stratEgy
(RESCUE), to efficiently solve P0. The basic idea of RES-
CUE is to decompose P0 into two sub-problems, i.e., DBS
placement and bandwidth allocation. By solving the two sub-
problems iteratively, RESCUE can achieve a near optimal
solution of P0. RESCUE is summarized in Algorithm 1.

Initial 3-D DBS placement: The disaster struck area is
first divided into a number of locations with the same size.
Denote the set of these locations as N . So, if DBS i is placed
over location n (where n ∈ N ), then the 2-D coordinate of
DBS i (i.e.,

〈
xdi , y

d
i

〉
) equals to the center of location n, and

DBS i will connect to the closest MBS to download traffic.
The objective of the initial 3-D DBS placement is to find the
optimal location where DBS i can cover the maximum number
of the MUs (which are not associated with other deployed
DBSs)5. Denote J ′ as the set of MUs that are not associated
with any deployed DBSs (i.e., J ′ = {j ∈ J |aij = 0, ∀i ∈ I.}),
and J ′ = J when we deploy the first DBS. In order to find the
optimal location with respective to DBS i, we will iteratively
place DBS i over each location in the disaster struck area and
select the one which can cover the maximum number of MUs.
Specifically,

1) Select location n and place DBS i over location n.
Based on Definition 2, the optimal altitude of DBS

5Note that an MU is covered by a DBS implies that the pathloss between
the MU and the DBS is no larger than the pathloss threshold ηth.

i that maximizes the coverage area can be obtained
by Eq. (10), i.e., h(xdi , y

d
i ) = h∗i . Note that, in order

to satisfy C2 in P0, h(xdi , y
d
i ) = fmin(xdi , y

d
i ), if

h∗i < fmin(xdi , y
d
i ) and h(xdi , y

d
i ) = fmax(xdi , y

d
i ), if

h∗i > fmax(xdi , y
d
i ).

2) After having determined the altitude of DBS i at location
n, we calculate the average pathloss between DBS i
and all the MUs in J ′ and check if these MUs can be
covered by DBS i or not. Denote Kin as the set of MUs
that can be covered by DBS i deployed over location n,
i.e., Kin = {j ∈ J ′|η̄ij ≤ ηth.}, and |Kin| is used to
indicate the number of MUs covered by DBS i.

3) We iteratively select a location in the disaster struck area
and derive the number of MUs that can be covered by
DBS i, i.e., the value of |Kin| (where n ∈ N ), based
on the previous two steps. Thus, the optimal location
of DBS i is the location that incurs the largest value
of |Kin|, i.e., n∗i = arg max{|Kin||n ∈ N.}. Therefore,
DBS i will be placed over the center of location n∗.

Bandwidth allocation and MU association: After having
determined the 2-D location of DBS i, each MU covered by
DBS i should be allocated sufficient bandwidth to satisfy its
data rate requirement (i.e., C4 in P0). Here, we define the
bandwidth requirement of MU j as the minimum amount of
bandwidth that meets the data rate requirement of MU j, i.e.,

bij =
rij

log
(

1 + Pi10−η̄ij/10

N0

) . (23)

However, the total amount of available bandwidth of DBS
i (i.e., Bi) is limited, and so not all the MUs covered by
DBS i can be allocated sufficient bandwidth to meet their
data rate requirements. In order to maximize the number of
the MUs (such that their data rate requirements are met), DBS
i will first allocate bandwidth to the MU, which incurs the least
bandwidth requirement6. Specifically,

1) Construct an array by sorting all the MUs covered by
DBS i (i.e., ∀j ∈ Kin∗ ) in ascending order according
to their bandwidth requirements (bij). Assume that MU
j′ is the first MU in the array. Allocate bij′ amount of
bandwidth to MU j′, associate MU j′ to DBS i, i.e.,
aij′ = 1, and update the available bandwidth of DBS i
by Bi = Bi − bij′ .

2) Select the next MU in the array, allocate the required
bandwidth to the MU, and associate the MU to DBS
i. The iteration continues until all the MUs covered by
DBS i are associated to DBS i (i.e., ∀j ∈ Kin∗ , aij =
1), or DBS i does not have enough bandwidth to meet
the bandwidth requirement of the selected MU, or the
overall data rate between the associated MUs and DBS i
exceeds the capacity of the FSO backhaul link between
DBS i and its connected MBS (i.e., C5 in P0).

Altitude adjustment: when DBS i is unable to meet the
data rate requirements of some MUs covered by DBS i
because of the limited available bandwidth of DBS i (i.e., Bi),

6The required bandwidth is calculated by the pathloss between MU and
DBS i and the required data rate.
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the altitude of DBS i will be adjusted to meet more MUs’ data
rate requirements. Specifically,

1) Denote h∗i as the altitude of DBS i obtained from the
initial 3-D DBS placement, and δ as the step size of
adjusting the value of h∗i , where δmin ≤ δ ≤ δmax. Here,
δmin and δmin are the minimum and maximum step size
of δ, respectively. Initially, δ = δmin.

2) Adjust the altitudes of DBS i to be
h−i = max

(
h∗i−δ, fmin(xdi , y

d
i )
)

and h+
i =

min
(
h∗i +δ, fmax(xdi , y

d
i )
)
, respectively. Calculate

the number of MUs associated to DBS i (i.e.,
∑
j∈J ′

aij

) by re-executing bandwidth allocation and MU
association based on the updated altitude of DBS i
(i.e., h−i and h+

i ), respectively.
3) Denote m(h∗i ), m(h+

i ), and m(h−i ) as the number of
the associated MUs when the altitude of DBS i is h∗i ,
h+
i , and h−i , respectively. Here,
• If the adjusted altitudes of DBS i do not increase the

number of associated MUs, then keep the original
altitude of DBS i, i.e.,

h∗i = h∗i , if m(h∗i ) ≥ m(h+
i ) & m(h∗i ) ≥ m(h−i ),

and adjust the step size δ = δ + δmin.
• If the adjusted altitudes of DBS i increase the

number of the associated MUs, then update the
altitude of DBS i to be

h∗i=

{
h+
i , if m

(
h+

i

)
>m (h∗i ) & m

(
h+

i

)
≥m

(
h−i
)
,

h−i , if m
(
h−i
)
>m (h∗i ) & m

(
h−i
)
>m

(
h+

i

)
,

(24)

and δ = δmin.
Then, we will keep adjusting the altitudes of DBS i
by going back to Step 2) in altitude adjustment. The
altitude adjustment continues until δ > δmax.

Note that the RESCUE algorithm is periodically executed
to update the DBS placement, bandwidth allocation, and MU
association in order to accommodate the MU mobility.

The RESCUE algorithm comprises three processes, i.e.,
deriving the optimal 2-D location, altitude, and MU associ-
ation and bandwidth allocation for all the DBSs. The time
complexity of deriving the optimal 2-D location of a DBS
(i.e., Steps 3-8 in Algorithm 1) is O(|N ||J |) (where |N | and
|J | are the numbers of locations and MUs in the disaster
struck area, respectively). The time complexity of deriving the
optimal altitude and MU association of a DBS (i.e., Steps
9-22 in Algorithm 1) is O(|J | + hmax−hmin

δmin ) (where hmax

and hmin are the highest and lowest altitude of the DBS for
all locations, respectively). Therefore, the time complexity of
RESCUE is O(|I|(|N ||J |+|J |+hmax−hmin

δmin )) = O(|I||N ||J |+
|I|h

max−hmin

δmin ) (where |I| is the number of DBSs).
The space complexity (i.e., the required memory space) of

RESCUE is determined by the required memory for storing
the MU movement matrix (which indicates the locations of
all MUs in different time slots) and MU information matrix
(which imposes the data rate requirements of the MUs). The
space complexity of the MU movement and that of the MU
information matrix are O(|I||N |) and O(|J |), respectively.
Thus, the space complexity of RESCUE is O(|I||N |+ |J |).

Algorithm 1 RESCUE
1: Divide the disaster struck area into a number of locations

with the same size.
2: for each DBS i ∈ I do
3: for each location n ∈ N do
4: Place DBS i over location n.
5: Calculate the optimal altitude of DBS i over lo-

cation n, denoted as hn, based on fmax(xdi , y
d
i ),

fmax(xdi , y
d
i ), and Definition 2.

6: Calculate the number of MUs covered by DBS i, i.e.,
|Kin|.

7: end for
8: Calculate the optimal location for DBS i, i.e., n∗,

where n∗i = arg max {|Kin| |n ∈ N }. Denote h∗i as the
optimal altitude of DBS i once deployed over location
n∗.

9: Construct an array by sorting all the MUs covered by
DBS i in ascending order according to their bandwidth
requirements bij (where ∀j ∈ Kin∗ ).

10: Iteratively select an MU in the array, allocate the
amount of bandwidth (which equals to the MU’s band-
width requirement) to the MU, associate the MU to
DBS i, and update the available bandwidth of DBS
i (i.e., Bi). The iteration continues until all the MUs
covered by DBS i are associated to DBS i, or DBS i
does not have enough bandwidth to meet the bandwidth
requirement of the selected MU, or the overall data rate
between the associated MUs and DBS i exceeds the
capacity of the FSO backhaul link between DBS i and
its connected MBS.

11: Initialize the step size δ = δmin.
12: while δ ≤ δmax do
13: h−i = max

(
h∗i − δ, fmin(xdi , y

d
i )
)
.

14: h+
i = min

(
h∗i + δ, fmax(xdi , y

d
i )
)
.

15: Execute bandwidth allocation and MU association
(i.e., Step 10) once the the altitude of DBS i is h−i
and h+

i , respectively.
16: Calculate m(h∗i ), m(h+

i ), and m(h−i ).
17: if m(h∗i ) > m(h+

i ) and m(h∗i ) > m(h−i ) then
18: δ = δ + δmin.
19: else
20: Update h∗i based on Eq. (24).
21: end if
22: end while
23: end for

VI. SIMULATION RESULTS

In order to validate the performance of RESCUE, we
conduct extensive simulations to compare the performance
of RESCUE with two other baseline algorithms, i.e., traffic
load aware DBS configuration (TLA) [40] and pathloss aware
DBS configuration (PLA) [41]. The basic idea of TLA is to
maximize the overall data rate between DBSs and MUs by
first allocating bandwidth to the MUs with lower pathloss
to their associated DBSs. However, TLA does not yield the
optimal DBS deployment, and thus the locations of DBSs,
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TABLE II
SIMULATION PARAMETERS

FSO transmission power (Pt) 200 mWatt
Divergence angle (θg) 1 mrad
Receiver radius (r) 0.05 m
Receiver sensitivity (Nb) 100 photons/bit
FSO wavelength (λ) 1550 nm
Visible distance v 10 km
Available MBS/DBS 4
Disaster area radius 2 km
Maximum altitude of DBS (fmax) 200 m
Carrier frequency (fc) 2 GHz
Environment index (b) 9.61 [42]
Environment index (β) 0.16 [42]
Average excessive pathloss in LoS (ξLoS ) 1 dB
Average excessive pathloss in NLoS (ξNLoS ) 20 dB
Noise power spectral density (N0) -104 dBm/Hz
DBS downlink transmission power 20 dBm
Available bandwidth for each DBS (Bi) 5 MHz

derived from RESCUE, will be applied to TLA. That is,
TLA and RESCUE have the same DBS deployment but apply
different access link bandwidth allocation methods. The basic
idea of PLA is to jointly optimize the bandwidth allocation
and horizontal locations of DBSs in order to minimize the
average pathloss between MUs and their associated DBSs.
However, the altitudes of DBSs are fixed and predefined. Here,
we assume that if PLA determines to deploy DBS i over
location (xdi , y

d
i ), then the altitude of the DBS is the minimum

altitude to achieve LoS between the drone and its working base
station, i.e., fmin(xdi , y

d
i ).

Fig. 3. Simulation setups.

The simulation is set up as follows: the size of the disaster
struck area is 2 × 2 km. The disaster struck area is further
divided into 100 × 100 small locations with the same size of
20 × 20 m. There are 4 working MBSs around the disaster
struck area. The locations of these working MBSs are depicted
in Fig. 3. The distribution of MUs in the disaster struck
area follows a 2-D Poisson distribution with the average MU
density equal to 20 MUs/location. The pathloss requirements
of all MUs are the same, i.e., ηth = 110 dB. Also, the data
rate requirements of MUs are generated based on the normal
distribution with the mean and standard deviation equal to 3

Mbps and 1 Mbps, respectively. Other simulation parameters
are shown in Table II.
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Fig. 4. Fraction of served MUs and total data rate incurred by different
methods.

Fig. 4 shows the total data rate (i.e., the aggregated data
rate of all MUs) and the fraction of served MUs incurred by
the three algorithms. Here, the fraction of served MUs equals
to the number of MUs with satisfied data rate requirements,
divided by the total number of MUs in the disaster struck
area. From the figure, we can see that RESCUE achieves
the highest fraction of served MUs as compared to TLA and
PLA; however, the total data rate incurred by RESCUE is
lower than that incurred by TLA because RESCUE tries to
maximize the number of served MUs, and so it prefers to
allocate bandwidth to MUs, which require less bandwidth to
meet their data rate requirements. On the other hand, TLA tries
to maximize the overall data rate of MUs, and so it prefers to
allocate bandwidth to MUs, which have the lower pathloss to
their DBSs. Also, PLA incurs the worst performance in terms
of the total date rate and the fraction of served MUs because
PLA does not optimize the altitude of DBSs, thus degrading
its performance accordingly.

Fig. 5 shows the cumulative distribution of served MUs’
data rate requirements for the three methods; RESCUE has
more than 60% of served MUs with data rate requirements
no larger than 2.75 Mbps; however, TLA only has less than
30% of served MUs with data rate requirements no larger than
2.75 Mbps. The result demonstrates that RESCUE prefers to
allocate bandwidth to the MUs which require less bandwidth
to meet their data rate requirements.

Fig. 6 and Fig. 7 show the the fraction of served MUs and
the total date rate by varying the average MU density of the
area, respectively. RESCUE always incurs the highest fraction
of served MUs, and TLA always incurs the highest total data
rate of MUs. However, as the average MU density of the
area increases, the difference of the total data rate incurred
by RESCUE and TLA diminishes.

Next, we will analyze how the number of available DBSs
affects the network performance. Note that the total amount
of bandwidth assigned to these DBSs are fixed, and so more
available DBSs means less amount of bandwidth assigned
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to each DBS. Fig. 8 and Fig. 9 show the total data rate
and the fraction of served MUs by varying the number of
available DBSs, respectively. Still, RESCUE achieves the

2 4 6 8 10

240

260

280

300

320

340

360

380
 RESCUE
 TLA
 PLA

To
ta

l d
at

a 
ra

te
 (M

bp
s)

Number of DBSs in disaster struck area

Fig. 8. Total data rate over different number of DBSs.

highest fraction of served MUs and TLA achieves the highest
total data rate. Meanwhile, the difference between the total
data rate incurred by RESCUE and the one incurred by TLA
reduces because as the number of deployed DBSs increases,
the average pathloss between a DBS and an MU reduces,
and so the MUs which are served by RESCUE (to allocate
bandwidth in order to meet their data rate requirements)
have the higher probability of having lower pathloss to their
DBSs. That is, the MUs selected by RESCUE have a higher
probability of also being selected by TLA as the number of
deployed DBSs increases. In addition, the performance of PLA
is still the worst since it does not optimize the altitude of
DBSs, thus resulting in a higher pathloss between MUs and
their DBSs.
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VII. CONCLUSIONS

In this paper, we have proposed an FSO-based drone as-
sisted mobile access network by deploying DBSs over the
disaster struck area (where the network infrastructures and
power supplies are destroyed) in order to provision network
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connectivity to MUs. We have designed the RESCUE algo-
rithm to jointly optimize the 3-D locations of the available
DBSs, bandwidth allocation, and user association problem in
order to maximize the number of MUs with guaranteed data
rate requirements. Extensive simulations have been conducted
to demonstrate the performance of RESCUE as compared to
two other baseline algorithms.
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