Optimal scheduling of multiple sensors which transmit
measurements over a dynamic lossy network
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Abstract— Motivated by various distributed control applica-
tions, we consider a linear system with Gaussian noise observed
by multiple sensors which transmit measurements over a
dynamic lossy network. We characterize the stationary optimal
sensor scheduling policy for the finite horizon, discounted,
and long-term average cost problems and show that the value
iteration algorithm converges to a solution of the average
cost problem. We further show that the suboptimal policies
provided by the rolling horizon truncation of the value iteration
also guarantee geometric ergodicity and provide near-optimal
average cost. Lastly, we provide qualitative characterizations of
the multidimensional set of measurement loss rates for which
the system is stabilizable for a static network, significantly
extending earlier results on intermittent observations.

I. INTRODUCTION

Distributed systems with multiple sensors require control
of both the system as well as the scheduling of observa-
tions. This work addresses a system with both intermittent
observations and multiple sensors.

A fundamental problem with distributed sensing is ac-
counting for the possibility of lost or intermittent measure-
ments. In the seminal work of [1], it was shown that for a
discrete time linear system with appropriate Gaussian noise,
the error covariance is bounded provided the measurement
loss rate is below a particular critical value. A number of
additional studies have sought to further characterize the
behavior of the error covariance for particular systems [2],
or with additional assumptions [3]-[7].

Sensor schedules aim to maintain system stability while
optimizing system performance. Some approaches sched-
uled sensor transmissions randomly according to a pre-
determined (possibly random) schedule [8]-[10]. Dynamic
sensor scheduling, based on the information available to the
scheduler, can lead to significantly better performance but is
of course more complex [11]-[14].

The intersection of these two areas, namely optimal sensor
scheduling with intermittent network links, has been largely
neglected. Among the few papers in the literature we cite
[15]-[19].
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Fig. 1. Overview of the system detailed in Section II. An observation Y;

is lost (¢ = 0) with probability ¢, which depends on which sensor is
queried (Q¢) and network state (S¢).

In this work, we consider a discrete-time linear quadratic
Gaussian (LQG) system observed by a finite number of
sensors. When queried, a sensor attempts to transmit the
measurement to the controller over a noisy network which
intermittently loses the measurement. Further, the network
has its own query-dependent stochastic dynamics, allowing
for complex congestion models. A diagram of the system is
shown in Figure 1. We make only mild assumptions on the
system structure and assume that the system is stabilizable.
This rather basic assumption of stabilizability enables us to
derive a wealth of interesting new results:

o A stationary, average-cost optimal policy exists, and
under that policy the system is geometrically ergodic.

o The value iteration algorithm (VI) converges. In addi-
tion, after finitely many steps, the sub-optimal policies
calculated via the VI render the system geometrically
ergodic, and the induced average cost converges geo-
metrically to the optimal average cost.

« Additionally, we show that a special case of our results
generalizes the original stabilizability results of [1] to
the case of multiple scheduled sensors with unique loss
rates.

Section II describes the system structure, our key assump-
tions, and some basic results on the Kalman filtering part
of the problem. The optimal control problems and results
are presented in Section III, and Section IV contains the
results on the convergence of the value iteration algorithm.
An important special case is discussed in Section V. The
proofs could not be included due to the limitation in the
number of pages. For these please consult the unabridged
version at http://users.ece.utexas.edu/~ari/Papers/Sensors.
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A. Notation

The letter d refers to the dimension of the state space.
We let Mar (M) denote the cone of real symmetric,
positive semi-definite (positive definite) d x d matrices. For
a matrix G € M™, ¢(G@) and (@) denote the smallest and
largest eigenvalues of G, respectively. Recall that the trace
of a matrix, denoted by tr(-), acts as a norm on M. For
Y1,y € R¥¥4 we write ¥7 < X9 when ¥y — 21 € MS’
or ¥; < X5 when ¥y — ¥; € M™. For two real vectors
A, ¢ indexed by some set I, we say A < ¢ or A < ¢ if for
each i € I, \; < ¢; or \; < ¢;, respectively. A function
b ./\/la' — R is concave if for 1,3, € ./\/la',

f(A=B8)E1+B%2) > (1=8)f(X1) +Bf(X2) (1)

for all 3 € [0, 1]. Concavity for functions f: M7 — M is
defined in the same way, but replacing the inequahty in (1)
with the ordering >. We also denote a normal distribution
with mean z and covariance matrix ¥ as N(x,X). Given a
strictly positive real function f on S x M, where S is a
finite set, the f-norm of a function g: S x ME)" — R is given
by

wp LoD

lglly = :
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We denote by O(f) the set of real-valued functions on S x
Mg which have finite f-norm and are continuous, concave,
and non-decreasing in the second argument.
II. SYSTEM, SENSOR, AND NETWORK MODEL
We consider a linear quadratic Gaussian (LQG) system
Xiy1 = AXy + BU, + DW;,
XO ~ N(l‘o, 20) y

t>0
2)

where X, € R? is the system state, U; € R% is the
control, and W, € R% is a white noise process. We assume
that each W; ~ N (0,1,,,) is i.i.d. and independent of X,
and that (A, B) is stabilizable. The system is observed
via a finite number of sensors scheduled or queried by
the controller at each time step. Let {7;} be a Bernoulli
process indicating if the data is lost in the network: each
observation is either received (y; = 1) or lost (v = 0).
A scheduled sensor attempts to send information to the
controller through the network; depending on the state of
the network, the information may be received or lost. This
behavior is modeled as

}/t - CQt—lXt + FQtlet, t Z 1a (3)

if 4 = 1, otherwise no observation is received. The dimen-
sion of Y; may be variable, and naturally equals the number
of rows of C; for ¢ = Q;_1. The query process {Q.} takes
values in the finite set of allowable sensor queries denoted by
Q. For each query ¢ € Q, we assume that det(FquT) #0
and (primarily to simplify the analysis) that DFqT = 0. Also
without loss of generality, we assume that rank(B) = N,;
if not, we restrict control actions to the row space of B.

The network congestion is modeled as a random process
S, also controlled by @, taking values on a finite set S of
network states:

P(Siy1=5"] 51 =5,Qi=q) = py(s,s), 4)

for s,s’ € S, t > 0, and a known initial state Sy = sg € S.
The observed information is lost with a probability that
depends on the network state and the query, i.e.,

P41 = 0) = (S, Q1) , @)

where the loss rate A\: S x Q — [0, 1]. The network state S;
and the value of ~; are assumed to be known to the controller
at every time step.

The running cost is the sum of a positive network cost
R: SxQ — R and a quadratic plant cost R, : RYxRN« — R
given by

Rp(z,u) = 2" Re +u' Mu,

where R, M € M™. To help with later analysis, we choose
some distinguished network state denoted as 0 € S, which
satisfies
0 € arg min (min fR(&q)) ,
s€s  \¢€Q
and without loss of generality assume mingeq R(6,q) = 1.

At each time ¢, the controller takes an action
vy = (U, Q¢), the system state evolves as in (2), and the
network state transitions according to (4). Then the obser-
vation at ¢t + 1 is either lost or received, determined by
(3) and (5). The decision v; is non-anticipative, i.e., should
depend only on the history F; of observations up to time
t defined by ]:t = 0‘(807 Zo, EQ, Sl, Yl, Yiy- - -y St, Y;g, ’yt).
Such a sequence of decisions v = {v;: t > 0} is called a
policy, and we denote the set of admissible policies by V.
As customary, a policy is called Markov if v; depends only
on the current state.

For an initial condition (sg, Xy) and a policy v € V,
let P¥ be the unique probability measure on the trajectory
space, and EV the corresponding expectation operator. When
necessary, the explicit dependence on (the law of) the initial
conditions or their parameters will be indicated in a subscript,

v
such as PP} .Xo OF ]Eswco,Zo

A. Kalman Filter and Update Properties

We have thus far described a system given by partially
observed controlled Markov chain, which we now convert
to an equivalent completely observed model. Standard linear
estimation theory tells us that the expected value of the state
Xt = E[X, | F] is a sufficient statistic. Let Ht denote the
error covariance matrix given by

X)) =E[(X; — X)(X: — X)T].

ﬁt = cov(X; —

The state estimate )?t and the error covariance matrix ﬁt
can be dynamically calculated via the Kalman filter

= AX, + BU,
+ [?Qt7'7t+1 (ﬁt) ()/t-l-l -

)?t-i-l
Cq,(AX; + BUY)), (6)



with )?O = z¢. The Kalman gain K ¢,y 18 given by
R, () = =[] (e, 2] + FED T
2(Il) := DDT + ALIAT,
and the error covariance evolves on M as
Kqyen (M)Co 2, @)

with ljo = Y. When an observation is lost (7; = 0), the
gain K, ,, = 0 and the observer (6) simply evolves without
any correction factor.

For a sensor query q € Q, define 7,: M{ — M by

To(I) = E(10) — K1 (T)C,E(T)
and an operator '7; on functions f: S x M§ — R,

S pals.8) (1= Als, ) (. T, (D))

s’eS
q)f(s',2(10))) .

It is clear then that (St,ﬁt) forms a completely observed
controlled Markov chain on S x M7, with action space Q,
and kernel 7,. Admissible and Markov policies are defined
just as previously but with v; = @, since the evolution of
II; does not depend on the state control U;. Thus

7o/ (s,10) = E? L [£(S1,11)]
=4 [f(St+1, ﬁt+1) | St = S,ﬁt = ﬁ] .

ﬁt+1 - E(ﬁt) -

’Tsz

+A(s,

We sightly abuse terminology by calling a function f
on S x M{ concave/continuous/monotone if f(s,-) is con-
cave/continuous/monotone for all s € S. Note that a function
on M, such as tr(-), can be naturally extended to S x M7,
but that ’ﬁtr() depends implicitly on s. The following lemma
follows easily from the definition of 7A; using standard results
from, for example, [8, Lemmas 1-2].

Lemma 2.1: T, preserves continuity and lower semi-
continuity of all functions, and preserves concavity and
monotonicity of non-decreasing functions (w.r.t. <).

Using the fact that the trace function is concave and non-
decreasing, one can show that

’7:11@ o "'07\:10 tr(mﬁ) < m,?\:]k O"'OI?\:IO tr(ﬁ) (8)

for any sequence of sensor queries {qo, - . -, qx}-

Note that there is no strict separation principle between
estimation and control for the LQG model with sensor
scheduling, but the partial separation result in [20] makes op-
timal control synthesis possible, and renders the completely
observed controlled Markov chain (S;, II;) equivalent to the
partially observed one for control purposes.

B. Stability

A well-known necessary condition for stability is that
(A, B) is stabilizable and (C, A) is detectable, where C :=
[Cg, |-+ [Cq,]T. In the absence of intermittency it has
been shown in [20] that these conditions are also sufficient.

However, with intermittency these conditions are clearly

not sufficient, and simple algebraic sufficient conditions for
stability with intermittent observations do not seem possible,
even for a system without sensor scheduling [1]. In this work
we will simply assume that the estimation is stabilizable un-
der some scheduling policy, and then investigate the optimal
control problem under the running cost R + R,,.

Suppose that a particular query process @, together with
some state estimation scheme are known to result in a
bounded trajectory of the error covariance matrix. It is then
clear, by the optimality of the Kalman filter, that () together
with the Kalman filter estimator in (7) will also keep the error
covariance bounded. Moreover, since (A, B) is stabilizable
then a feedback controller can be designed so that the
variance of X stays bounded.

Assumption 2.1: The following hold:

(i) The pair (A, D) is controllable.

(i) The controlled Markov chain governing the network
dynamics given in (4) is aperiodic (over any admis-
sible querying policy) and uniformly irreducible in the
following sense: there exists n, € N such that for any
pair of states s, s’ € S, and any sequence of n, queries
{¢i}icq1,....noy in Q7°, there exists a sequence of states
S1,...,8n With n < n, such that

Pq (s, 51) Pgs (81, s2) - *Pq, (8n, Sl) > 0.

(iii) There exists S0 € S,ﬁEo e M7, and an admissible
query process @ = {Q, : t > 0} such that

bup IEé =, [tr(ﬁt)] < 0. 9)

One can show that Assumptlon 2.1(iii) generalizes to all
initial state combinations. This leads to the following lemma.
Lemma 2.2: Under Assumption 2.1, for any s € S, 3 €
Mar , there exists an admissible query process Q = {Q, : t >
0} such that
S )] < o+ atr(S).

sup E (10)

t>0

8,3

for some positive constants ¢y and ¢; which does not depend
n (s,%).
III. OPTIMAL CONTROL

We are interested in finding admissible policies that min-
imize the long-term average cost,

T-1
. 1 v
JY == limsup T E Z (fR<St7 Q1) + Rp (X, Ut))
T—00 t=0

In approaching the average cost problem, we also consider

the a-discounted finite horizon cost for « € (0, 1), given by
n—1
JL, = E [Z o' (R(Sp, Q1) + Ro(X4, U))
t=0

“FOZ”X;I;Hfian 5 (11)




where Ilg, € /\/10+ is a terminal cost, and the «a-discounted
cost,
Jo =B ol (R(Sh, Qi) + Re(Xe, Uy))
t=0
In each of these problems and throughout the analysis, we
assume that So = sg € S and Xg ~ N (wo,o) unless
otherwise specified.

A. Optimal Control for the Finite Horizon Problem

The optimal feedback control for the finite horizon prob-
lem is well understood; detailed derivations can be found
in, for example, [21, Sec. 5.2]. For the finite horizon a-
discounted problem, given any particular sequence of n
sensor queries, the optimal control policy can be derived
directly from (11), and takes the form of the linear feedback
control Uy ; = —Ko 1 E[X; | Fi], where the feedback gain

K. is determined by the backward recursion
Kot = a(M+aB',,1B) 'B, 414, 12
Mot = R+ aA 1A — aA 11 BKay

with II, n = Ils,. However, to facilitate the study of the
infinite horizon case, we note that since (A, B) is stabiliz-
able, there exists a unique matrix II}, € M that solves the
algebraic Riccati equation

I} = R+ AL A
— A", B(M + aB™II;,B) ' BT A
By setting Ilg, = II7,, the backward recursion in (12) is ¢-
invariant and, as noted in Section II, the expected value of
the state can be dynamically calculated via the Kalman filter

estimate X in (6). So the optimal control for the plant takes
the form of a linear feedback given by

Uo*z,t = —K:;Xt 5
K! = (M +aB"II;,B)'aBIT; A.
Define

13)

M, = R—1I, + aATIT}A. (14)

The following result recasts the finite horizon optimal control
problem in terms of the error covariance rather than the
system state and control.

Theorem 3.1: Let v}, = {Upx;, Qb Jo<i<n—1, Where
Us: is the linear feedback defined in (13) and {Q} ,}
is a selector from the minimizer in the n-step dynamic
programming equation. Define

ftn) (s,1I) = E%it{zl {R(s,q) + aﬁft(z)l (s, ﬁ)} + tr(I1,I0)

fort =0,...,n — 1, with fT(Ln) = 0. Then v, ,, is optimal
for the finite horizon control problem with Ilg, = IIY, and

we have

Joar = inf J, = 5 (50, 50) + 2 Mz + (1T B0)
vE ’

+) ofu(IIDDT).
k=1

Before proceeding to the infinite horizon results, we show
an essential application of the bound in (10).

Lemma 3.1: There exists a positive constant cs such that
with the stabilizing query process () from Assumption 2.1,
for any n > 0 and o € (0,1)

1 tr(EO)
—_— 15
11—« + l1-« (15
Bounds of this form, relating optimal costs to trace, will
prove repeatedly useful as the analysis proceeds.

Jeor < 8@ < ey (Yol +

B. Optimal Control for the a-Discounted Problem

Once again, we can recast the optimal control problem
in terms of the error covariance rather than the state and
control processes. In the infinite horizon case, this leads to
a modified discounted optimality equation.

Theorem 3.2: For o € (0, 1), there exists a unique lower
semicontinuous function f*: S x MJ — R that satisfies

Fi(s,T0) = gg(g{R(s,q)wﬁf:;(s,ﬁ)}ﬂr(Naﬁ), (16)

with II,, as in (14). If qr:Sx Mg' — Q is a selector of the
minimizer in (16), then the Markov policy given by v, =
{45, (8¢, 11;), U 4 }¢>0 is optimal for the a-discounted infinite
horizon problem, and

Ja* (50, %0, Xo) = 52% J3(s0, %0, X0)

fa(s0,%0) + a:gl'[;;xo + tr(ﬁazo)
+ - Y« DDT).

-«
Further, the querying component of any optimal stationary
Markov policy is an a.e. selector of the minimizer in (16).

C. Optimal Control for the Average Cost Problem

We use the vanishing discount approach to establish a so-
lution to the average cost problem. A critical result enabling
the vanishing discount approach is the following:

Lemma 3.2: The differential discounted value function
fo = fX — f£(8,0) is locally bounded, uniformly in a €
(0,1), and the set {f,: a € (0,1)} is locally Lipschitz
equicontinuous on compact subsets of MS' .

In the course of proving Lemma 3.2, another upper bound
with trace is shown: for some positive constant xy we have

fa(5,2) < ko(L+u(D)). (17)

Using this bound and the properties of trace, we characterize
solutions of the average cost problem and show that an
optimal stationary policy exists.

Theorem 3.3: There exist a constant o* and a continuous
function f*: S x M{ — R that satisfy

~

£*(5,10) + 0" = min {R(s,q) + (1T + Ty (5,1},
q
B (18)
with IT* := R — II* + ATII* A, and II* € M™ the unique
solution of the algebraic Riccati equation

H* _ R+ATH*A_ATH*B(M+BTH*B)71BTH*A



If ¢*: S x M(J{ — Q is a selector of the minimizer in (18),

then the policy given by v* = {U}", ¢*(St, ﬁt}tZO’ with
U = -K*X,,

- 19

K*=(M+B'II"B)""B'II"A,

and {)?t} as in (6), is optimal, and satisfies
JU = inf J¥ = g" + tr(I*DDT).
ve

In addition, the querying part of any optimal stationary
Markov policy is an a.e. selector of the minimizer in (18).

It is worth noting that f* is concave and non-decreasing
in M(J{, and that using (17) and the vanishing discount
construction of f*, there exist constants mj > 0 and m§ € R
such that

f (s,2) < mite(X) +my. (20)

Furthermore, directly from (18),
f(5,%8) > o(Il")(S) — 0",

so f* must be strictly increasing in .

Noting the definition of f* in (18), for the remainder of the
paper we consider the equivalent average cost optimization
problem with the cost function 74 (s, 33) := R(s, q)+tr(II*X).

Remark 3.1: For computational purposes, the unbounded
cone M is clearly impractical. However, we can approxi-
mate the process on the bounded subset

B, = Sx{ZeM:uX)<r}, r>0.

First, we choose any stable control q. Then we construct
a function f": S x M{ — R, by solving the dynamic
programming equation

(%) + 0" = min{r(s, ) + T f (s, D)}, @)
for (s,X) € B,, while for (s,X) € BS we solve the Poisson
equation corresponding to (21) with ¢ = q. We let ¢" denote
the concatenation of the control ¢ with a measurable selector
from (21). Note that f" satisfies the geometric drift condition
in the proof of Theorem 3.3. As a result the process under
q" is stable. We leave it to the reader to verify that as
r — 00, 0" — 0%, and so the truncated system is a good
approximation of the complete system.

IV. RELATIVE VALUE ITERATION

The relative value iteration (RVI) and value iteration (VI)
algorithms generate a sequence of real-valued functions on
S x Mg and associated constants that, as we will show,
approach solutions (f*, ¢*) of (18). For a stationary Markov
policy ¢: S x ./\/la' — @, we adopt the notation

ri(s, %) = R(s. (s, 5)) + w(I"E).

Respectively, the RVI and VI are given by

fnsr = min {77 + Toon} — ©n(6,0), (22)
@n-‘,—l :Igél(g{rq—’—ﬁ@n}_g*? @0:()007 (23)

where both algorithms are initialized with the same function
©o: (Sx MJ) = Ry

Using the bound in (20), we can find positive constants
01 and 05 such that

min7r?(s,X) > 01 f*(s,%) — 5.

q€Q
Without loss of generality we can assume 67 < 1 to facilitate
some later estimates.

The next theorem proves that both the RVI and VI
algorithms converge. Note that the initialization requirements
are easily satisfied by, for example, o = 0.

Theorem 4.1: If ¢y € Oy-~, then p,, converges to ¢y + f*
for some ¢y € R satisfying

Ol 0t
61 6
and ¢,, converges to f* — f*(0,0) + p*.

Stability of the policies generated by the VI/RVI algo-
rithms is usually not guaranteed. One would hope that the
Markov policy computed at the n'"' stage of the value
iteration is a stable Markov policy and its performance
converges to the optimal performance as n — oo. This
topic is commonly referred to as rolling horizon, and is well
understood for finite state MDPs [22] but it is decidedly
unexplored for nonfinite state models. Among the very few
results in the literature is the study in [23] for bounded run-
ning cost and under a simultaneous Doeblin hypothesis, and
the results in [24] under strong blanket stability assumptions.
For the model considered here there is no blanket stability;
instead, the inf-compactness of the running cost penalizes
unstable behavior. Exploiting the constructive steps of the
value iteration convergence proofs allows us to show that
the rolling horizon policies are indeed stable, as follows.

Theorem 4.2: For large n, the policy ¢ generated by
the n'" stage of the VI or RVI algorithm is geometrically
stable, and the average cost obtained under g™ converges
geometrically to p* as n — oc.

leoll -, (24)

V. SENSOR-DEPENDENT LOSS RATES

We now turn our attention to a special case of the previous
results, with a single network state. In this case, the network
cost is simply a function of the query process {Q;}, taking
values in the finite set of allowable sensor queries Q. The
loss rate depends only on the query, so can be treated as a
vector A in [0, 1}|Q‘, indexed by the corresponding query:

P(’V = 1) = (1 - Aq)v P(7 = O) = >‘(17 (25)

for ¢ € Q. We are interested in characterizing the set of loss
rates A, C [0, 1] for which the system is stabilizable. Our
formulation generalizes the problem in [1], which analyzes
the system (2)—(3) without sensor scheduling (C; = C') and
therefore with a single loss rate.

Recalling the discussion around Assumption 2.1, A; = @
unless (A, B) is stabilizable and (C, A) is detectable. Hence,
without loss of generality, we assume (A, B) is stabilizable
and (C, A) is detectable and therefore, by the results in [20],
0 €A,



Theorem 5.1: If the system (2)—(3) with (25) is stabiliz-
able for a loss rate X' € [0,1]!9, then it is also stabilizable
for any other loss rate A < ). In other words, the set A, is
order-convex with respect to the natural ordering of positive
vectors in R,

Moreover, a lower loss rate leads to a smaller error
covariance at every time step. We continue with another
important result.

Theorem 5.2: If the system (2)—(3) with (25) is stabi-
lizable for a loss rate A € [0,1]/%l, there exists an open
neighborhood B C [0, 1]1%l around A such that the system is
stabilizable for \' € B.

Combining these results we obtain the following corollary
concerning the structure of A,.

Corollary 5.1: Suppose that (A, B) is stabilizable and
(C, A) is detectable. Then, there exists a critical surface W
in (0,1]%l such that the system is stabilizable with loss rate
A if and only if A < X € W. More precisely, there exists a
function F : RI®=1 — [0, 1] which is nonincreasing in each
argument such that the system is stabilizable with loss rate
A if and only if A\jg < F(A1,...,\gj—1). In other words,
Ay is the strict hypograph of F.

We call the set of sensor queries Q non-redundant if the
system is not detectable with any proper subset of the sensor
queries. That is, the system using only Q \ {¢} for any
q € Q is not stabilizable for any admissible query sequence.
When Q is non-redundant and q is a stabilizing stationary
Markov policy, the set of states where any particular query
q is chosen, S, = {¥ € M{ :q(X) = ¢}, satisfies
Hq(Sq) > 0 for each ¢ € Q where pq is the invariant
probability measure. Furthermore, there must be a subset
Sq C Sg with pqg(Sy) > 0 such that T (X) < E(X) for
all ¥ € Sg; if not, then a different sensor could be queried
instead of ¢ and the system would still be stable.

Theorem 5.3: Suppose that the set of sensors is non-
redundant and that A\, \’ € A, such that A < X" and X # ).
Then o3} < 03..

Noting that the average cost ¢ — oo as the system
parameters approach the boundary of the stability region the
set A(k) == {\: p} < K} is a ray-connected neighborhood
of 0 for all x > 0. Clearly, {J,.., A(k) = As.

Remark 5.1: Suppose that the loss rates depend only on
the query, as in (25), but are unknown. Then the implications
of Theorem 5.2 are remarkable. Since stability is shown to
be an open property, if one can find an estimator sequence
At — A as., then the system will retain stability and the
long-term average performance would be the same as the
if the rates were known beforehand. Since the channel is
Bernoulli, recursive estimation of the loss rates leading to a.s.
convergence to the true value is rather straightforward. For
example, a maximum likelihood estimator can be employed,
as in [25].
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