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Abstract

A new space race is imminent, with several industry players

working towards satellite-based Internet connectivity. While

satellite networks are not themselves new, these recent pro-

posals are aimed at orders of magnitude higher bandwidth and

much lower latency, with constellations planned to comprise

thousands of satellites. These are not merely far future plans

— the first satellite launches have already commenced, and

substantial planned capacity has already been sold. It is thus

critical that networking researchers engage actively with this

research space, instead of missing what may be one of the

most significant modern developments in networking.

In our first steps in this direction, we find that this new

breed of satellite networks could potentially compete with

today’s ISPs in many settings, and in fact offer lower laten-

cies than present fiber infrastructure over long distances. We

thus elucidate some of the unique challenges these networks

present at virtually all layers, from topology design and ISP

economics, to routing and congestion control.

1 Introduction

Tintin A and B are already flying a few hundred kilome-

ters above us in low Earth orbits (LEO) [29]. Launched by

SpaceX [56] in early 2018, these two test satellites are a part

of SpaceX’s plan to build a satellite constellation for global

broadband Internet coverage. The launch raises optimism

about their plan [58] which was recently approved by the

US Federal Communications Commission (FCC) in a 5-0

vote [14]. SpaceX is also not alone in its endeavor: other

contenders include OneWeb [44] and LeoSat [39].

These efforts are ambitious and rapid-paced, with substan-

tial potential to completely upend networking. SpaceX’s Star-

link constellation is set to comprise 12,000 satellites and plans

to launch the first phase of 4425 LEO satellites by March

2027. FCC’s approval stipulates that SpaceX must deploy at

least 50% of the satellites by March 2024 [14]. A following

phase is planned for the deployment of more than 7000 very

low Earth orbit (VLEO) satellites [58]. OneWeb, backed by
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at least $1.2 billion in investment [54], has received FCC ap-

proval to launch more than 700 LEO satellites [20]. OneWeb

has now requested approval for 1200 additional satellites be-

yond their original proposed constellation [31]. This request

for additional capacity follows the company’s claims of hav-

ing already sold a substantial fraction of the initially planned

capacity [46].

Aren’t satellite networks old hat? Satellite networks like

HughesNet [32] and ViaSat [61] have been operational for

many years. These are geosynchronous (GSO) satellite con-

stellations and, hence, have a fundamental limitation—a height

of 35,786 km that results in high latency, with reported round-

trip times (RTTs) often exceeding 600ms [15]. The GSO

constellations also provide very limited bandwidth.

Non-geosynchronous orbit (NGSO) satellites are also in op-

eration, but presently cater to niche communication needs. For

instance, the medium Earth orbit (MEO) zone, with heights

ranging from 2000 km to below that of GSO, is occupied

by navigation systems including GPS [2], GLONASS [33],

and Galileo [25]. Also operating in this band is O3b [51], a

16-satellite constellation providing communication for ships,

offshore platforms, and regions with poor terrestrial connec-

tivity. O3b claims 140ms RTTs and a maximum throughput

of 2.1Mbps per connection [43]. The Iridium [4] and Iridium

NEXT [3] constellations have even lower altitude, operating

in the LEO zone, but focus on satellite telephony.

Thus, no operational constellation addresses global broad-

band Internet connectivity at low latency. This is the space

newer players seek to occupy. SpaceX’s stated goal, for in-

stance, is “to have the majority of long distance Internet traffic

go over this network” [24]. To this end, they are planning to

deploy thousands of low-flying satellites. With altitudes of

a few hundred kilometers in LEO and VLEO orbits, these

promise RTTs comparable to terrestrial ISPs. Furthermore,

the planned 12,000 satellites [58] could provide capacity com-

parable to the entire Internet’s long-haul fiber [48].

Thus, the newly proposed satellite networks would be a

significant leap in Internet infrastructure, comparable to the

laying of the first submarine cables, and it is worth consid-

ering the opportunities and challenges they present. In our

first steps towards framing this research direction, we analyze

the latencies such networks could potentially provide; discuss

how they fit in the present context; and contrast them with

other possibilities such as retrofitting airplanes [5].

We also examine the variations in latency over such net-

works that are a fundamental consequence of stepping down

from geosynchronous orbits (which are, by definition, static

with respect to the Earth) and using multiple hops across

satellites, involving satellite-to-satellite communication. Our









Figure 5: Using in-flight airplanes as network hops. This snap-

shot from July 11, 13:49 UTC shows 11,082 in-flight airplanes as

well as the paths between a few major cities through them.

reported altitude lower than 50 meters. We then evaluate in-

stantaneous connectivity between desired pairs of ground lo-

cations through a series of aircraft in the sky at that moment,

assuming microwave radio communication as the medium.

We repeat this exercise every 15 minutes for two days to

observe how this connectivity evolves over time.

To evaluate instantaneous connectivity, we use an A* heuris-

tic search to find a path composed of in-flight airplanes as

hops between the target ground locations. The A* search

heuristic we use is the straight line distance from each air-

plane to the destination. Airplanes are treated as neighbors if

they have line-of-sight visibility. This is determined by cal-

culating the distance each plane can see ahead on the earth’s

surface based on its altitude, and if the sum of these distances

for any two planes is less than their distance from each other,

they are visible to each other. This method does not account

for atmospheric refraction, which increases visibility, so it is

somewhat conservative. We also assume that the planes com-

municate at frequencies low enough for haze and clouds to

not disrupt communication. For this brief analysis, we ignore

other obstructions and terrain (which should be minor factors

given most aircraft in air are at around 10 km.)

The performance of this approach for several large city

pairs as the end points is summarized in Tab. 1, and also

visualized in one snapshot in Fig. 5. We find that for some

city pairs, 100% availability of connectivity is not achievable,

but when connectivity exists, it is often low latency, with

average inflation over geodesic distance being small for most

city pairs tested. This is because this method avoids most of

the altitude overhead that LEO satellites incur.

This approach is thus unlikely to be suitable for global In-

ternet connectivity, with LEO satellites being a more suitable

choice. However, for niche industries like HFT, this approach

could be promising. In particular, using aircraft to connect

several of the "$1 Trillion Club" of stock exchanges (to which

the cities in Table 1 belong) could be feasible.

3.6 Applications

The tens of milliseconds of latency reduction that LEO

satellites promise over long distances would substantially

improve today’s applications, including Web browsing and

gaming. For Frankfurt-DC, for instance, an interactive game

between players at these locations could see a latency reduc-

tion of nearly 40 ms round-trip. Such latency differences have

Table 1: Availability and average latency between several major

cities using in-flight airplanes over a 2-day period.

Link Availability Inflation Hops

NYC-London 100.00% 0.99% 13.48

London-Tokyo 100.00% 5.71% 21.07

Shanghai-Frankfurt 100.00% 0.63% 19.22

Mumbai-Seoul 100.00% 2.65% 13.56

Toronto-Sao Paulo 98.97% 10.49% 19.55

Sydney-Tokyo 96.41% 21.63% 19.82

Amsterdam-Johannesburg 35.38% 15.69% 22.94

been shown in past work to have a significant impact on user

experience in gaming [45].

VLEO constellations, with their potential to achieve sub-

10 ms RTTs, could extend the latency benefits to augmented

and virtual reality applications. The advantages are perhaps

even more compelling for applications involving mobility,

such as for in-flight Internet connectivity and vehicular net-

working. Past work has already fleshed out the motivation for

lower Internet latencies in substantially greater detail [53].

4 Challenges
Our analysis shows that LEO satellite networks of the type

under development could not only compete broadly against

terrestrial ISPs, for long-distance connectivity, they would

even have a substantial latency advantage. SpaceX’s ambi-

tious goal of using such networks for “the majority of long

distance Internet traffic” thus seems plausible. These net-

works, however, also present unique design and operational

challenges, as we discuss next.

4.1 Physical topology design
For our first-cut analysis, we used a simplistic topology

model with as few parameters as possible – only the number

of satellites in each (polar) orbital plane and the number of

orbits. A practical constellation will use, however, knowledge

about the global distribution of population, and complement

existing on-ground Internet infrastructure. It will also have

satellites at various heights, including VLEO orbits. Even

whether we should only use circular orbits is non-obvious:

elliptical orbits can allow satellites to spend more time over

the same region, but at the expense of higher latency. Simi-

larly, while using the same mean anomaly between adjacent

orbits (as in Fig. 1, where satellites in different orbits occupy

the same latitudes) results in lower relative velocity and long

path segments along geodesics, this is likely not the optimal

distribution of satellites. Thus, it remains a high-dimensional

open problem to describe the optimal topology, given budget

constraints and coverage and latency goals, and incorporating

on-ground infrastructure.

4.2 Routing
Superficially, routing over satellites can be fairly simple:

while the system is dynamic, the satellite trajectories are

known, and connectivity is stable over large enough time

periods to pre-compute routes for the future [41, 62]. Of

course, more sophisticated schemes can also be built that are

aware of the link and congestion state [7, 11, 34, 55, 59].

The more interesting routing implications of high density

LEO satellites lie in their interactions with today’s Internet
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