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1 Introduction

Causal Dynamical Triangulations (CDTs) [1, 2] are an attempt to compute gravitational
transition amplitudes by utilizing a discretized version of path integrals. The novelty of
the approach with respect to Euclidean Dynamical Triangulations (EDTs) [3] is a built-in
notion of causality, which guarantees that branching of the path integrals does not occur —
the topology of a spatial slice is preserved in time. In EDTs, by contrast, so-called baby
universes can form, leading to divergences and incorrect semiclassical behavior. However,
while CDTs enforce causality in every discrete time step, the formulation is still Euclidean
in the sense of the Wick rotation: they utilize a path integral of e−S/~ rather than eiS/~. As
a consequence, the solutions obtained within CDT represent instanton configurations.

The analytic continuation to Euclidean signature is performed for technical reasons,
allowing one to transform the complex propagator into a real partition function. This step
opens up the possibility of using numerical methods developed to study statistical systems,
such as Monte Carlo simulations. In particular, performing a sequence of Markov moves the
system under consideration can be equilibrated. The maximal-entropy state corresponds to

– 1 –



J
C
A
P
0
1
(
2
0
2
0
)
0
1
9

the instanton trajectory in the path integral formulation and its thermal fluctuations can be
associated with quantum fluctuations around the classical path [4].

Over the last two and a half decades the CDT approach has been investigated in 1+1,
2+1 and 3+1 dimensions. The especially interesting case of 3+1 dimensional CDT has
been studied by performing advanced computer simulations with hundreds of thousands of
simplices. Most of the simulations were performed assuming the spatial topology to be that
of the three-sphere, S3 [5]. However, studies have recently been extended to the case of
toroidal topology, S1 × S1 × S1 [6–9]. In each case, a contribution from the cosmological
constant, Λ, is included in the gravitational action.

The first significant conclusion resulting from the simulations is the nontrivial phase
structure of the theory. It has been shown that, depending on the type of order parameter
used, three or more phases of the gravitational field can be identified. The different phases
are separated by transition lines some of which are of the first and others of higher order [10,
11]. In this article, we will focus our attention on the so-called phase C, which shares
properties with classical space-time. In particular, it has been shown that the evolution of
the averaged 3-volume is, in this phase, consistent with the results for the 4-dimensional
de Sitter instanton [5]. Furthermore, an analysis of both fractal dimension and the so-called
spectral dimension revealed the correct large scale dimension of the geometry [12]. It has also
been noticed that the spectral dimension undergoes dimensional reduction at short scales,
reflecting quantum properties of the semiclassical space-time. It is worth stressing at this
point that an analogous semiclassical space-time is not present in the EDT formulation,
unless some non-trivial measure is introduced [3].

CDTs have therefore been successful in producing results for a full 3+1 dimensional
approach to quantum gravity. Minisuperspace models, by comparison, are much more re-
stricted and questions remain as to how reliably they capture properties of full quantum
gravity. Nevertheless, there is promise in combining these approaches, both to interpret
results from CDTs and potentially to use CDTs to test the validity of minisuperspace trun-
cations and approximations. Here, we initiate a detailed study of the first aspect, using
derivations of different properties of quantum fluctuations in minisuperspace models to in-
terpret effective actions extracted from CDTs. We begin with a discussion of one major
difference between CDTs and the traditional minisuperspace treatment in the way they deal
with the problem of time.

2 Implications of gauge-fixed time

One of the characteristic features of CDTs, as they have mainly been used to find effective
actions, is the fixing of a time gauge. (A foliation-independent formulation of CDTs also
exists [13, 14], on which we will briefly comment at the end of this section.) For technical
reasons, one chooses a preferred time coordinate and the implied constant-time foliation in
order to be able to define observables, such as the spatial 3-volume, and to extract their time
evolution from numerical simulations. The evolution of homogeneous geometries derived
from CDTs then also refers to a preferred choice of time, which should be taken into account
in a comparison with minisuperspace models.

As usual, fixing the gauge comes at a price. Breaking time reparameterization invariance
reduces the number of constraints in the Hamiltonian formulation of general relativity. In
homogeneous models, for instance, one loses the Friedmann equation. More generally, if
the scalar (Hamiltonian) constraint is no longer imposed, the theory includes an additional
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physical (scalar) degree of freedom of the gravitational field. Nevertheless, homogeneous
geometries extracted from CDTs seem to be in agreement with minisuperspace considerations
in general relativity, see for instance ref. [5]. The purpose of this section is to discuss this issue
for the example of a compact (Euclidean) universe with positive cosmological constant Λ,
which has been studied in detail with CDTs.

2.1 Minisuperspace solutions with time reparameterization invariance

The minisuperspace counterpart of the model with spatial topology S3 and positive cosmo-
logical constant, Λ > 0, in CDTs is expected to be the de Sitter space-time. In general
relativity, the minisuperspace Lagrangian (without gauge-fixing) is

L =
3V0
8πG

(

−aȧ
2

N
+Na− Λ

3
a3N

)

, (2.1)

where the coordinate volume is finite and equal to V0 = 2π2, N is the lapse function, a is the
scale factor and G is the Newton’s constant. The associated canonical momenta are

pN :=
∂L

∂Ṅ
= 0, (2.2)

pa :=
∂L

∂ȧ
= − 3V0

4πG
· aȧ
N
. (2.3)

The condition pN = 0 is a primary constraint, which tells us that N is a non-dynamical
variable, or a Lagrange multiplier. Performing the Legendre transformation, the Hamiltonian
of the model is found to be

H = ṄpN + ȧpa − L = N

[

−2πG

3V0

p2a
a

− 3V0
8πG

(

a− Λ

3
a3
)]

. (2.4)

The Poisson bracket

{f, g} :=
∂f

∂N

∂g

∂pN
− ∂f

∂pN

∂g

∂N
+
∂f

∂a

∂g

∂pa
− ∂f

∂pa

∂g

∂a
(2.5)

allows us to write Hamilton’s equations ḟ = {f,H} for arbitrary phase-space functions f .
Considering the basic variables a and pa, we obtain:

ȧ =
∂H

∂pa
= −N 4πG

3V0

pa
a
, (2.6)

ṗa = −∂H
∂a

= −N
[

2πG

3V0

p2a
a2

− 3V0
8πG

(
1 − Λa2

)
]

. (2.7)

Furthermore, we have the secondary constraint 0 = ṗN = −∂H/∂N , or

− 2πG

3V0

p2a
a

− 3V0
8πG

(

a− Λ

3
a3
)

= 0 (2.8)

which, together with eq. (2.6), leads to the Friedmann equation

(
ȧ

Na

)2

=
Λ

3
− 1

a2
. (2.9)
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If we choose the lapse function N = 1 (proper time), the general solution to this equation
has the well-known hyperbolic form

a(t) = a0 cosh(t/a0), (2.10)

where a0 :=
√

3/Λ.
We obtain the Euclidean version of this solution by performing a Wick rotation t 7→ iτ .

The Lorentzian Friedmann-Robertson-Walker line element

ds2 = −dt2 + a(t)2
(

dr2

1 − r2
+ r2(dϑ2 + sin2 ϑdϕ2)

)

of a closed model with a(t) given in (2.10) is then equivalent to the line element

ds2 = a20
(
dσ2 + cos2 σ

(
dψ2 + sin2 ψ(dϑ2 + sin2 ϑdϕ2)

))
(2.11)

of a 4-sphere with radius a0, where the angle σ := τ/a0 takes values in the range −π/2 ≤
σ ≤ π/2. Written for the case of the volume variable, the solution is

V (τ) = V0a
3(τ) = 2π2a30 cos3 (τ/a0) , (2.12)

where τ ∈
[
−π

2a0,
π
2a0
]
. This cosine cubed solution has been well confirmed as an effective

behavior, averaging over a large number of simulations performed within CDTs [15, 16].
Although this result is encouraging, it is also puzzling because (2.12) is a consequence of the
constraint equation (2.8), which is not present in a gauge-fixed theory such as CDTs. We
will try to explain this outcome in the next subsection.

2.2 Minisuperspace solutions with gauge-fixed time

Let us now revisit the derivation of classical minisuperspace equations, but now fixing the
time gauge from the very beginning such thatN = 1. Using this value in the Lagrangian (2.1),
the only remaining variable is the scale factor a, with canonical momentum

pa = − 3V0
4πG

· aȧ . (2.13)

The resulting gauge-fixed Hamiltonian is

HGF = −2πG

3V0

p2a
a

− 3V0
8πG

(

a− Λ

3
a3
)

. (2.14)

Consequently, Hamilton’s equations for the phase space variables are

ȧ =
∂HGF

∂pa
= −4πG

3V0

pa
a

(2.15)

ṗa = −∂HGF

∂a
= −2πG

3V0

p2a
a2

+
3V0
8πG

(
1 − Λa2

)
. (2.16)

There is no Friedmann equation now. However, combining eqs. (2.15) and (2.16), we
obtain the second-order Raychaudhuri equation

ä

a
= −1

2

(
ȧ

a

)2

− 1

2a2
+

Λ

2
. (2.17)
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A similar equation can, of course, be derived also in the case without gauge fixing. However,
by imposing the Friedmann equation, one of the two constants of integration in solutions of
the Raychaudhuri equation is fixed. If we have only the second-order Raychaudhuri equa-
tion (2.17), the general solution has two unknown constants of integration.

Let us try to find solutions to eq. (2.17). For this purpose, it will be useful to introduce
the Hubble parameter

H :=
ȧ

a
, (2.18)

so that eq. (2.17) can be written as

Ḣ = aH
dH

da
= −3

2
H

2 − 1

2a2
+

Λ

2
. (2.19)

In order to find the relation H(a), we note that any solution of the Friedmann equation must
also be a solution to the Raychaudhuri equation. Therefore, we may write the expression
for H

2 as a combination of the part that is expected from the Friedmann equation and some
unknown remainder which we parametrize by a function f(a):

H
2 =

Λ

3
− 1

a2
+ f(a) . (2.20)

We emphasize that this parametrization does not restrict the generality of our considerations,
solving (2.17). Inserting (2.20) in (2.19), we find that f(a) has to obey

df

da
= −3

f

a
, (2.21)

which can directly be integrated to f(a) = c/a3 with a constant of integration c. Therefore,
the first integration of the Raychaudhuri equation (2.17) leads to the Friedmann-like equation

(
ȧ

a

)2

=
Λ

3
− 1

a2
+

c

a3
(2.22)

with an extra term that has the same form as the matter contribution from dust. The
presence of the scalar constraint in general relativity fixes the free constant of integration to
be equal to zero, c = 0. However, in the gauge-fixed case relevant for CDTs, the value of c
remains undetermined. Is there a way to select a particular value of c within CDTs?

In order to answer this question, we should take into account the fact that computer
simulations require finiteness. Instanton configurations simulated in CDTs therefore have
a finite spatial extension, in addition to a periodic (or finite-range) time variable. These
conditions guarantee that the total 4-volume of the instanton is finite1 and can be discretized
with a finite number of 4-simplices. We may then select solutions to the Euclidean version
of eq. (2.22) such that the constraint

V4 = 2π2
∫

dτa3(τ) <∞ (2.23)

is satisfied. Taking into account the periodicity of the time variable in CDTs, the condi-
tion (2.23) is satisfied when the value of the 3-volume, or equivalently the scale factor a, is

1Furthemore, in CDT the 4-volume is kept fixed.
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Figure 1. The shadowed region represents allowed values of the scale factor as a function of the
integration constant c. For c = 0, which overlaps with the case without gauge-fixing, a ∈ [0, a0]. The
range [amin, amax] is decreasing with increasing c, reaching a single point with amin = amax = a0/

√
3

at cmax := 2a0/3
√

3.

bounded from above. When the maximal value of a(τ) is reached the Euclidean version of
the Hubble parameter, a−1da/dτ , as well as the right-hand side of

(
da

dτ

)2

= 1 − Λ

3
a2 − c

a
(2.24)

(the Wick rotated version of (2.22)) are equal to zero, leading to the condition

Λ

3
a3 − a+ c = 0 . (2.25)

This equation indicates that the Euclidean version of the Friedmann equation has real
solutions for a ≥ 0 if c ≤ 2/3

√
Λ. Furthermore, regularity of da/dτ at the boundaries in time

is guaranteed if c ≥ 0. (The term −c/a in eq. (2.24) then tends to +∞ while a→ 0+, a limit
which cannot be approached on solutions of eq. (2.24) thanks to positivity of the left-hand
side). In summary, well-behaved instanton solutions are obtained for

0 ≤ c ≤ 2

3

1√
Λ
. (2.26)

In this case, the values of the scale factor are confined to the interval [amin(c), amax(c)], as
shown in figure 1.

A general solution to eq. (2.24) for a ≥ 0 is derived in the appendix in terms of Weier-
strass’s elliptic function, given by eq. (A.12) as a function of a new time variable w related
to the time variable τ via

τ =

∫ w

0
a(w′)dw′. (2.27)

Sample solutions for different values of c are shown in figure 2.
Importantly, while for c = 0 the instanton is a single peak, the solutions for c > 0

have oscillatory form. However, for a single (central) period there is no qualitative difference
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Figure 2. Sample solutions to eq. (2.24) for c = 0 (solid line), c = 0.1a0 (dotted line) and c = 0.2a0
(dashed line) as a function of the time parameter w given by eq. (2.27). Here, w0 = 0.

between the different solutions for c ∈
[
0, 2a0/3

√
3
]
. When the value of c is increasing, the

amplitude of oscillations is decreasing. For the limiting case cmax = 2a0/3
√

3 there is only
a constant solution a = a0/

√
3. The minimal value of the scale factor amin is a monotonic

function of c (see the bottom boundary of the shadowed region in figure 1) and tends to zero
for c→ 0, which corresponds to the solution satisfied by the scalar constraint.

CDT solutions do not exhibit oscillatory behavior of the 3-volume but rather correspond
to the case with c = 0. One may speculate that this happens for the reason that this solution
is selected either by the dynamics of CDTs or by boundary conditions. While passing to
Euclidean path integrals and the statistical-physics formulation, only paths that satisfy the
condition Σ(τi) = Σ(τf ) are considered, where Σ is a spatial configuration and τi and τf are
initial and final times respectively, so that the time interval is:

τf − τi =
ℏ

kBT
= constant. (2.28)

In CDT simulations, instead of considering the finite time interval [τi, τf ] together with the
symmetric boundary condition Σ(τi) = Σ(τf ), periodicity of the imaginary time variable τ
is introduced. (The time domain becomes S1.) At the level of the scale factor a (expressed
it terms of time w) this implies that regularity conditions for a and its derivatives should be
satisfied, which we evaluate here for the first two orders

a|wi
= a|wf

, (2.29)

da

dw

∣
∣
∣
∣
wi

=
da

dw

∣
∣
∣
∣
wf

, (2.30)

where wi = w(τi) and wf = w(τf ). The first condition can be imposed for all solutions by
fixing the value of an integration constant w0; see the appendix. In figure 2, w0 is fixed to
zero, so that all solutions are even with respect to the point w = 0. The condition (2.30)
is less trivial to satisfy and requires fixing the second constant of integration, c. Without
loss of generality, let us assume now that wf = −wi > 0. The first observation is that the
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condition (2.30) cannot be satisfied for small values wf ∼ 1, except for the case of a constant
solution a = a0/

√
3 with c = cmax = 2a0/3

√
3. For wf ≫ 1 there is a finite set of values of c

for which the boundary conditions (2.29) and (2.30) are satisfied (values of c such that a(w)
has local extrema at ±wf ). Furthermore, in general, if one tries different values of wf , one
would have to change the values of c for which the periodic boundary conditions are satisfied.
There are two exceptions, the mentioned constant solution for c = cmax and the case with
c = 0. (In the latter case, (2.30) is not fulfilled exactly but, for large enough wf , can easily
hold within the numerical accuracy of a CDT.) One can summarize this result as follows:

For wf ≫ 1 there is only one non-constant solution which satisfies the periodic boundary
conditions (2.29) and (2.30) with fixed values of the constants of integration w0 and c. This
solution corresponds to the case with c = 0, which is the one satisfying the scalar constraint
(Friedmann equation).

This observation may not provide the sole explanation why CDT simulations select the
solutions satisfying the scalar constraint. However, the results presented provide an interest-
ing hint as to this enigmatic feature of CDT. (It is interesting to note that CDT simulations
in a framework that aims to relax the imposition of a fixed time foliation [13, 14] indicate a
behavior with local minima near τi and τf , closer to one of our background solutions with
c 6= 0. However, as the authors of [13, 14] point out, differences appear in a region of small
volume in which discretization effects may be non-negligible.) Furthermore, in CDT simu-
lations the timespan τf − τi is typically much greater than the characteristic spread scale
of the semiclassical solution, which is ∼ πa0. This property makes the boundary condi-
tions (a(τi) = 0 = a(τf )) rather independent from the details of the semiclassical solutions.
Therefore, the issue deserves further deepened investigations. Moreover, a comparison with
the toroidal model is of interest, in which case we will develop a rather different picture in
section 3.2.

3 Fluctuations around the instanton solution

In addition to background solutions, CDTs are able to derive statistical fluctuations around
them. These results allow a comparison with quantum minisuperspace models, in which the
background volume V can be identified with the expectation value of a volume operator
in an evolving state, and statistical fluctuations are replaced by quantum fluctuations. In
what follows, the quantum fluctuations are analyzed in the Gaussian approximation. Here,
in contrast to the CDT simulations the 4-volume is not kept fixed because imposing such a
constraint would make the problem non-linear and much more difficult to handle analytically.2

However, we will see that in spite of this difference the Gaussian approximation provides a
rather good approximation to the CDT results. The validity of the Gaussian approximation
in the context of CDT results has also recently been confirmed in ref. [17] for the case of
toroidal topology, which will be discussed in more details in section 3.2.

3.1 Spherical model

We will focus on the specific instanton solution associated with the choice c = 0 in eq. (2.22).
An analytic continuation to complex time, suitable for Euclidean solutions, can be performed
in several possible ways. In particular, the two choices t → ±iτ may be considered. The
corresponding instanton solution is independent of the choice of the sign: In both cases,

ā(t) = a0 cos(σ) , (3.1)

2Numerical studies of the fluctuations imposing the 4-volume constraint have been presented in ref. [1].
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where for later convenience we have introduced the parameter

σ := τ/a0 (3.2)

such that σ ∈ [−π/2, π/2].

However, the action S =
∫

dtL matters not only for background solutions but also for
the derivation of fluctuations. Performing the Wick rotation t → ±iτ , the action associated
with the gauge-fixed model is

S(t = ±iτ) = ±i 3π

4G

∫

dτa

[(
da

dτ

)2

+ 1 − a2

a20

]

. (3.3)

The Euclidean action SE is then defined such that the Feynman amplitude eiS/ℏ reduces to
the Boltzmann weight e−SE/ℏ, or SE ≡ −iS(t = ±iτ). The Euclidean action associated with
the instanton trajectory (3.1) for σ ∈ [−π/2, π/2] is then

SC
E = ± 3π

4G
a0

∫ π/2

−π/2
dσ a

[(
1

a0

da

dσ

)2

+ 1 −
(
a

a0

)2
]

= ± π

G
a20 = ± 3π

ΛG
. (3.4)

Because the action on half the considered trajectory is associated with the probability of
tunneling through the potential barrier from a = 0 to a = a0, we can compare (3.4) with

the tunneling probability P ∝ e−3π/(2ℏΛG) obtained in refs. [18, 19]: e−
1

2
SC
E
/ℏ = e∓3π/(2ℏΛG).

Consistency of the results requires that the Wick rotation t→ +iτ be chosen.

3.1.1 Fluctuations

We are now ready to consider3 fluctuations around the instanton trajectory

ā(σ) = a0 cosσ . (3.5)

We introduce y(σ) such that

a(σ) = ā(σ) + y(σ), (3.6)

together with the boundary conditions y(−π/2) = 0 = y(π/2). Here we are using zero bound-
ary conditions for fluctuations, so that values of the scale factor are fixed at the boundaries.
The Dirichlet boundary conditions of this kind are consistent with the scalar constraint
(Friedmann equation) and a procedure of derivation of a propagator. However, such choice
can be generalized to the case with non-vanishing quantum fluctuations of the scale fac-
tor at the boundaries. Furthermore, periodic boundaries with conditions of the type (2.29)
and (2.30) can also be considered. Presumably, such choice would be closer to the case of
CDTs. Nevertheless, here the standard boundary conditions for fluctuations (which satisfy
the scalar constraint) will be considered.

3Some of the results presented in this subsection have been discussed by Jakub Wnȩk in his Bachelor thesis
“Quantum aspects of the de Sitter space” (Jagiellonian University, 2017) who based on calculations and a
notebook originally made by his supervisor, one of the authors of this article (JM).
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In this case, the Euclidean action can be expanded in y:

SE =
3π

4G
a20

∫ π/2

−π/2
dσ

(
a

a0

)[(
1

a0

da

dσ

)2

+ 1 −
(
a

a0

)2
]

= SC
E − 3π

4G

∫ π/2

−π/2
dσ cos2(σ) y

[
d

dσ

(
1

cos(σ)

d

dσ

)

+
3

cos(σ)

]

y

+
3π

4G

1

a0

∫ π/2

−π/2
dσ y

[(
dy

dσ

)2

− y2

]

, (3.7)

where SC
E is the classical action (3.4) with the plus sign. By introducing a new time variable

z = sinσ, we obtain

SE = SC
E +

3π

4G

∫ 1

−1
dz y(z)L̂y(z) + O(y3) (3.8)

with the differential operator

L̂ = (z2 − 1)
d2

dz2
− 3 . (3.9)

We now solve the eigenproblem for the operator L̂ defined on L2([−1, 1], dµ),

L̂φn = λnφn (3.10)

together with the boundary conditions φn(−1) = 0 = φn(1). The operator L̂ belongs to the
class of Sturm-Liouville operators, which guarantees its self-adjointness. The eigenvectors
are orthonormal with respect to the measure dµ = w(z)dz, where

w(z) =
1

1 − z2
. (3.11)

The equation L̂u = λu can be written as

(1 − z2)
d2φ

dz2
+ dφ = 0, (3.12)

where we defined d = 3 + λ. By introducing the variable ξ = 1
2(1 + z), this equation reduces

to a special case of the Heun equation,

ξ(1 − ξ)
d2φ

dξ2
+ dφ = 0 . (3.13)

The general solution to (3.12) can therefore be expressed in terms of hypergeometric func-
tions:

φ(z) = 2F1

(

−1

4
− 1

4

√
1 + 4d,−1

4
+

1

4

√
1 + 4d,

1

2
; z2
)

c1

+ 2F1

(
1

4
− 1

4

√
1 + 4d,

1

4
+

1

4

√
1 + 4d,

3

2
; z2
)

c2iz (3.14)

with constants of integration c1 and c2. The boundary conditions φ(±1) = 0 lead to
(

2/A −i/B
2/A i/B

)

︸ ︷︷ ︸

M

(
c1
c2

)

=

(
0
0

)

(3.15)
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for

A = Γ

[
3

4
− 1

4

√
1 + 4d

]

Γ

[
3

4
+

1

4

√
1 + 4d

]

(3.16)

B = Γ

[
5

4
− 1

4

√
1 + 4d

]

Γ

[
5

4
+

1

4

√
1 + 4d

]

. (3.17)

The system of equations (3.15) has a nontrivial solution only if

0 = detM =
4i

Γ
[
3
4− 1

4

√
1+4d

]
Γ
[
3
4 + 1

4

√
1+4d

]
Γ
[
5
4− 1

4

√
1+4d

]
Γ
[
5
4 + 1

4

√
1+4d

] . (3.18)

This equation, in turn, is fulfilled if

√
1 + 4d = 2n+ 1 for n = 1, 2, 3, 4, . . . . (3.19)

The eigenvalues of L̂ are therefore

λn = −3 + n(n+ 1) for n = 1, 2, 3, 4, . . . . (3.20)

Interestingly, the first eigenvalue is negative, λ1 = −1, while the others are positive.
The corresponding eigenfunctions are

φn(z) = 2F1

(

−1

2
(1 + n),

n

2
,
1

2
; z2
)

c1 + 2F1

(

−n
2
,
1

2
(1 + n),

3

2
; z2
)

c2iz . (3.21)

From the solutions of (3.15) we obtain c
(n)
1 = 0 for even n and c

(n)
2 = 0 for odd n. This result

enables us to classify eigenfunctions according to their parity:

φene
(z) = 2F1

(

−1

2
(1 + ne),

ne
2
,

1

2
; z2
)

c1 for ne = 1, 3, 5, 7, . . . , (3.22)

φono
(z) = 2F1

(

−no
2
,
1

2
(1 + no),

3

2
; z2
)

c2iz for no = 2, 4, 6, 8, . . . . (3.23)

Expressing ne = 2m+ 1 and no = 2m with m ∈ N, we have

φem(z) = 2F1

(

−m− 1,m+
1

2
;
1

2
; z2
)

c1 for m = 0, 1, 2, 3, 4, . . . , (3.24)

φom(z) = 2F1

(

−m,m+
1

2
;

3

2
; z2
)

c2iz for m = 1, 2, 3, 4, . . . (3.25)

with the corresponding eigenvalues

λem = −3 + (2m+ 1)(2m+ 2) for m = 0, 1, 2, 3, 4, . . . (3.26)

λom = −3 + 2m(2m+ 1) for m = 1, 2, 3, 4, . . . . (3.27)

It is possible to express the eigenfunctions in terms of Jacobi polynomials P
(α,β)
n (z),

employing the relation

2F1 (−n, α+ 1 + β + n;α+ 1; ρ) =
n!

(α+ 1)n
P (α,β)
n (1 − 2ρ) (3.28)
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where (α)n is the Pochhammer symbol. Normalization is performed using

∫ 1

−1
P (α,β)
m (ρ)P (α,β)

n (ρ)(1−ρ)α(1+ρ)βdρ=
2α+β+1

2n+α+β+1
·Γ(n+α+1)Γ(n+β+1)

n!Γ(n+α+β+1)
δmn .

The normalized odd eigenfunctions are

φom(z) =

√

m(4m+ 1)

(2m+ 1)
z P

( 1

2
,−1)

m (1 − 2z2) (3.29)

while the normalized even eigenfunctions are

φem(z) =

√

(4m+ 3)(m+ 1)

(2m+ 1)
P

(− 1

2
,−1)

m+1 (1 − 2z2) , (3.30)

and they obey the orthonormality relation

∫ 1

−1

φn(z)φm(z)

1 − z2
dz = δnm . (3.31)

Using this condition, the normalized version of the eigenfunctions (3.24) and (3.25) can
be found:

φem(z) =

√

(4m+ 3)(m+ 1)

(2m+ 1)
P

(− 1

2
,−1)

m+1 (1 − 2z2) for m = 0, 1, 2, 3, 4, . . . , (3.32)

φom(z) =

√

m(4m+ 1)

(2m+ 1)
z P

( 1

2
,−1)

m (1 − 2z2) for m = 1, 2, 3, 4, . . . . (3.33)

There are some important features emerging from the performed analysis. The first is
the presence of the negative eigenvalue λe0 = −1 associated with the eigenfunction:

φe0(z) =

√
3

2
(1 − z2) =

√
3

2
cos2 s. (3.34)

The eigenfunction leads to a negative contribution

3π

4G

∫ 1

−1
dz φe0(z)L̂φe0(z) = − 3π

4G

∫ 1

−1
dz φe0(z)2 = − 3π

5G
< 0 (3.35)

to the action. Therefore, the second-order variation may lower the value of the action below
the value corresponding to the classical trajectory. Furthermore, one can verify that the O(y3)
term also contributes negatively. This peculiar behavior is a consequence of the negative
kinetic term in the gravitational action and may be associated with the presence of the
conformal mode [20]. In what follows, the contribution from this eigenvalue will not be taken
into account. Secondly, there is no translational mode in the spectrum of the L̂ operator,
which would be associated with the zero eigenvalue. This is due to the fact that the instanton
solution is defined on a finite domain of the imaginary time τ .
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3.1.2 Green function

The Euclidean path integral for the model under consideration can be written as

Z =

∫

Dye−SE/ℏ = e−SC

E
/ℏ

∫

Dy exp

(

−1
2

1
∫
−1

dz y(z)M̂y(z) + O(y3)

)

, (3.36)

where we defined

M̂ =
3π

2Gℏ
L̂ =

3π

2l2Pl
L̂ , (3.37)

so that
M̂φn = enφn (3.38)

with en = 3
2πl

−2
Pl λn. One can now find the Green function G(z, z′) corresponding to the

operator M̂ , which satisfies the relation

M̂zG(z, z′) = δ(z − z′) . (3.39)

The Green function can be expressed in terms of the eigenfunctions and the corresponding
eigenvalues using the formula:

G(z, z′) =

∞∑

n=1

φn(z)φn(z′)w(z′)

en
. (3.40)

The contribution from the weight w(z) is due to the fact that the completeness relation is

∞∑

n=1

φn(z)φn(z′)w(z′) = δ(z − z′) (3.41)

in the case of Sturm-Liouville operators.
The Green function can be decomposed in odd and even parts according to parity of

the eigenvalues:

G(z, z′) = Godd(z, z′) +Geven(z, z′), (3.42)

Godd(z, z′) =
2

3π
l2Pl

∞∑

m=1

φom(z)φom(z′)w(z′)

−3 + 2m(2m+ 1)
, (3.43)

Geven(z, z′) =
2

3π
l2Pl

∞∑

m=1

φem(z)φem(z′)w(z′)

−3 + (2m+ 1)(2m+ 2)
. (3.44)

(3.45)

In figure 3 we show diagonal elements of the Green function.
While it is tempting to relate the Green function with the correlator 〈y(z)y(z′)〉, such

identifications cannot be made directly due to the nontrivial measure w(z). Therefore, while
the behavior of

√

G(σ, σ) shares some qualitative similarity with the quantum fluctuations
of the 3-volume measured in CDT (in particular when transformed to volume fluctuations;
see section 3.1.3), the two quantities cannot be directly compared.

It is interesting to note that the amplitude of
√

G(σ, σ) does not depend on the value
of the cosmological constant Λ, and is dimensionally related to the Planck length only. In
particular, fluctuations of the scale factor are independent of the radius a0 or the 4-volume V4
of the spherical universe. In CDTs, by comparison, a non-trivial scaling behavior of volume

fluctuations with respect to the number N4 of 4-simplices has been found [15, 16], which
implies a non-trivial scaling behavior with respect to V4.
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3.1.4 The spherical minisuperspace model: Canonical effective methods

We will now take the minisuperspace perspective and see what it has to say about fluctuations
in the spherical model. For later purposes, it is useful to introduce a general parameteri-
zation [21] of canonical variables which goes beyond the examples — a and V — employed
so far:

Q =
3(ℓ0a)2(1−x)

8πG(1 − x)
and P = −ℓ2x+1

0 a2xȧ (3.51)

where ℓ0 = V
1/3
0 with V0 (for now) fixed to 2π2. In these canonical variables, the Hamiltonian

constraint for Lorentzian signature reads

8πG

3
C = −

(
8πG

3
(1 − x)Q

)(1−4x)/2(1−x)

P 2 − kℓ20

(
8πG

3
(1 − x)Q

)1/2(1−x)

+
1

3
Λ

(
8πG

3
(1 − x)Q

)3/2(1−x)

, (3.52)

including a curvature term with k = 0 or k = ±1. We will not always impose the constraint
strictly, but rather use C = −c constant, as suitable for path-integral theories such as CDTs
in which the lapse function is not varied, as explained in section 2.

As developed in [22, 23] for quantum cosmology, canonical effective methods are based
on an extended phase space on which, in addition to Q and P , we consider moments

∆(QaP b) := 〈(Q̂− 〈Q̂〉)a(P̂ − 〈P̂ 〉)b〉symm (3.53)

taking the product in totally symmetric ordering. These moments, together with the ex-
pectation values of Q̂ and P̂ , are equipped with a Poisson bracket that is derived from the
commutator,

{〈Â〉, 〈B̂〉} =
〈[Â, B̂]〉
i~

, (3.54)

and extended to all moments using linearity and the Leibniz rule. In particular, for second-
order moments we have

{∆(Q2),∆(QP )} = 2∆(Q2) (3.55)

{∆(Q2),∆(P 2)} = 4∆(QP ) (3.56)

{∆(QP ),∆(P 2)} = 2∆(P 2) , (3.57)

while {〈Q̂〉, 〈P̂ 〉} = 1 and both expectation values have zero Poisson brackets with all mo-
ments. For brackets of higher moments, see [22, 24].

Following [25, 26], it is useful to choose Casimir-Darboux coordinates on the phase space
of second-order moments, given by the canonical pair

s =
√

∆(Q2) , ps =
∆(QP )
√

∆(Q2)
(3.58)

and the Casimir variable

U = ∆(Q2)∆(P 2) − ∆(QP )2 ≥ ~
2

4
(3.59)

– 16 –



J
C
A
P
0
1
(
2
0
2
0
)
0
1
9

which is bounded from below by the uncertainty relation. These variables have brackets
{s, ps} = 1 and {s, U} = 0 = {ps, U}.

We compute an effective constraint as a function of these canonical variables. To this
end, the effective constraint is defined as the expectation value of an operator Ĉ quantizing
C, assuming totally symmetric ordering of all products in the constraint. (If a different
ordering is desired, it can always be written as a combination of totally symmetric terms,
possibly with an explicit dependence on ~ from applying commutators.) Expectation values
of products of basic operators can then be written as functions of Q = 〈Q̂〉, P = 〈P̂ 〉, s, ps,
and U as follows: We first write the basic operators Q̂ and P̂ in the form Â = A+ ∆Â and
then perform a formal Taylor expansion around A = 〈Â〉 for small ∆Â = Â−A. Applied to
the constraint C(Q,P ), the expansion yields

〈C(Q̂, P̂ )〉 = 〈C(Q+ ∆Q̂, P + ∆P̂ )〉

= C(Q,P ) +

∞∑

a+b=2

1

a!b!

∂a+bC(Q,P )

∂aQ∂bP
∆(QaP b) . (3.60)

For the purpose of an approximation to first order in ~, we then truncate all moment terms
to a+ b = 2, and finally insert the inverse

∆(Q2) = s2 , ∆(QP ) = sps , ∆(P 2) = p2s +
U

s2
(3.61)

of (3.58), (3.59). In its general form, the semiclassical constraint is

8πG

3
Cs = −

(
8πG

3
(1 − x)Q

)(1−4x)/2(1−x)((

1 − (1 − 4x)(1 + 2x)

8(1 − x)2
s2

Q2

)

P 2

+
1 − 4x

1 − x

s

Q
Pps + p2s +

U

s2

)

− kℓ20

(
8πG

3
(1 − x)Q

)1/2(1−x)(

1 +
2x− 1

8(1 − x)2
s2

Q2

)

+
1

3
Λ

(
8πG

3
(1 − x)Q

)3/2(1−x)(

1 +
3(1 + 2x)

8(1 − x)2
s2

Q2

)

. (3.62)

It is possible to extend this canonical effective formulation to higher orders of mo-
ments [27]. Results obtained up to fourth order [28] suggest the generic behavior ∆(Q2n) ∼
s2n and ∆(Q2n+1) = 0 for a suitable class of states. (There are additional independent de-
grees of freedom in higher moments, which we do not take into account here.) Using these
values, an “all-orders” effective constraint is obtained by replacing any potential-like term
W (Q) in the classical constraint by

〈W (Q̂)〉 = W (Q) +
∞∑

n=2

1

n!

∂nW (Q)

∂nQ
∆(Qn) = W (Q) +

∞∑

m=1

1

(2m)!

∂2mW (Q)

∂2mQ
s2m

=
1

2
(W (Q+ s) +W (Q− s)) . (3.63)

These all-orders effective potentials go beyond a finite-order truncation. They have success-
fully been tested in various tunneling situations [28, 29].
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Not all the terms in constraints (3.52) of interest here are potential-like, but expansions
similar to (3.63) can be applied to any function ofQ and P . The resulting all-orders constraint
for (3.52) is given by

8πG

3
Call =−

((
8πG

3
(1−x)(Q+s)

)(1−4x)/2(1−x)

+

(
8πG

3
(1−x)(Q−s)

)(1−4x)/2(1−x)
)

P 2

2

−
(

8πG

3
(1−x)Q

)(1−4x)/2(1−x)(

p2s+
U

s2
+

1−4x

1−x
sPps
Q

)

− kℓ20
2

((
8πG

3
(1−x)(Q+s)

)1/2(1−x)

+

(
8πG

3
(1−x)(Q−s)

)1/2(1−x)
)

+
1

6
Λ

((
8πG

3
(1−x)(Q+s)

)3/2(1−x)

+

(
8πG

3
(1−x)(Q−s)

)3/2(1−x)
)

. (3.64)

3.1.5 Minisuperspace fluctuations

We now consider the minisuperspace model of the spherical universe with positive spatial
curvature, k = 1, in which case Q ∝ V is convenient (x = −1/2). The Wick rotated classical
constraint is

C = 6πGV P 2
V +

ΛV

8πG
− 3ℓ20V

1/3

8πG
(3.65)

where V = ℓ30a
3 with ℓ0 =

3
√

2π2, and PV is the conjugate momentum.
To the first order the semiclassical Hamiltonian is

Cs = 6πGV P 2
V +

ΛV

8πG
− 3ℓ20V

1/3

8πG

+ 6πGV∆(P 2
V ) + 12πG∆(V PV )PV +

ℓ20V
−5/3∆(V 2)

24πG
. (3.66)

In terms of canonical variables (3.58),

Cs = 6πGV P 2
V +

ΛV

8πG
− 3ℓ20V

1/3

8πG

+ 6πGV

(

p2s +
U

s2

)

+ 16πGspsPV +
ℓ20V

−5/3s2

24πG
. (3.67)

At this order, ∆(P 2
V )∆(V 2)−∆(V PV )2 = U is a constant. For a Gaussian, for instance,

we have the minimum value U = ~
2/4. All four variables, V , PV , s and ps, are dynamical.

(Since we consider a gauge-fixed treatment, we do not impose effective constraints [30–32]
which would otherwise determine a relationship of s and ps with V and PV .) Unique evolution
requires initial values for all four variables, and therefore partial knowledge about the state
through s and ps. The state derived by CDT simulations is a statistical ensemble, which
we can represent by a thermal state with inverse temperature β given by the time period,
~β = πa0. (As shown by (2.11), the Euclidean coordinate τ is related to the 4-sphere angle
η by τ = a0η, and η takes values in the range from −π/2 to π/2.)

In order to compute fluctuations in such a state, we perturb the Euclidean action

S =
3

8πG

∫ (

aȧ2 − 1

3
Λa3

)

dτ (3.68)
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by a homogeneous mode, a = ā+ ṽ. (We ignore the curvature term in the action because it
is not significant near the maximum of a(τ).) The quadratic perturbation of the action is

Sδ =
3

8πG

∫ (

˙̃v2 −
¨̄a

ā
ṽ2 − Λṽ2

)

ādτ (3.69)

and implies the Hamiltonian

Hδ =
3

8πG

((
4πG

3

)2 p̃2

ā
+ ¨̄aṽ2 + Λāṽ2

)

(3.70)

with the momentum

p̃ =
3ā

4πG
˙̃v (3.71)

conjugate to ṽ.
To simplify the Hamiltonian we make the canonical transformation

v =

√

3ā

4πG
ṽ , p =

√

4πG

3ā
p̃ . (3.72)

This transformation is generated by the type two generating function,

F2 =

√

3ā

4πG
v̄p . (3.73)

This implies the transformed Hamiltonian

Kδ = Hδ +
∂F2

∂t

=
1

2

(

p2 +

(
¨̄a

ā
+ Λ

)

v2 +
˙̄a

ā
vp

)

. (3.74)

Given the background solution ā(τ) = a0 cos(τ/a0) (or the Raychaudhuri equation), we have
¨̄a/ā = −1/a20 = −Λ/3, and therefore

Kδ =
1

2

(

p2 +
˙̄a

ā
vp+

2

3
Λv2

)

. (3.75)

Completing the square we find,

Kδ =
1

2

((

p+
˙̄a

2ā
v

)2

+

(
2

3
Λ −

˙̄a2

4ā2

)

v2

)

. (3.76)

We make another time dependent canonical transformation,

W = v , p = P −
˙̄a

2ā
v , (3.77)

which is generated by the type two generating function

G2 = vP −
˙̄a

4ā
v2 . (3.78)
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This transformation then implies a Hamiltonian,

Mδ =
1

2

(

P 2 +

(
2

3
Λ −

˙̄a2

4ā2

)

W 2

)

+
∂G2

∂t

=
1

2

(

P 2 +

(
5

6
Λ +

˙̄a2

4ā2

)

W 2

)

, (3.79)

equivalent to a harmonic oscillator with a time dependent frequency. On time scales much
less than the Hubble time, close to the maximum of a(τ), the frequency is approximately
constant, with

ω ≈
√

5Λ/6 =

√

5/2

a0
. (3.80)

As shown in [28], it is possible to compute statistical quantities in the constant frequency
limit by using a semiclassical version of (3.79) in which (W,P ) is accompanied by fluctuation
variables (sW , psW ). In particular, the partition function

Z(β, ω, λ) =

∫ ∞

0

∫ ∞

−∞

∫ ∞

Umin

dsW dpsW dU exp

(

−β
(

1

2
p2sW + λ

U

2s2W
+

1

2
ω2s2W

))

= 2π
1 + βω

√
Uminλ

λω3β3
exp

(

−βω
√

Uminλ
)

(3.81)

can be calculated exactly, where β = 1/kBT , Umin = ~
2/4, and λ is a multiplier that allows

us to compute the expected uncertainty product

〈U〉 =
2

β2ω

1

Z
∂2Z
∂ω∂λ

∣
∣
∣
∣
λ=1

= Umin +
6

β2ω2
+

2Umin

1 +
√
Uminβω

. (3.82)

Moreover,

〈s2W 〉 = − 1

βω

∂ logZ
∂ω

∣
∣
∣
∣
λ=1

=
3

ω2β
+

Uminβ

1 +
√
Uminωβ

. (3.83)

We evaluate these expressions by identifying ~β with the time period of the Euclidean
model, ~β = πa0. With Umin = ~

2/4, we obtain

〈U〉 = ~
2

(

1

4
+

12

5π2
+

1

2 +
√

5/2π

)

≈ 0.6~2 (3.84)

and

〈s2W 〉 =

(
6

5π
+

π

4 +
√

10π

)

~a0 ≈ 0.6~a0 . (3.85)

Inverting the canonical transformation (3.72), the average v-fluctuations 〈s2v〉 imply fluctua-
tions

〈∆(a2)〉 =
4πG

3ā
〈s2V 〉 ≈

2π

3
ℓ2P (3.86)

at maximum ā(τ) = a0. These fluctuations are independent of a0, in agreement with the
scaling behavior observed in our path-integral derivation. The transformation (3.49) then
implies volume fluctuations

∆(V 2)

V 2
0

= 6πℓ2Pa
4
0 . (3.87)

– 20 –



J
C
A
P
0
1
(
2
0
2
0
)
0
1
9

The relationship (3.50) implies that the ratio
√

〈∆(N2
3 )〉/N4 ≈ 5.6 (in units in which

ℓP = 1) is closer to the maximum value seen in CDTs [15] than our previous result in fig-
ure 4 for a non-thermal state, but still greater by a factor of about two. Nevertheless, it is
encouraging to see that our new state may lead to the development of shoulders in a plot
of fluctuations: Since these fluctuations were derived at maximum a(τ), we can use them as
initial fluctuations for the volume fluctuation s, in addition to PV = 0 and ps = 0. Figure 5
shows good agreement with the results of our path-integral calculations in section 3.1.2, in
particular after applying the transformation (3.49); see figure 4. After setting symmetric
initial conditions at τ = 0, the evolution automatically closes the universe in the sense that
volume fluctuations approach zero at two opposite points on the time axis. In the effective
treatment, this behavior is quite non-trivial because volume fluctuations approaching zero
imply diverging momentum fluctuations. It would therefore have been difficult to select a
well-defined initial state at one of the two endpoints of evolution. CDTs [15, 16] show fluctu-
ations with a local maximum at the midpoint of evolution, where we set initial conditions, as
well as “shoulders” between the local maximum and the two zeros. Although this behavior
is not exactly reproduced in quantitative details by our results, figure 5 indicates that there
is at least qualitative agreement provided we use the average fluctuations and uncertainty in
a thermal state, rather than the minimal values possible in a pure state.

Detailed future studies may reveal additional properties of relevant states. In particular,
there is a conceptual difference between the thermal state we have been able to derive, which
is thermal at the local maximum of the volume, and a CDT ensemble, whose entire history
is in equilibrium with respect to local moves.

3.2 Toroidal model

In models with toroidal topology, a new subtlety arises because CDTs have revealed an
additional non-classical term in an effective action that would be masked by the curvature
term in a spherical model. The toroidal model also has a more complicated relationship
between the scale of fluctuations and the time range. In this subsection, we display path-
integral and minisuperspace derivations of correlation functions for actions that include the
new term found in CDTs, while the next section will explore possible quantum origins of this
term.

3.2.1 Correlation function

We begin with a simple model, defined by isotropy, zero spatial curvature and just a cosmo-
logical constant. In terms of the scale factor a, the classical action is given by

S[a] =
3V0
8πG

∫

dτNa3

((
ȧ

Na

)2

+
1

3
Λ

)

(3.88)

where ȧ is the derivative of a by a time coordinate defined implicitly through the lapse func-
tion N . (We use here the opposite sign of the cosmological constant compared with (3.3),
following the convention in CDT papers on the toroidal model. In this context, Λ is in-
terpreted as a Lagrange multiplier enforcing a fixed 4-volume. It can therefore be derived
from a simulation and turns out to have opposite signs in the spherical and toroidal models,
respectively. The convention used here is such that Λ > 0 is always positive. In the toroidal
case, the absence of a curvature term then implies that the Euclidean model is equivalent
to a Lorentzian model with the opposite sign of Λ. In particular, background solutions
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γ = 1/3 when written as µw2γ , implies a perturbative correction in the analog of (3.101)
which is proportional to w̄−1/3. Although the exponent is still negative, small w are important
in the spherical model near the end points of its evolution. For such values, the curvature
term is not just a perturbation.

3.2.2 Volume fluctuations

We have computed fluctuations of w =
√
V . In order to obtain volume fluctuations as in

section 3.1.3, we expand

∆(V 2) = 〈(∆V̂ )2〉 = 〈(ŵ2 − 〈ŵ2〉)2〉
= 〈ŵ4〉 − 〈ŵ2〉2 = 〈(∆ŵ + 〈ŵ〉)4〉 − 〈(∆ŵ + 〈ŵ)2〉2

= ∆(w4) − ∆(w2)2 + 4〈ŵ〉∆(w3) + 4〈ŵ〉2∆(w2) . (3.105)

For a Gaussian state,
∆(w2n) = (2n− 1)!!∆(w2)n , (3.106)

as before, and (3.105) can be simplified to

∆(V 2) = 2
(
2〈ŵ〉2 + ∆(w2)

)
∆(w2) . (3.107)

For relative fluctuations, we obtain

∆V

〈V̂ 〉
=

√

∆(V 2)

〈ŵ2〉 =

√

∆(V 2)

∆(w2) + 〈ŵ〉2

= 2

√

〈ŵ〉2 + 1
2∆(w2)

〈ŵ〉2 + ∆(w2)
∆w ≈ 2

∆w

〈ŵ〉 . (3.108)

The volume fluctuations obtained from w-fluctuations are shown in figures 11 and 12,
demonstrating qualitative agreement with CDT results [8, 9]. Moreover, we can confirm the
same scaling behavior of fluctuations as seen in the spherical model, section 3.1.3, except
that there is a different universal function that describes the shape of the fluctuation curve.
To this end, we first compute the Λ-dependence of the 4-volume

V4 = V0

∫

w̄(τ)2dτ =
2V0

(1 − γ)
√

3Λ

∫ σ1

0
w̄(σ)2dσ

=
2V0

(1 − γ)
√

3Λ

(µ

Λ

)1/(1−γ)
∫ σ1

0
sinh(σ + σ0)

2/(1−γ)dσ ∝ Λ(3−γ)/(2(1−γ)) . (3.109)

Using (3.107), volume fluctuations

GV (σ, σ) ≈ 4w̄(σ)2Gw(σ, σ)

=
32

√
3πG(1 − γ)~√

Λσ1

(µ

Λ

)1/(1−γ)
sinh(σ + σ0)

1/(1−γ)
∞∑

n=1

sin2(nπσ/σ1)

λ̃n

∝ Λ(3−γ)/(2(1−γ)) ∝ V4 (3.110)

have the same Λ-dependence, such that ∆(V 2)/V4 as a function of

σ ∝
√

Λτ ∝ V
(γ−1)/(3−γ)
4 τ (3.111)
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with Λ > 0 generates equations of motion

V̇ = −12πGV PV (3.113)

ṖV = 6πGP 2
V − Λ

8πG
= −C

V
. (3.114)

(Again, we have a different sign convention compared with (3.65), following [8, 9].)
For C = 0, 4πGPV = ±

√

Λ/3 is constant, such that V (τ) ∝ exp(∓
√

3Λ τ). For C 6= 0,
we combine the two first-order equations of motion to obtain

V̈ = −12πG
d(V PV )

dτ
= 12πG(12πGV P 2

V + C) = 3(ΛV − 4πGC) . (3.115)

This inhomogeneous equation is solved by

V (τ) = 4πG
C

Λ
+A exp

(√
3Λ τ

)

+B exp
(

−
√

3Λ τ
)

. (3.116)

Therefore,

PV (τ) = − V̇

12πGV
= − 1

4πG

√

Λ

3

A exp
(√

3Λ τ
)

−B exp
(

−
√

3Λ τ
)

A exp
(√

3Λ τ
)

+B exp
(

−
√

3Λ τ
)

+ 4πGC/Λ
. (3.117)

The constraint equation then implies AB = 4π2G2C2/Λ2, solutions of which can be param-
eterized by a single constant D such that

A = 2πG
CD

Λ
, B = 2πG

C

ΛD
. (3.118)

In order for V (τ) to have positive late-time regimes, we need A > 0 and B > 0. Therefore,
sgnD = sgnC. With these conditions, we can write the solutions as

V (τ)

8πG
=







CΛ−1 cosh2
(
1
2

√
3Λ τ + log |D|

)

if C > 0

|C|Λ−1 sinh2
(
1
2

√
3Λ τ + log |D|

)

if C < 0
(3.119)

4πGPV (τ) =







−
√

Λ/3 tanh
(
1
2

√
3Λ τ + log |D|

)

if C > 0

−
√

Λ/3 coth
(
1
2

√
3Λ τ + log |D|

)

if C < 0
(3.120)

Notice that PV (τ) depends on C only through sgnD = sgnC. Moreover, the two independent
solutions in the limiting case of C = 0 are obtained for D = 0 and D → ∞, respectively.

We introduce fluctuation terms to second order, using the quantum constraint

Cs = −6πGV P 2
V +

ΛV

8πG
− 6πGV

(

p2s +
U

s2

)

− 12πGPV sps . (3.121)

The dependence on s is not quadratic owing to the term U/s2, where U ≥ ~
2/4. However,

we can formally interpret this term as a centrifugal potential of a system with two auxiliary
fluctuation variables, X and Y , such that (3.121) is the spherically symmetric reduction with

s2 = X2 + Y 2 . (3.122)
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The extended constraint,

Cs = −6πGV P 2
V +

ΛV

8πG
− 6πGV

(
p2X + p2Y

)
− 12πGPV (XpX + Y pY ) , (3.123)

is quadratic in the new variables and such that X and Y decouple. Focusing on X and its
momentum pX , we have equations of motion

ṗX = 12πGPV pX (3.124)

Ẋ = −12πG(V pX − PVX) (3.125)

linear in these variables, but coupled to the expectation values V and PV .
If we first assume small quantum back-reaction, we can solve for X and pX by using the

classical equations of motion and solutions for V and PV . In particular, replacing 12πGPV

in (3.124) by −V̇ /V , using (3.113), this equation turns into

ṗX = − V̇
V
pX (3.126)

and is solved by

pX =
BX

V
(3.127)

with constant BX . The second equation can then be written as

Ẋ = −32π2G2BX +
V̇

V
X (3.128)

with solution

X(τ) = AXV (τ) − 12πGBXV (τ)

∫ τ

0

1

V (t)
dt (3.129)

with another constant AX . Again using a classical equation, (3.114), this solution can be
simplified to

X(τ) = V (τ)

(

AX + 12πG
BX

C
PV (τ)

)

(3.130)

using (3.114), assuming C 6= 0. For C = 0, we have

X(τ) = AXV ∓ 4πG
√

3/ΛBX . (3.131)

In terms of auxiliary variables, we have related the semiclassical constant of motion U
to angular momentum in the XY -plane. The additional condition

U = (XpY − Y pX)2 ≥ ~
2

4
(3.132)

should therefore be imposed, which evaluates to

(AXBY −AYBX)2 ≥ ~
2

4
(3.133)

Moreover, the phase of the auxiliary variables, related to

cot (φ(τ)) =
X

Y
=
AXC + 12πGBXPV (τ)

AY C + 12πGBY PV (τ)
, (3.134)
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is spurious. At any time τ at which PV (τ) 6= 0, we can eliminate the spurious phase by fixing
the ratio of BX/BY . For simplicity, we choose BX = BY = B and therefore

U = B2 (AX −AY )2 ≥ ~
2

4
. (3.135)

(This ratio can formally be identified with the spurious phase at a singularity: The back-
ground solutions contain a τ∞ where PV (τ∞) → ∞, and

cot (φ(τ∞)) =
BX

BY
. (3.136)

However, around a singularity it may not be safe to assume weak quantum back-reaction.)
For a comparison with CDT results or our preceding path-integral calculations, we are

interested in solutions that have zero fluctuations at two different times, the endpoints of a
CDT universe. Using (3.122), s = 0 if and only if X = 0 and Y = 0. Equation (3.130) and
its analog for Y (τ) then imply that at least at one τ , we have

PV (τ) = − AXC

12πGB
= − AY C

12πGB
. (3.137)

Since the resultingAX = AY is in violation of (3.135), it is impossible to have zero fluctuations
even at a single time, let alone two times for the endpoints of a CDT universe. Similarly, if
C = 0 the solution (3.131) implies that AX = AY following the same arguments. Quantum
back-reaction therefore seems relevant. An analysis then requires numerical solutions, in
which we will consider also a possible term µV γ .

Including the term µV γ , the constraint

C = −6πGV P 2
V +

ΛV

8πG
+
µV γ

8πG
(3.138)

generates the equations of motion

V̇ = −12πGV PV (3.139)

ṖV = 6πGP 2
V − Λ

8πG
− γµV γ−1

8πG
= −C

V
+

(1 − γ)µ

8πG
V γ−1 . (3.140)

In terms of w =
√
V , the constraint equation can be written as

1

6πG

(
dw

dτ

)2

= −C +
Λw2

8πG
+
µw2γ

8πG
. (3.141)

As in the example of the appendix, solutions can be written in terms of Weierstrass’ function,
but we will not use them explicitly.

Including fluctuations to second order, the constraint is

Cγ = Cs +
µV γ

8πG
+
µγ (γ − 1)

16πG
V γ−2 s2 (3.142)

where Cs is given in (3.121). Alternatively, we may use (3.123) with s2 = X2 + Y 2. In the
latter case, the equations of motion are

ṗX = 12πGPV pX − µγ(γ − 1)

8πG
V γ−2X (3.143)

Ẋ = −12πG(V pX + PVX) (3.144)
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and, using the background equations (not ignoring quantum back-reaction at this point)
imply the second-order equation

Ẍ = (12πG)2
(

V pX +
1

2
PVX

)

PV +
3

2

(
Λ + µγ2V γ−1

)
X . (3.145)

As in the spherical model, we need a suitable state to produce appropriate X-solutions.
For the sign of Λ realized in the toroidal model, there is no stable thermal state according to
the methods used in the spherical model. Instead, we use the existence of a local maximum
of fluctuations in order to restrict possible initial values of X and its momentum: For fluctu-
ations as shown by CDTs as well as our path-integral calculations, using Dirichlet boundary
conditions at two times, we need a local maximum of X(τ) and therefore a range with Ẍ < 0.
(Without loss of generality, we assume X > 0 at this point. The sign of X is irrelevant for
fluctuations s, and our argument here works equally for negative X. In this case we would
need a local minimum of X and therefore Ẍ > 0 for a local maximum of s.) For the relevant
background solutions, PV ∝ −V̇ /V < 0. Equation (3.145) then implies that pX has to be
positive and sufficiently large for Ẍ to be negative, such that Ẋ ≈ 0 is possible near a local
maximum. Using (3.144), we need pX ≈ −XPV /V which is possible for positive pX thanks
to PV < 0. In this range, therefore,

Ẍ ≈ −1

2
(12πG)2V PV pX +

3

2

(
Λ + µγ2V γ−1

)
X > 0 . (3.146)

We can find generic constraints on our initial conditions in order to get a local maximum.
Supposing we are at the local maximum, we need pX = −XPV /V . Using (3.146), this
equation implies

(12πG)2P 2
V = (12πG)2

(
V pX
X

)2

> 3
(
Λ + µγ2V γ−1

)
. (3.147)

Therefore, the classical constraint

C = −6πGV P 2
V +

ΛV

8πG
+
µV γ

8πG
<
µ(1 − γ2)V γ

8πG
(3.148)

cannot be zero unless γ = ±1. Because X does not have a simple algebraic relationship
with V , the semiclassical constraint Cs cannot be satisfied either. The existence of a local
maximum of fluctuations in the toroidal model is therefore an indication that the constraint,
unlike in the spherical model, is not imposed by CDT simulations.

In figure 13 we show an example of a solution with a local maximum of X. For suitable
fluctuations, it is possible to have two zeros and be in agreement with Dirichlet boundary
conditions as imposed in CDT simulations of the toroidal model. The large maximum value
found in our example, s0 = 300

√
~, is in good agreement with fluctuations derived from CDT

simulations [8, 9]. The influence of γ on the existence of two zeros is, however, minor; see
figure 14. Imposing Dirichlet boundary conditions therefore cannot explain the origin of a
term µV γ in an effective action.

4 Quantum origin

The new term µV γ with γ ∼ −3/2 in an effective action derived from CDTs has no classical
analog, and so far it has been difficult to find possible interpretations in terms of known
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We note that not setting the Hamiltonian constraint equal to zero leads to an additional
term, but, as derived in section 2, it is dust-like in the Friedmann equation (2.22) and does
not have the a−15/2-behavior shown by the CDT term.

4.1 Non-Gaussianity

Before we propose our two main proposals to explain the origin of the new term in the action,
we briefly mention the option that such a term could indicate the influence of a non-Gaussian
state put into the straightjacket of a Gaussian distribution by using quadratic expansions to
extract the effective action.

We start with the cosmological term proportional to Q3/2(1−x) in a Hamiltonian, using
the generic canonical variables (3.51). It contributes a semiclassical correction through its
second derivative, which is also proportional to s2, defined in (3.58). If there is a non-zero
third-order moment, there would be an additional contribution proportional to the third
derivative of Q3/2(1−x). Assuming that a third-order moment of Q is proportional to s3 (as
suggested by [27, 28]), this new term could be of the form V −3/2 provided the third derivative
of Q3/2(1−x) has the same form as the second derivative of V −3/2 ∝ Q−9/4(1−x), or

2x+ 1

2(1 − x)
= − 9

4(1 − x)
(4.1)

which implies x = −11/4. The basic configuration variable would then be Q ∝ a15/2 ∝ V 5/2,
a rather unusual choice.

4.2 Fluctuation couplings

We have already seen in section 3.2.3 that quantum back-reaction is likely relevant in the
toroidal model. An effective potential or force as extracted from CDTs could be a conse-
quence of fluctuations back-reacting on the volume expectation value. Such terms depend
sensitively on quantization choices, such as what one considers the basic canonical variables
corresponding to some fixed x in Q and P , defined in (3.51). Here, we illustrate fluctuation
couplings based on a few sample solutions.

In (at least) two cases, the system of Q, s and their canonical momenta can be decoupled
and solved completely. For x = 1/4, we have the canonical pair

Q =

√
V0a

3/2

2πG
∝ w , P = −

√

V0a ȧ (4.2)

and the constraint

8πG

3
C = −P 2 − (2πGQ)2/3kℓ20 +

1

3
Λ(2πGQ)2 . (4.3)

For k = 0, the classical constraint is quadratic and therefore the all-orders constraint agrees
with the second-order quantum constraint. For Euclidean signature and the opposite sign of
the cosmological-constant term (in accordance with [8, 9]), we have

8πG

3
C = P 2 − 1

3
Λ(2πGQ)2 . (4.4)

The semiclassical (or all-orders) constraint is then

8πG

3
Cs = P 2 + p2s +

U

s2
− 4π2G2

3
Λ(Q2 + s2) . (4.5)
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The background equations of motion

Q̇ =
3

4πG
P , Ṗ = πGΛQ (4.6)

can be solved in a standard way. They imply that the contribution

3

8πG
P 2 − πG

2
ΛQ2 = c1 (4.7)

in C is conserved separately of C = c itself. Moreover, the equations

ṡ =
3

4πG
ps (4.8)

ṗs =
3

4πG

U

s2
+ πGΛs (4.9)

imply that

(sps)
• =

3

4πG

(

p2s +
U

s2

)

+ πGΛs2 = − 3

4πG
(P 2 + 2Cs) + πGΛ(Q2 + 2s2)

= 2(Cs − c1) + 2πGΛs2 (4.10)

and therefore

(sps)
•• = 4πGΛpsṗs = 3Λsps (4.11)

can be solved for sps. We obtain

sps = A sinh
(√

3Λ(τ − τ0)
)

, (4.12)

and

ps =
A sinh

(√
3Λ(τ − τ0)

)

s
, (4.13)

inserted in (4.8), implies

s2 =
A

2πG

√

3/Λ
(

cosh
(√

3Λ(τ − τ0)
)

+B
)

. (4.14)

Combining our solutions for sps and ps, we obtain

ps =
√

2πGA(Λ/3)1/4
sinh

(√
3Λ(τ − τ0)

)

√

cosh
(√

3Λ(τ − τ0)
)

+B

(4.15)

where

B =

√

1 − U

A2
(4.16)

in order to fulfill (4.9). Owing to the decoupling, these solutions do not have back-reaction
of moments on expectation values, and are therefore not consistent with an effective force
other than that implied by the cosmological constant.
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The situation is only slightly different for x = −1/2. In this case,

Q =
V0a

3

4πG
and P = − ȧ

a
(4.17)

and
8πG

3
C = −4πGQP 2 − kℓ20(4πG)1/3Q1/3 +

4πG

3
ΛQ . (4.18)

The all-orders quantum constraint (3.64) is

Call = −3

2

(
QP 2 + 2sPps +Qp2s

)
− 3

2

Q

s2
(4.19)

− 3

16πG
kℓ20(4πG)1/3

(

(Q+ s)1/3 + (Q− s)1/3
)

+
1

2
ΛQ . (4.20)

By the canonical trasformation to

X =
√

2(Q+ s), PX =
√

Q+ s (PQ + ps) , (4.21)

Y =
√

2(Q− s), PY =
√

Q− s (PQ − ps) , (4.22)

the kinetic term is brought to standard form:

CXY = −3

2
(P 2

X + P 2
Y ) − 6U

X2 + Y 2

(X2 − Y 2)2
(4.23)

− 3

16 3
√

2πG
kℓ20(4πG)1/3(X2/3 + Y 2/3) +

1

4
Λ(X2 + Y 2) . (4.24)

The flat Euclidean version

C =
3

2
(P 2

X + P 2
Y ) + 6

X2 + Y 2

(X2 − Y 2)2
− 1

4
Λ(X2 + Y 2) (4.25)

generates equations of motion

Ẋ = 3PX (4.26)

Ẏ = 3GPY (4.27)

ṖX = 12UX
X2 + 3Y 2

(X2 − Y 2)3
+

1

2
ΛX (4.28)

ṖY = −12UY
3X2 + Y 2

(X2 − Y 2)3
+

1

2
ΛY . (4.29)

For 1
2(X2 + Y 2) = 2Q = V/12πG, we obtain the decoupled equation

1

2
(X2 + Y 2)•• = 3

(
2Cs + Λ(X2 + Y 2)

)
. (4.30)

The volume
1

2
(X2 + Y 2) =

Cs

Λ
+A sinh(

√
6Λτ) +B cosh(

√
6Λτ) (4.31)
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therefore does not couple to fluctuations. However, this system is not fully decoupled because
the fluctuation, 1

2(X2 − Y 2) = 2s, obeys the equation

1

2
(X2 − Y 2)•• = 9

(

8U
(X2 + Y 2)2

(X2 − Y 2)3
− 4U

X2 − Y 2
+

1

6
Λ(X2 − Y 2)

)

(4.32)

+9(P 2
X − P 2

Y )

coupled to the volume and the momenta.
As a more complicated example, we consider the case of x = 1/2, or Q = 3ℓ0a/4πG

proportional to the scale factor. The semiclassical constraint

Cs =
9

32π2G2

(
1

Q

(

1 +
s2

Q2

)

P 2 − 2
s

Q2
Pps +

1

Q
p2s +

U

Qs2

)

− 8π2G2

27
Λ(Q3 + 3Qs2) (4.33)

now generates the equations of motion

Q̇ =
9

16π2G2

(
1

Q

(

1 +
s2

Q2

)

P − s

Q2
ps

)

(4.34)

ṡ =
9

16π2G2

(

− s

Q2
P +

1

Q
ps

)

(4.35)

Ṗ =
9

32π2G2

(
1

Q2

(

1 + 3
s2

Q2

)

P 2 − 4
s

Q3
Pps +

1

Q2
p2s +

U

Q2s2

)

+
8π2G2

9
Λ(Q2 + s2) (4.36)

ṗs = − 9

16π2G2

(
s

Q3
P 2 − 1

Q2
Pps −

U

Qs3

)

+
16π2G2

9
ΛQs . (4.37)

A combination of these equations leads to the rather messy equation

Q̈ =

(
81

256π4G4

)2(

− 1

2Q3

(

1 + 6
s2

Q2
+ 3

s4

Q4

)

P 2 +
3s

Q4

(

1 +
s2

Q2

)

Pps

− 1

2Q3

(

1 + 3
s2

Q2

)

p2s −
1

2Q3s2

(

1 − s2

Q2

)

U

)

+
1

2
Λ
Q4 + s4

Q3
. (4.38)

For Qn, it implies

(Qn)•• = nQn−4(Q3Q̈+ (n− 1)Q2Q̇2)

= nQn−4

(
9

16π2G2

)2(1

2

(

2n− 3 + 2(2n− 5)
s2

Q2
+ (2n− 5)

s4

Q4

)

P 2

− s

Q
(2n− 5)

(

1 +
s2

Q2

)

Pps −
1

2

(

1 − (2n− 5)
s2

Q2

)

p2s

− 1

2s2

(

1 − s2

Q2

)

U

)

+
1

2
nΛ(Q4 + s4)Qn−4 . (4.39)

In particular, for n = 2, the resulting equation for the square of the scale factor can be
simplified because it has the same combination of Pps and p2s as the constraint:

(Q2)•• = 2
9

16π2G2

(
P 2

Q2
+

U

Q4

)

− 9

8π2G2

(

1 +
s2

Q2

)
c

Q
+

2

3
Λ(Q2 − 2s2) . (4.40)
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4.3 Ordering terms

Factor-ordering choices are another potential source of non-classical terms in an effective
action. For easier reference to the volume, we now write canonical variables as

Z = V p , PZ =
1

p
V 1−pPV (4.43)

where V = V0a
3 and PV = −(4πG)−1ȧ/a. For a symmetric Hamiltonian quadratic in

momenta, the main factor ordering ambiguity arises from the fact that there are two standard
symmetric orderings, ZqP 2

ZZ
q and 1

2(Z2qP 2
Z+P 2

ZZ
2q), that can be used to quantize Z2qP 2

Z for
some q determined by the classical constraint. Any linear combination of these two orderings
can be obtained by adding a multiple of

2ZqP 2
ZZ

q − (Z2qP 2
Z + P 2

ZZ
2q) = 2q2~2Z2q−2 (4.44)

to a given ordering. A new ordering term 2q2~2Z2q−2 is then implied, which can be compared
with an effective potential such as µV γ .

Other, less standard ordering choices, such as using

PZZ
2ǫPZ − ZǫP 2

ZZ
ǫ = −ǫ(ǫ− 1)~2Z2ǫ−2 (4.45)

or
Zq+ǫP 2

ZZ
q−ǫ + Zq−ǫP 2

ZZ
q+ǫ − (Z2qP 2

Z + P 2
ZZ

2q) = 2(q2 − ǫ2)~2Z2q−2 (4.46)

lead to the same power law as in (4.44). For a constraint of the form (3.52) with x = −1/2,
we need

Z2qP 2
Z =

1

p2
V 2pq−2p+2P 2

V ∼ V P 2
V , (4.47)

which implies 2p(q − 1) = −1. However, the ordering term is then

Z2q−2 = V 2p(q−1) = V −1 (4.48)

rather than V γ with γ close to −3/2 as suggested by [9].
If the constraint is not quadratic in PZ , owing to higher-order corrections in the mo-

mentum which are possibly indicated by [16], there is more freedom in ordering terms. For
instance, we have

2ZqP 4
ZZ

q − (Z2qP 4
Z + P 4

ZZ
2q) = 12q2~2Zq−1P 2

ZZ
q−1 + 2q2(q2 − 1)~2Z2q−4 . (4.49)

The first term shows quantum corrections to the kinetic term. The last term has a different
power from the quadratic result in (4.46) and can lead to

Z2q−4 = V 2p(q−2) = V −3/2 (4.50)

if p = 1/4 and q = −1. In this estimate, we still use 2p(q − 1) = −1 assuming that the
kinetic term is quantum corrected as in Zq(P 2

Z + ℓ2P 4
Z + · · · )Zq. This value of p implies

x = 1 − 3
2p = 5/8 in the previous parameterization. However, the coefficient q2 − 1 in (4.49)

is then equal to zero.
A final modification gives the desired term: We have

Zq+ǫP 4
ZZ

q−ǫ + Zq−ǫP 4
ZZ

q+ǫ − (Z2qP 4
Z + P 4

ZZ
2q)

= 12~2(q2 − ǫ2)Zq−1P 2
ZZ

q−1 − 2~2(q2 − ǫ2)(1 − q2 + ǫ2 + 12ǫ)Z2q−4 . (4.51)
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The power of Z in the last term has not changed, but we have a new coefficient. Still using
q = −1, the final ordering term is

− 2~2(1 − ǫ2)(ǫ+ 12)ǫZ−6 . (4.52)

It is non-zero for generic ǫ, and can be rather large for large ǫ. In order to obtain a value
around µ = 2.86 · 105 (with ~ = 1), we need ǫ ≈ 17. This value may seem unnaturally large,
but it is encouraging that it is close to an integer.

A possible Hamiltonian operator could have the kinetic term

Hkin = − 3

2
Z−1(P 2

Z + ℓ2P 4
Z)Z−1

− 3

2
ℓ2
(
Z−1+ǫP 4

ZZ
−1−ǫ + Z−1−ǫP 4

ZZ
−1+ǫ − Z−2P 2

Z − P 2
ZZ

−2
)

= − 3

2
Z−1(P 2

Z + ℓ2P 4
Z)Z−1 − 18ℓ2~2(1 − ǫ2)Z−2P 2

ZZ
−2

− 3ℓ2~2(1 − ǫ2)(ǫ+ 12)ǫZ−6 . (4.53)

Using p = 1/4, we have

Hkin = − 3

2

(

V −1/4
(

4(V 3/4PV + PV V
3/4)2 + 16ℓ2(V 3/4PV + PV V

3/4)4
)

V −1/4
)

− 72ℓ2~2(1 − ǫ2)V −1/2(V 3/4PV + PV V
3/4)2V −1/2

− 3ℓ2~2(1 − ǫ2)(ǫ+ 12)ǫV −3/2 (4.54)

in terms of V . Here, the symmetric ordering of P 2
Z is equal to

(V 3/4PV + PV V
3/4)2 = 4V 3/4P 2

V V
3/4 − 15

16
~
2V −1/2 . (4.55)

The factor-ordering term to be compared with the new contribution to the action is

the last contribution in (4.54), proportional to ~
2 and scaling like V

−3/2
0 = ℓ

−9/2
0 . This

behavior is rather different from the potential term (4.42) seen from quantum back-reaction.
Varying ~ and V0 in causal dynamical triangulations can therefore distinguish between these
two options.

5 Conclusions

We have derived several minisuperspace results for fluctuations in models studied previously
in CDTs. We have found qualitative agreement and potential explanations of subtle features
such as the issue of fixing time and imposing the constraints, the scaling behavior of fluctua-
tions with respect to Λ, or the possible origin of new non-classical terms in effective actions.
However, in all these issues there is room for further explorations.

In the spherical model, section 2.2, we have been able to identify a crucial difference
between background solutions of the constraint (the Friedmann equation) compared with
solutions in which the constraint is assumed to be non-zero (but then remains constant).
This difference may explain why the background solution of the volume extracted from CDTs
agrees with solutions of the Friedmann equation, even though fixing the time gauge would
seem to relax the Friedmann equation and only impose the less restrictive Raychaudhuri
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equation. In the toroidal model, however, the difference between imposing the constraint
and not doing so is much less pronounced. We have found several indications that it may
not be imposed, in contrast to the spherical model.

In fact, not imposing the constraint may be one reason why CDTs in toroidal models
have indicated the presence of an unexpected non-classical term, µV γ with γ close to −3/2,
in an effective action. Unfortunately, the detailed derivation through quantum back-reaction
in minisuperspace models, shown in section 4.2, indicates that such a term, though possible,
does not seem natural. Another potential origin, through factor-ordering choices shown in
section 4.3, appears perhaps more natural but also requires some work to obtain the required
power-law behavior. In conclusion, it seems difficult to explain the term in a unique fashion.
Our derivations indicate how this issue could be explored further: Quantum corrections
that could account for terms seen in CDTs have different dependencies, (4.42) compared
with (4.55), on the averaging volume V0 or ~. These constants are usually fixed in CDT
simulations, but, as we suggest, running several simulations with different choices for these
values can shed additional light on possible quantum corrections.

Another suggestion based on the scaling behavior, this time of volume fluctuations
with respect to the cosmological constant, follows from our derivations of minisuperspace
fluctuations using two different methods: path-integral calculations and moment dynamics.
In the spherical model, we have been able to rederive the universal behavior found in CDTs.
In the toroidal model, we have found a new universal behavior that suggests plotting relative
volume fluctuations as a function of time multiplied by a specific power of the cosmological
constant, (3.111). The exponent depends on γ, which we assumed to be constant in our
calculation. More detailed investigations of the scaling behavior in CDTs could therefore
show additional features such as a potential running of γ.

Our results have therefore suggested several “CDT experiments” which, motivated by
detailed analytical calculations, have the potential of further illuminating some of the main
open questions in this framework. Open questions also remain on the minisuperspace side, for
instance related to finer details in the plots of CDT fluctuations that we have not been able to
reproduce in the spherical model, or to the imposition of Dirichlet boundary conditions which
appears somewhat unnatural in the toroidal minisuperspace model. With further studies on
both sides of the correspondence between CDTs and minisuperspace models analyzed here,
it may become possible to use CDTs to test the minisuperspace approximation, or to extend
calculations to midisuperspace models [35].

A Solving the Raychaudhuri equation

The aim of this appendix is to derive the general solution to the instanton equation

(
da

dτ

)2

= 1 − Λ

3
a2 − c

a
, (A.1)

for a ≥ 0. For this purpose, let us introduce a new variable

u :=
a0
a
, (A.2)

together with the rescaled imaginary time s := τ/a0, which transforms eq. (A.1) to

(
du

ds

)2

= u4 − u2 − c̃u5 , (A.3)
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where c̃ := c/a0. The next step is to introduce a new time variable w, defined such that

ds =
dw

u
, (A.4)

which is well-defined since we consider u being positive definite, and when applied
to (A.3) gives

(
du

dw

)2

= u2 − 1 − c̃u3 , (A.5)

which resembles the case of an oscillator with cubic anharmonicity. A further change of vari-
able,

u = −4

c̃
v +

1

3c̃
, (A.6)

transforms eq. (A.5) into the Weierstrass equation [36]:

(
dv

dw

)2

= 4v3 − g2v − g3 = 4(v − e1)(v − e2)(v − e3) , (A.7)

where

g2 =
1

12
and g3 =

c̃2

16
− 1

216
. (A.8)

The constants e1, e2 and e3 are roots of the polynomial equation 4e3i − g2ei − g3 = 0, which
for further convenience are ordered such that e1 > e2 > e3. Equation (A.7) has solutions in
the form of Weierstrass elliptic ℘ function

v(w) = ℘(w − w0; g2, g3) , (A.9)

where w0 is a constant of integration. The Weierstrass ℘ function is a doubly periodic
function with the two half-periods ω1 and ω2:

ω1 =

∫ +∞

e1

dv
√

4v3 − g2v − g3
and ω1 = i

∫ e3

−∞

dv
√

4v3 − g2v − g3
. (A.10)

Due to the third-order form of the polynomial in eq. (A.7), there are in general two branches

of solutions, for positive and negative values of v. In the considered case for c̃ ∈
[

0, 2
3
√
3

]

there are two types of solutions: (i) unbounded solutions in the range v ∈ [e1,+∞) and (ii)
oscillatory solutions in the range v ∈ [e3, e2]. The solution corresponding to the branch (i) is
the one given by eq. (A.9), while the solution corresponding to the second branch is obtained
by taking v(w + ω3), where ω3 := ω1 + ω2:

v(w + ω3) = e2 +
2e22 + e3e1
v(w) − e2

= e2 +
2e22 + e3e1

℘(w − w0; g2, g3) − e2
, (A.11)

where the addition theorem for the Weierstrass elliptic function has been used [36]. The
second solution is the one we are interested in since it corresponds to the solution in the
positive domain of the scale factor. Namely, applying eq. (A.11) to eq. (A.6) and then to
eq. (A.2) we find the solution:

a(w) =
3c̃a0

1 − 12v(w + ω3)
=

3c̃a0
1 − 12e2 − 12(2e22 + e3e1)/(℘(w − w0; g2, g3) − e2)

. (A.12)
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In the special case when c̃ = 0, the solution to eq. (A.5) can easily be found to be u(w) =
cosh(w − w0), which leads to

a(w) =
a0

cosh(w − w0)
. (A.13)

The new time variable w used above can be related with the s = τ/a0 time variable through
the integral

s =

∫ w

0

dw′

u(w′)
. (A.14)

In the case of c̃ = 0 the integration can be performed in a straightforward manner, giving
(for w0 = 0):

s = 2 arctan (tanh(w/2)) , (A.15)

which can be rewritten into the form cosh(w) = 1/ cos(s), with the use of which eq. (A.13)
can be expressed as

a(s) = a0 cos(s), (A.16)

which is correctly the Wick rotated version of eq. (2.10).
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