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Abstract—This paper presents a framework for distributed
frequency control and intrusion detection in isolated microgrids
(MGs). First, a distributed secondary control for isolated MGs,
consisting of the local droop control at the primary level and
a distributed node-to-node update at the secondary level, is
proposed for achieving a proportional power sharing while
maintaining the nominal system frequency. By casting it as a
consensus optimization problem, we adopt the partial primal-
dual algorithm for a totally distributed update requiring only
neighboring information exchange. Attack models as well as
countermeasures for malicious attacks on the communication
network are also investigated. Two types of malicious attacks on
the communication network, including link and node attacks, are
studied. Model-based anomaly detection and localization strate-
gies are developed by exploring the dual variable-related metrics.
Numerical experiments have been performed to demonstrate the
effectiveness of the proposed control and countermeasure metrics.

Index Terms—Microgrid, distributed droop control, partial
primal-dual algorithm, malicious attack, cyber-security.

I. INTRODUCTION

S THE penetration of renewable energy sources increases

in microgrids (MGs), coordinating these mostly power
electronics-interfaced resources raises major concerns over the
frequency stability problem [1]. Hierarchical control of dis-
tributed energy resources (DERs) interface converters (DICs)
has recently become a standard operational paradigm for iso-
lated microgrids [2], [3]. At the primary control level, a
conventional power-frequency (P-w) droop control assisted by
the faster inner-loop controls can help to reduce the frequency
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and/or voltage mismatch error while providing power sharing
capability [4]. Meanwhile, at the secondary control level, the
grid-wide information regarding the status of all DICs can be
further used to minimize the mismatch error attained by a local
control in a centralized fashion.

The traditional centralized paradigm of the secondary con-
trol falls short of achieving scalability and flexibility goals
of MG operations. To reduce the communication overhead
and enhance DICs’ plug-and-play ability, the distributed
architecture has been advocated recently [5]-[10]. Under a
connected communication network, the proportional power
sharing objective is equivalent to having pair-wise consensus
between any two neighbouring nodes. Hence, the distributed
control problem becomes to minimize the frequency mis-
match under linear consensus constraints. Nonetheless, these
steady-state objectives do not necessarily guarantee the sta-
bility of resultant online control updates [5]-[7], [9]. In [5],
the first-order consensus-based updates have been proposed
and its stability is analyzed for the linearized system around a
preferred equilibrium point. Convergence of the consensus-
based updates is guaranteed by the time-scale separation
assumption in [6]. A ratio consensus algorithm is developed
in [7] to account for lower and upper limits of DER outputs.
More recently, the per-node balance mode and the network
balance mode of optimal distributed frequency control of
multi-area power system with operational constraints, includ-
ing the regulation capacity of individual control area and the
power limits on tie-lines, have been comprehensively inves-
tigated [11], [12]. In [10], the distributed enforcement of
phase-cohesiveness for frequency control is investigated by
tracking a slowly-varying reference that is set sufficiently close
to its actual active power of reference of each DIC. This
control mechanism would ensure that the system remains sta-
ble at all times and the actual active power injections track
the slowly-varying reference. In [13], the gather-and-broadcast
control architecture, which is a continuous-time feedback con-
trol version of the dual decomposition optimization method,
was proposed for the frequency control in power systems.

Meanwhile, a communication-based distributed frequency
control framework also exposes the microgrid assets to poten-
tial malicious cyber attacks. In general, attack detection for
distributed consensus algorithms under false-data injecting
attacks has been considered in [14]-[16]. This type of attack
is also related to the so-called Byzantine consensus, a fairly
popular research topic in distributed computing. The goal of
the Byzantine consensus algorithm is to find a near optimal

1949-3053 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Authorized licensed use limited to: University of Texas at Austin. Downloaded on March 29,2020 at 21:54:14 UTC from IEEE Xplore. Restrictions apply.



LU et al.: INTRUSION DETECTION IN DISTRIBUTED FREQUENCY CONTROL OF ISOLATED MGs

solution for an optimization problem despite the presence
of malicious agents [17]-[20]. However, in practice, this
approach has significant drawbacks: i) online implementations
are infeasible as diminishing step-sizes fail to incorporate the
most up-to-date system operating conditions; and ii) most
system operators are more concerned about determining the
identity of a malicious agent as settling with a near optimal
solution with unidentified attackers presents a notable secu-
rity threat within a cyber communication network. Thus, it
is extremely important to distinguish malicious agents and
isolate them within control frameworks. The concern about
false-data injection attacks has increasingly challenged the
power grid infrastructures along with more smart grid deploy-
ments, see, e.g., [21]-[27] and references therein, particularly
for distributed power system state estimation in [22], [24].
Earlier work has considered the impacts of cyber attacks on
grid monitoring or its control operations, but mostly for wide-
area transmission systems. More recently, the vulnerability
of consensus-based distributed energy scheduling algorithm
to data integrity attacks was addressed in [28]-[31]. For
example, a neighborhood-watch-based distributed energy man-
agement algorithm was proposed in [28] to guarantee the
accurate control computation in solving the economic dispatch
problem in the presence of compromised generation units. A
reputation-based neighborhood-watch mechanism was intro-
duced to detect the false information and achieve optimal oper-
ating point in the presence of misbehaving controllers [29].
Since there exist fewer resources for cyber defense and less
inertia for frequency stability in isolated microgrids, it is
of higher interest to investigate the cyber-security problems
therein [30]-[32]. The false data injection attack against dis-
tributed load sharing in the microgrid was studied in [31].
Nevertheless, only the stable region under such attack was
investigated and no countermeasure was provided. In [30],
an attack-resilient distributed synchronization of inverter-based
networked AC microgrids was addressed. However, the control
algorithm requires an additional confidence index exchanged
between DICs and also equips DICs with the ability to discon-
nect their neighbors based on information from the proposed
observers. None of the aforementioned approaches has consid-
ered distributed control settings for isolated microgrids, where
physical grid measurements and optimization-related variables
can provide additional information for attack detection.

The main contributions of this paper are two-fold. First,
the full MG network dynamics, including power flow dynam-
ics and droop controlled DICs, are considered. The problem
of minimizing the frequency error and ensuring a propor-
tional power sharing operation simultaneously is formulated
as a consensus optimization problem. Assuming connected
communication graph among DICs, we adopt the partial
primal-dual (PPD) algorithm to solve the steady-state problem
in closed-form. Interestingly, parts of the proposed update
rules boil down to network power flow dynamics and thus
are seamlessly implemented by the physical system itself.
Hence, the proposed control design only requires the exchange
of a few variables, while its stability follows directly from
the PPD algorithm. Distinct from most of the previous work,
the proposed control design can guarantee the MG stability
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through the selection of optimization step-size. Secondly, the
PPD-based design with localized dual variable information
can be further utilized to improve the capability to attack
detection. Earlier attack detection work for general dis-
tributed consensus methods typically requires system-wide
information collection and accordingly has a very high com-
putational burden [14], [15]. To overcome these limitations,
we have developed the metrics for detection and identifica-
tion by using local physical measurements and neighbouring
dual variable information. The centralized energy manage-
ment system (EMS) collects all this information to decide
the attack scenarios, as motivated by standards on cyber
networks for integrating DER into power systems [33]-[35],
and also by practical work studying cybersecurity frame-
work in supervisory control and data acquisition systems
(SCADA) of modern power systems [36], [37]. Different lay-
ers of protection schemes for managing cyber/physical security
have been considered to evaluate intrusion probability for
preventing possible cyber attacks. Accordingly, the proposed
implementation is very scalable. Compared with previous
work where the cyber-security of the MG has not been
addressed [5], [7], [8], [10], [38], we have provided analytical
understanding and mitigation strategies for cyber intrusions.

The remainder of this paper is organized as follows.
Section II introduces the microgrid network model and the
droop control design for isolated MGs. The steady-state
problem at the secondary control level is then formulated.
Section III develops the distributed frequency control design
based on the PPD algorithm. Attack models against the
proposed control architecture are introduced, and the coun-
termeasures are offered in Section IV. Section V presents the
numerical results, which are acquired under the real-time sim-
ulation environment. Finally, conclusions and future work are
made in Section VI.

II. PROBLEM FORMULATIONS

We consider an isolated MG with m buses, where buses in
N ={1,...n} are installed with DICs and the rest in N7 =
{n+1,...m} are load buses. Per bus-i, the voltage magnitude
and phase angle are denoted by V; and 6; respectively. Let P;
represent the active power injection of DIC-i, Pf.” the active
power rating of DIC-i, and w; = (f; — wp) the frequency
deviation with w; being the nominal frequency set-point.

To facilitate theoretical developments of the proposed con-
sensus droop control, the following assumptions are made:
(A1) The power lines are relatively short and thus lossless.
(A2) Each bus voltage magnitude V; is regulated to stay
constant.

All potential load variations can be fully supported by
DICs without violating their active power rating limits.

Under the time-scale of frequency control, each load’s
output stays constant and is independent of frequency.

Assumption (A1) commonly holds for typical MGs. Constant
voltage magnitude in (A2) can be ensured through the
fast inner-loop voltage control design of DICs [39] and
the voltage magnitude at all nodes can be assumed to be
fixed [5], [7], [10]. (A3) can be guaranteed through system

(A3)

(A4)

Authorized licensed use limited to: University of Texas at Austin. Downloaded on March 29,2020 at 21:54:14 UTC from IEEE Xplore. Restrictions apply.



6504

planning at the MG deployment stage [38, Remark 1]. The
assumption in (A4) is needed for developing and analyzing
the proposed distributed frequency control algorithm by using
the Kron reduction technique to simplify theoretical develop-
ments of the proposed intrusion detection methods. Although
various network-preserving MG models have been considered
in order to preserve the sparsity of the power grid and to char-
acterize frequency dependency of load behaviors [6], [7], [40],
these extensions will be explored in future work. Motivated
by [40], it is potentially feasible to generalize the proposed
PPD-based control design to include frequency dependent
loads. Note that these assumptions have been made to facilitate
the development of the proposed distributed frequency control
algorithm. Nonetheless, the effectiveness of this algorithm will
be demonstrated in Section V.

A. P-w Droop Control

The operational objectives of a secondary active power
control in MGs are two-fold:
(i) Zero frequency deviation from a nominal frequency
under the steady-state (synchronization) such that

wl=w)=---=w, =0. (D)

(i) Autonomous active power sharing among all DICs.
Specifically, DICs share the total loads according to their
nominal ratings such that

P P Py

=== (2)
M M M

Py Py Py

The power-frequency droop control has already been
proposed to achieve these objectives [4]. This control design is
motivated by mimicking the swing equation of a synchronous
generator with zero machine inertia. It satisfies that

Diw; =P — P, —p;,Vie N. (3)

The choice of droop coefficient D; is determined in accor-
dance with the DIC rating to maintain the uniform ratio of
D,-/Pﬁ-” across the network [7]. As detailed soon, a uniform
droop-rating ratio is key to ensuring fair load sharing among
DICs. In addition to the primary P-w droop control, the control
input p; is included in (3) to set the reference power out-
put for DIC-i. Since Pf” and D; are fixed parameters based
on the size of DIC-i, one can only change the operating set-
points by judiciously choosing p;. Under (A2), the model (3)
holds because of the decoupled dynamics between frequency
and voltage control. Accordingly, the frequency will be con-
trolled by adjusting the active power only assuming voltage
magnitudes stay constant [5], [7], [10].

B. MG Dynamics

Based on (A1), we separate the bus injection P; into branch
flows, as given by

ViV; sin(@i — 9]')

P = ij:lfz/ = ijzl T “)

where f; denotes the line power flow from node-i to node-j
in the MG and Xj; is the line reactance between these two
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nodes. Under the lossless assumption, f;; = —f;; always holds.
Under (A1), the angular difference across any power line is rel-
atively small. Thus, the dynamics of the branch flow between
bus-i and bus-j can be characterized by

fii = Bij(wi — ) (5)

where B; = V;V;X;; cos(@,.o - 0/.0) /Xjj is a constant with 9[.0
being the nominal phase angle at node-i. Interestingly, it turns
out that by specially designing our ensuing distributed control,
the update rules would include the network dynamics of (5)
which is seamlessly implemented by its physical system.

C. Equilibrium Points of Droop Controlled DICs

By concatenating all scalar variables into the vector form,
the desired equilibrium point fulfilling operational objectives
of the droop control can be characterized as follows:

Proposition 1: Under the frequency-droop control rule (3),
an equilibrium point (w*, P*, p*) that fulfils objectives (1)
and (2) must also satisfy

DY (PY —P; —pf) =0, Yie N, (6a)
pi P

L =L VijeN. 6b
D, D L] (6b)

This proposition is based on the synchronization of all DICs
at the equilibrium point. By considering (5) at the equilibrium
point, we have

fi= B,-,-(w;* - w]’.*) =0.Vi,j e NUN,.
This implies that a system-wise synchronization frequency is
attained, i.e., of = a);‘,‘v’i,j € N. In addition, fulfilling (1)
requires each ! = 0. Thus, by substituting ) = 0,Vi € N/
into (3), we obtain (6a). For (6b), we divide both side of (3)
by Pf»” , as given by
i
M

1

=1- L0 2 r vie N

Since the uniform setting of D; /PﬁW , the proportional power
sharing among DICs is equivalent to (6b).

D. Formulations by Consensus Optimization

Based on (6a) and (6b), the secondary control problem can
be cast as a consensus optimization one:

min [P —P —p|

pi _ P
D; Dj
where D = diag(Dy,...,D,) is an n x n diagonal matrix
and the weighted norm ||v||%) = vIDy. This is a quadratic
optimization problem with equality constraints and thus can
be solved using off-the-shelf convex solvers. Yet, the diffi-
culty in solving (7) lies in that active power injection P is
dynamical and dependent on the power network coupling. In
our previous work [9], this issue is tackled by adopting a feed-
back approach to account for system dynamics. Nevertheless,
since (5) provides a good approximation of network dynam-
ics of MGs, we will propose a distributed frequency control

s.t. L YijeN 7)
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algorithm that can also consider the dynamics of active power
injection P.

To this end, each bus of the MG is connected to a DIC
with the resultant network described by (3) and (4). Under the
assumptions (A1)-(A4), we adopt the Kron reduction tech-
nique to obtain an equivalent reduced network. By eliminating
all load buses and redistributing their corresponding load-
ings to buses in the subset A/ [41], the network is reduced
to only containing n DIC buses. Such network contains one
DIC at each bus, and all the branch flows of it can be
well defined based on the frequency outputs of DICs. Under
this quivalent network, by concatenating the reduced branch
ﬂows S = {fijlvijen and denoting the redistributed load

= {PL}icr, we have

P=P' + Hf ®)

where the constant graph-based matrix H is derived
from (4) [42]. According to (A4), P is a constant vector and
independent of frequency. Thus, given the equivalent network,
the optimization problem (7) becomes

. 2
mm HPM (PL +Hf) —p”Dil

Di .

s.t. D= Dj’ Vi,jeN. 9)
Worthy of noticing, under (A3), the active power rating lim-
its of DICs are not violated. This gives the necessary and
sufficient conditions for the existence of a power flow solu-
tion for the problem (9). As detailed soon, including f as the
optimization variable would seamlessly incorporate network
power flow dynamics into the control update design.

III. DISTRIBUTED FREQUENCY CONTROL

The DICs in the equivalent network naturally form an undi-
rected and connected graph G = (V, ). Without loss of
generality, we assume that the communication links among
DICs corresponds to G. This assumption is only used for nota-
tional simplicity. It turns out that as long as the communication
network is fully connected, the proposed frequency control
framework can attain the centralized performance in (7). For
convenience, we define the optimization variable x; = p;/D;
and the input variable c;(P;) = (Pf-” — P;)/D;. Note that P; is
locally measurable for DIC-i. ¢;(P;) can also be expressed in
terms of the branch flow vector f , as given by

ci(f> = D;I[Pf'w - (PtL + Zjnzlf”)]

By defining the neighbouring set of DICs connected to DIC-i
as N; = {jl(i,)) € £}, we rewrite (9) as

mm E

s.t. x,—x]—O,VleN,Vjej\/,-

(10)

D(Cl_ 12
(11)

where the equality constraints in (9) is equivalent to the ones
in (11) under a connected graph G.
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Fig. 1. Operation of DIC-i and its interaction with the MG and the consensus
network under the proposed PDD-based consensus droop control.

A. Control Variables Updating

Introducing Lagrangian multipliers g = {ujj}vien vien; Tor
equality constraints in (11), we form the following Lagrangian
function:

n

c(f,x, ,L) =" | Ditci —x)* + D il — x)

i=1 jeN;

12)

Based on (12), we can adopt the PPD algorithm, which works
by cyclically partially minimizing the primal variable (f ,X)
and performing gradient ascent-based update on the dual vari-
able u [43]. In order to reduce the communication cost,
the proposed design keeps each dual variable w; as local
information for DIC-i. As to preserving the symmetric prop-
erty of u;; = —puj;, where link-(i, j) associated dual variables
wij and wj; are updated by DIC-i and DIC-j separately, the
dual variables u are simply initialized as 0. Thus, the PPD
algorithm of (11) at DIC-i can be written as follows:

fi = Bij(wi — o)), Vj e N, (13a)

x = arg min L(f, x, u), (13b)
X

fij = p(xi —x), YjeN; (13¢)

where B,-j is defined by (5) under the reduced network, and
p is a positive step-size. Under this special step-size choice
in (13a), it is equivalent to the branch flow dynamics in (5)
for the reduced network using the mapping (8). Hence, the
update in (13a) is naturally implemented by the active power
flow coupling of the MG network in which varying power
network topologies are accounted for. For the other two
updates in (13), digital control implementations will con-
vert them into the discrete-time counterpart. Thus, the control
updates at (k + 1)-st iteration for DIC-i with the step-size
€ > 0 are given by the following two steps [44]:

—1 k k
_Di <Z]EM I‘Lt/) + Ci

k+1 1 k+1 .
l,Ll]+ _M§+e<le-‘+ —xj+ ), Vj e M.

Prange (14a)

(14b)

We refer readers to Appendix A for detailed derivations
of (14). In summary, under a proper step-size €, the proposed
control updates in (14) would achieve both control objec-
tives (1) and (2) while accounting for the network power flow
constraints. This leads to the following proposition.
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Proposition 2: Given a proper step-size € > 0, the proposed
control updates in (14) converges to an equilibrium point
(f*,x*, 1*) where (f*,x*) is the optimum of problem (11).

This proposition comes from the optimization problem (11),
which is a linear quadratic one with a strongly convex objec-
tive function. Moreover, the Slater condition can be guaranteed
by (A3). Hence, the strong duality property holds. Under a
proper step-size choice of €, the PPD algorithm (14) would
converge linearly to (f x*, p*) which is indeed the opti-
muonf (11) because of zero duality gap [43], [45]. Notice
that f directly corresponds to the bus injections P; in (3)
through the linear mapping (8). Now since the DICs’ out-
put frequencies are 1mplemented as w* = (X — x*) according
to (3), which in terms relates (f ,x%) to (@*, P*, p*), the opti-
mum in Proposition 2 indeed corresponds to the equilibrium
point in Proposition 1.

Under a connected communication network, the operation
of DIC-i at iteration k for the proposed distributed control
can be illustrated in Fig. 1. Given the local dual variable
{/Lg-}vje N> the consensus update unit takes in the current local
measurement ck from the local droop controller and updates
its primal vanable xk+1 as (14a), which is then broadcast to
the neighbouring DICs. Next, after receiving {fo}Vje A; Via
communication links from the neighbouring DICs, we update
{rijlvjen; according to (14b). Meanwhile, the local droop unit
adjusts its output frequency a)f‘ based on (3). The MG reacts to
the variations in frequencies of DICs and reaches a new power
flow dispatch according to (13a). This result in the updated
measurement ckJrl which is used for the next iteration. Thanks
to the communlcation network, each DIC can obtain neigh-
bours’ information and the proposed secondary control (14) is
fully distributed. Thus, this distributed control is scalable and
flexible with respect to the size of the network.

Remark 1 (Limited Communication): The performance of
the distributed control design relies on the quality of bus-
to-bus communication links, which we have assumed to be
perfect thus far. Nonetheless, random link failures and mes-
saging delays could arise due to either network congestion,
or poor signal-to-noise ratios in some wireless environments.
Additionally, denial of service attacks can also be thought
of as limited communication connectivity. Thus, it is use-
ful to investigate how the control scheme would work under
imperfect communication. Informally speaking, considering
the communication delay is bounded which can be guaran-
teed under modern communication infrastructure [46], and the
time-varying communication graph G is connected on aver-
age [47], [48], it is possible to select a small enough stepsize
€ to guarantee stability. Prior work has offered some analysis
for algorithms under these conditions (see, e.g., [49], [50]).
More recently, the stability analysis of the closed-loop system
with dynamic communication topology and delays has been
investigated by exploring the strict Lyapunov function under
the framework of linear matrix inequailitied (LMI) [51]. The
effect of clock mismatches on the stability and active power
sharing was also studied in [52]. By following these recent
studies, a rigorous proof of convergence properties under these
conditions is an important future direction of this work.

IEEE TRANSACTIONS ON SMART GRID, VOL. 10, NO. 6, NOVEMBER 2019

B. Choice of the Step-Size

Albeit the convergence of the proposed control algo-
rithm (14) can always be guaranteed, its implementation in
MG control requires the proper design of update step-size €. To
this end, the notion of the Center-of-Mass (COM) frequency
will be introduced.

Remark 2 (Center-of-Mass Frequency): The joint behav-
ior of all DIC frequencies follows the center-of-mass (COM)
frequency

S Diwp Yy (PY = Pi—pi)

> i1 Di > im1 D .
This COM frequemcy directly relates the power balance to
the system frequency in isolated MGs, which is independent
of state and can be determined directly from power injec-
tions [53]. By integrating (14a) and (14b) into each DIC, w,
can also be characterised as follows.

Remark 3 (Characteristics of w.): Initializing ul =0, we
sum (14a) over all DICs

Z:l:lD (C _ka) Zz 12/6/\/ MU =0. (16

This leads to the following two observations:
1) The first updates of all x; take the mismatch between
power outputs of DICs as the initial condition, i.e.,

n n
Dix! = D;cY.
Zi:l " =1

2) Substituting x]ﬁ'l in (16) into (15), w. at (k + 1)-st is

> 1[D ( - ) + 2 e “5]
Zi:l D;

Interestingly, any power imbalance is compensated after one
iteration of the proposed update design (14). Under (A4) of a
constant loading, we have the following equality: ) 7 | P; =
Z?:l Dicf Thus, wf = 0 is assured for k > 2, and hence any
changes in p has no effect on steady-state frequency a)’cC

To analyze these effects in the step-size design, we define
a vector A¥ := {kf}vl-ej\/ where )\i-‘ = Zje/\f,- ,ug-, the updates
in (14a) and (14b) become

K = (—eD_lL +I,,>xk

AL pk gkt

15)

we =

7

okt = (18)

—Dp 4 (ck —xk>, (192)
(19b)
where L and I,, are the Laplacian of graph G and an n x n iden-

tity matrix, respectively. By substituting A* in (19b) into (19a),

we have
k ck—l)

where W = (—eD~'L + I,,)). The linear dynamical system
in (20) can be viewed as a consensus iteration of x* with a
disturbance depended on (ck — ¢k 1), which can be examined
by the following weighted sum:

T k_ k-1 n k k—1

lnD<c —c ) — Zi:l(Pi _ph )
where 1,, denotes the n-vector with all coefficients one. Based
on (21), the disturbance is actually bounded by the total

+ = Wk 4 (c (20)

2n
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load variations. Accordingly, selecting the step-size € prop-
erly ensures matrix W to have all but one of the eigenvalues
strictly within the unit circle. Therefore, the iterate x*+1 under
the update in (20) would converge to the average consensus
vector x [54]. Detailed derivations for the convergence analysis
are given in Appendix B.

IV. ATTACK MODELS AND COUNTERMEASURES

Two attack models against the proposed distributed droop
control are introduced in this section. The ensuing attack
detection and localization strategies will also been examined.
Such strategies are anomaly tests based on examining the
secondary control objectives (1) and (2) under the steady-state.

We will consider constant malicious communication signal
inputs which attempt to alter the MG operating points to be
the worst-case attack scenario. As explained later, such attack
can effectively drive the frequency deviation w; everywhere
away from zero, which is of extremely high stability concerns.
Regarding the attack strategy other than constant signals, it is
possible to improve its design assuming the attacker had the
full knowledge of the communication network as well as the
detection mechanism. This scenario is, nonetheless, less likely
from the practical standpoint. This is because almost all recent
cyber attacks that have been deployed to the energy sector
are agnostic to the system information; see, e.g., [55]. With
the growing interest in MG cybersecurity research, studying
these interactions between the design of attack strategies and
counter-measure algorithms is an important direction for our
future work.

Based on the complexity of the malicious inputs, the attack
models are categorized into link and node attack scenarios,
which both may further be extended to individual and coordi-
nated cases. As the malicious inputs are implemented to alter
the operation of consensus iterations, the formulation in (20)
is adopted to constitute the basis for developing the ensuing
attack models.

A. Link Attack

We first study the link attack scenario, where the malicious
inputs are applied only to the information sent to specific
neighbours of the attacked DICs. Given the undirected com-
munication link-(i, j) € £, we define the attack signal £;; as the
malicious input sent from DIC-;j to DIC-i. Under this situation,
the update equation of per DIC-i € N, can be re-written as:

Mffrl = ,U«f} + e[xf“ — (xl’.‘“ + Z,])] VieN. (22)
Reformulate (14a) and (22) into the compact form, (20) will
be modified as

= wxk + eDLe + (ck - ckil) (23)

where € = {{;j}vien jeN;> and L specifies the malicious link
indices of €. Accordingly, A, the sum of dual variables, is
manipulated by the malicious inputs. Thus, the change of the
COM frequency w’c‘ will be modified as follows:

v LT A —alle
w. —w = = .
1’p1, 1’p1,

(24)

c c
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Interestingly, one may observe the structure of (24) and alter
the frequency by coordinating the link attack inputs. This
would lead to the following two cases:

1) Individual link attack: Malicious inputs £;’s are
appended to the information sent from DIC-j individ-
ually, resulting in (wf — *~1) # 0 and wf # 0.

2) Coordinated link attack: Multiple malicious inputs are
deliberately deployed such that (w’g — w’g_l) = 0 and
thus a){f =0.

Note that these link-based attack input vectors will not lie in
the null space of L in W. In fact, the cases where L4 lies in the
null space of L should be categorized into node attacks which
is analyzed in Section IV-B. The system (23) can not reach
the consensus among x in both the individual and coordinated
cases. Albeit the system frequency behaves differently in these
scenarios, the objective of power sharing can not be achieved
in both cases. This would potentially lead to the violation of
DIC ratings and thus damage the equipment. It is then imper-
ative to identify the malicious links and isolate them from the
network. To this end, we check the values of the dual variables
which provide essential information on cyber-physical interac-
tions. Because of not achieving a consensus, the dual variables
of the proposed algorithm would keep integrating, i.e.,

(M{;“ - Mﬁj) £0,Yie N,VjeN.. (25)

Therefore, we can detect such attack by checking the conver-
gence of the dual variables.

B. Node Attack

Under the node attack scenario, the malicious inputs are
applied to the information sent to attacked nodes’ neighbours,
as well as the attacked nodes themselves. By denoting u; as
the malicious input at DIC-i € A/, the update (14b) becomes

it = i+ [ (F ) = (0 )| e N @6)
Reformulate (14a) and (26) into the compact form, we have
X = W(xk +u> + (ck — ck_l).

Different from the link attack scenario, (x +u) lies in the null
space of L, the consensus is therefore achieved and the distur-
bance (ck —ck_l) diminishes. However, instead of reaching the
true consensus vector x, a false consensus vector is attained
from (27) and is dictated by u. Recall that the proportional
power sharing can always be achieved whenever p;/D;, Vi € N
coincides across the network. Therefore, the steady-state DIC
power output P; is not affected by the node-based malicious
attack. As to the frequency deviation, similar to the link attack
scenario, we can examine the COM frequency a)’g as

S L,D[c" — (* +u)] _ —17Du

¢ 11, 1'p1,

which leads to the following two different cases depending on
the malicious signal u:

1) Individual node attack: The attack input is implemented

individually and results in a deviated system frequency,
ie., ok £0.

27)

(28)
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2) Coordinated node attack: Multiple attack inputs are

purposely implanted such that a)'j =0.

The consensus among DICs can be achieved in both
cases; hence, there is no dynamic changes that can be uti-
lized as malicious detection/localization index in the system.
Fortunately, the information from the inherent dual variable
characteristics contains cognizance regarding such attack. In
fact, once the consensus is achieved, the summations of the
dual variables for normal DIC-i and attacked DIC-j can be
determined as

A= D; o,
k k
)‘j = Dj(&)c + uj>

(29a)
(29b)

which implies anomaly arising among the dual variables
that can be utilized to detect the attack event. Assuming
{A]’?, Djlvjen; is known at DIC-i, it is plausible to local-
ized the node attack by comparing these values. Nonetheless,
this would result in a higher communication cost due to
exchanging these additional variables, and might even fur-
ther jeopardize the control performance against the threat of
malicious attacks.

Remark 4 (Malicious Local Measurements and Noisy
Communication Channels): Albeit cé‘ at each DIC-i is the
local feedback control signal, it may potentially be maliciously
manipulated under the node attack scenario. As shown in
Fig. 1, the value of cf could be falsified while sending to the
consensus updates unit. However, (14a) implies that appending
constant offset to c;‘ has an equivalent effect of altering x]i(‘H.
Consequently, the attack on cé‘ can be generalized to the afore-
mentioned node attack model. As for the noisy communication
channels, since a detection time window has been deployed to
avoid misjudging normal load/generation disturbance, it can
rule out the possibility of random perturbations or temporary
bad data. If the data corruption environment lasts for a longer
period of time, it may be equivalent ot have the communication
links experience certain data corruption. Under this scenario,
our countermeasure design could effectively isolate the source
of corruption, as for malicious scenario. It is also true that with
sufficient connectivity of the consensus network, one would be
able identify and possibly correct the corrupted data [56]. Such
operations are however beyond the scope of this work.

C. Detection/Localization Strategies

Although attack detection is possible based on characteris-
tics of dual variables ,ug. as shown in (25) and (29), locating
the attack sources is crucial for restoring MG to normal oper-
ations. To achieve this goal, let e;; represent either the attack
input on direct link-(i, j) or from neighbouring DIC-j, while
Vm € N;, m # j be the index of all other normal neighbour-
ing nodes. The attack models in (22) and (26) can then be
generalized as:
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Algorithm 1 Attack Detection/Localization for DIC-i

Input: {u, ,u, WieN;
Require: DIC i has at least 2 neighbours
for j € N; do
Compute Fk Iu .| and Ak WkH—//«?il;

if max(F' lk )>0 for a given ttme window t then
if A i 0 then
L Link-(i, j) is recognized as malicious;

else
L DIC-j is recognized as malicious;

Report events to the EMS of the MG.

Based on the proposed updates in (14), the effects of malicious
input e¢;; propagate to neighbouring nodes through the broad-
cast of xf.‘ in a average consensus manner [57]. Therefore, it
is expected that the mismatch term (30a) would dominate the
one in (30b) due to the extra term ee;; for link (7, ).

As to the node attack case, the consensus can be achieved
and (,uk+1 — ,uf;-) eventually diminishes. Note that during nor-
mal operation at no attack, we have xk = xf‘, Vj € N; and

k = 0 with u® = 0 properly initialized. Suppose the attack
start at t = k, and the first two iterations upon the insertion of
malicious input can be found as:

Miﬂ = —¢ e,
k+1 =0,

I'le
2 2
e[xf.”r —(kJr —I—e,]>]—e ejj

k+2 _
M =
(k+2 xk+2>

k+2 _
,ble -

Since the update of dual variable w; in (14b) can also be
viewed as an integration over (x; — x;), which is the deviation
in consensus, one can expect IMZI > | ,uf‘m| as k — oo due to
a larger initial condition on ee;;.

Thanks to the information from dual variables Mf-, the fol-
lowing conclusions can be made for DIC-i within a given
detection time window while experiencing an attack from
either its direct link-(i, j) € £ or neighbouring DIC-j € N;:

1) ,ug- # 0 under either malicious signals of ¢;; or u; accord-
ing to (25) and (29). Also, |,ug.| is larger compared to
neighbouring ones associated with non-malicious inputs.

2) ,uf.‘- diverges under the malicious signal ¢; whereas
,ué- converge to a fixed point for a given node attack
scenario.

According to these facts, the following detection indices for
each DIC-i are introduced:

= [l and A = |ugt! — (31)
which both can be obtained locally based on neighbouring
information. Note that when max(Fg.) = 0 for j € N, there
is no anomaly in the system. Given these indices, the overall
malicious attack detection and localization strategies are tabu-
lated in Algorithm 1. To perform appropriate attack isolation
actions, the report events are sent to the EMS.
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D. Decision Making in EMS

In our proposed cyber-security framework, the task of iso-
lating the malicious node or link from the consensus algorithm
is handled by a centralized agent such as the EMS, which is
an essential component in typical MG frameworks. Different
from the communication links between DICs, which are
implemented based on high interoperability and low cost prin-
ciples, the links between the EMS and DICs, though at very
low bandwidth/rate needs, should be regulated to be highly
reliable for security and even privacy purposes [33]-[35].
Accordingly, they are implemented with different protocols or
even separately from the one deployed among the DICs. Such
implementation principle is also suggested by several works in
the area of cybersecurity framework specifically for electrical
grid systems [36], [37], which concluded that domain-specific
cyberframework with multiple levels can better ensure the
security of cyber-based control systems for power grids. Thus,
based on the report events from all DICs through cyber layer
different from the one among DICs, the centralized EMS can
make reliable decision regarding the operations of distributed
DICs.

In the present context, we assume that the attack inputs in
the MG are sparse and do not exceed the theoretical bound
under which the detection and localization strategies are no
longer feasible. Under this assumption, the attack isolation
strategies involve the following two stages: (i) identify the
source of link or node attack; (ii) isolate the malicious link
or node from the consensus network. Motivated by the work
of [57], the mechanism behind the former stage adopts the
characteristics of information propagation in typical consensus
networks. Thus, once the malicious source is pinpointed, the
attack isolation intelligence would either command to exclude
attacked nodes from the consensus network under a node
attack scenario, or remove the malicious links from the com-
munication graph under a link attack scenario. Under either
case, the reconfiguration of consensus network would be car-
ried out if the communication graph is no longer connected
after the attack isolation where both communication and power
networks may have different topologies. Notice that the DICs
being removed from the consensus network only turn back
to local primary control mode, which still provide load shar-
ing capability based on static droop settings. In summary, the
decision making process tabulated in Algorithm 2 is capable
of isolating malicious attacks. Worth to notice, although the
attacked DIC would possibly send false report to the EMS, the
decision making mechanism should be able to rule it out by
comparing it with the reports from the attacked node’s neigh-
bors. The theoretical bound of false reports that maintains the
EMS to function properly is indeed an interesting topic and
would be a focus of our future study.

V. SIMULATION VERIFICATIONS

The control block diagram of individual DIC-i is depicted
in Fig. 2. The control architecture consists of both the primary
droop control and distributed secondary frequency control
levels. The local P-w droop control in the primary level
works with a sampling rate of 20kHz, while the distributed
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Algorithm 2 Decision Making in the EMS

Input: Events reported from all DICs

Require: Reports from all DICs received

for i ¢ N and N; > 2 do

Link attack events:

if DIC-i reports link-(i, j) as malicious then

Examine the flag raised by DIC-j;

if DIC-j also indicates link-(i, j) as malicious then
L Remove link-(, j) from consensus network;

Node attack events:

if DIC-i reports DIC-j as malicious then

Examine DIC-m, Vm € Nj;

if DIC-m,Vm € ./\/', reports DIC-j as malicious then
L Isolate DIC-j from the consensus network;

Reconfigure the consensus network in case of disconnected graph after
the isolation action.

frequency control updates at a much slower rate of 10Hz due
to limited communication infrastructure in practical implemen-
tations. Numerical tests of the 14-bus/6-DIC MG, as shown in
Fig. 3 [6], are conducted to demonstrate the validity of the pro-
pose control. Physical details of the MG including pulse width
modulation emulation are included in the tests and imple-
mented in the real-time simulation environment Opal-RT. We
fix the ratings of these DICs to be the same as 2kW while
the droop gain is set uniformly as 5 x 10*W - s - rad~!. Three
scenarios are studied as follows.

A. Case I: Convergence Analysis

1) Case I-A (Load Variations): A load variation from 50%
to 100% of their ratings is implemented at ¢+ = 35. Such
changes may represent a typical sudden increase in power
demand. The resulting DIC active power injections and bus
frequencies are shown in Fig. 4. Under this severe disturbance,
the proposed distributed secondary control is still capable of
achieving a zero system frequency deviation while maintaining
proportional power sharing within a few seconds (80 itera-
tions). Based on the amount of time to attain convergence
which depends on system configuration, communication rate,
and step-size choice, we design the attack detection time win-
dow 7 to be slightly longer than this value. Fig. 4(b) also
plots the COM frequency wf Clearly, a)]c‘ = 0,Vk > 2, and
ot — wF as k — oo. This validates our claim in Remark 3.

l

2) Case I-B (Choice of the Step-Size): Given the system
information, to ensure the eigenvalues of W within the unit
circle, we calculate the step-size € < 2x 10* which guarantees
the system stability. In this case, we set € = 1 x 10* for r < 35
and change to € = 2.1 x 10* at ¢ = 35 for which the step-size
stability criterion is violated. Fig. 5 plots the resultant active
power outputs of DICs. Albeit the DICs operate in the steady-
state during the first few seconds after the transition of step-
size, they would eventually start to oscillate and diverge from
their nominal states. This results in potential severe inverter
rating violations. Hence, results in Section III-B are helpful in
selecting € if the full network information is available.
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B. Case II: Link Attack

Both the individual link attack and the coordinated link
attack are considered.

Y
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Fig. 5. Case I-A: DICs’ active power outputs.
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Fig. 6. Case I-A: DICs’ (a) active power outputs; (b) droop frequencies.

1) Case II-A (Individual Link Attack): An attack signal,
20% of the steady-state xi, is introduced at ¢t = 35 to link-
(1,4) and received by DIC-1. The resultant plot of all DICs
responses is shown in Fig. 6. Clearly, due to this individual link
attack, the COM frequency a)lc‘ diverges as derived in (24). In
addition, the power sharing is deteriorated since the consensus
can no longer be attained. To validate our proposed detection
indices, we plot {F’fj}vj€ A, in Fig. 7, which attests our claim
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Fig. 7. Case I-A: Detection indices Fl'-‘j of DIC-1.

in Section IV-A that a dual variable associated with the mali-
cious link would always be greater than the ones without the
malicious attacks, i.e., F’l‘4 exhibits the largest detection index
during the detection time window. According to Algorithm 1,
one can then localize the malicious link-(1,4) based on the
fact that F ]1‘ 4 being the largest. For a 20-second detection time
window, the malicious link-(1,4) is flagged and reported to
the EMS. Since DIC-4 only has one link, the control center
corresponding to Algorithm 2 disables DIC-4’s communica-
tion and commands it to operate in primary droop mode at
t =55, which leads to no participation of power sharing oper-
ation from DIC-4 as depicted in Fig. 6(a). After eliminating
malicious link-(1,4), the active power injections of all DICs
except for DIC-4 reach a new consensus, and the steady-state
system frequency is zero after r = 55.

2) Case II-B (Coordinated Link Attack): Under a more
complex attack scenario, two malicious inputs received by
DIC-1 and DIC-2 are simultaneously appended at r = 35 to
link-(1,4) and link-(2,6), respectively. These two inputs which
have opposite signs are both 20% of the steady-state x; in their
magnitudes. Fig. 8 depicts the responses of all DICs. Under
this attack, the COM frequency a)](f in (24) would remain at
zero regardless of the coordinated attack inputs while the pro-
portional power sharing no longer holds. Conventionally, such
attack would be challenging to identify since a)’c‘ stays at its
optimal value throughout the process as shown in Fig. 8(b).
Thanks to the information obtained from the dual variables,
the detection indices of DIC-1 and DIC-2 are computed and
plotted in Fig. 9. Similar results to the aforementioned indi-
vidual link attack scenario, the malicious links are localized
by the largest F]f4 and F’z‘6 of DIC-1 and DIC-2, respectively.
Under a 20-second detection time window, malicious link-(1,4)
and link-(2,6) are reported to the EMS. Since both DIC-4 and
DIC-6 have only one neighbour, they are therefore removed
from the consensus network after + = 55 and thus operate in
primary droop mode. Fig. 8(a) then depicts the recovery of a
proportional power sharing operation among all DICs except
for the DIC-4 and DIC-6.

C. Case IlI: Node Attack

Similar to the previous case, both the individual node attack
and the coordinated node attack are studied.

1) Case III-A (Individual Node Attack): With a similar set-
ting to case II-A, a node attack signal with the same level
is inserted to DIC-4 at r = 35, resulting a false received
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information at DIC-1. The consequent plots of DIC out-
put responses and detection indices Fff are illustrated in
Fig. 10 and Fig. 11, respectively. Under this attack scenario,
as (x* 4-u) lies in the null space of L, the COM frequency wf
in (28) would depend on u and become non-zero while main-
taining a proportional power sharing operation as shown in
Fig. 10. This corroborates our attack analysis in Section IV-B.
To isolate the attacked DIC-4, Algorithms 1 and 2 are exe-
cuted. Accordingly, the EMS receives the flag reported by
DIC-1 regarding the largest detection index of F’ ]1‘4, and there-
fore commands DIC-4 to switch to primary droop control
mode at ¢+ = 55. After isolating malicious signals, similar
results to earlier link attack scenarios can be observed in
Fig. 10(a), where the nominal frequency is restored with a
proper power sharing operation among all DICs except for
DIC-4.
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2) Case III-B (Coordinated Node Attack): To validate our
proposed detection and isolation strategies under a coordinated
node attack scenarios, we introduce malicious inputs which are
simultaneously appended to DIC-4 and DIC-6 at t = 35. These
inputs are with the same magnitude as 20% of the steady-state
value of x; but opposite in their signs. Fig. 12 plots the resul-
tant output response of DICs. As mentioned in Section IV-B,
such attack scenario would not deviate the COM frequency

ok away from its optimal value and deteriorate the power

c

sharing scheme. As shown in Fig. 12, albeit the transient of
wk,¥i € N is disturbed by the coordinated node attack, the
overall system would eventually settle back to the pre-attack
conditions. Thanks to the information from the dual variables,
the detection indices of DIC-1 and DIC-2 shown in Fig. 13 are
used to localize these two attacks through the largest F' ’1‘4 and
F’2‘6. For a 20-second detection time window, both DIC-4 and
DIC-6 are flagged and reported to EMS which commands the
removal of DIC-4 and DIC-6 from the consensus network at
t = 55. After the isolation of malicious inputs, a slight change
of power sharing operation is illustrated in Fig. 12(a) due to
switching of local droop control mode in DIC-4 and DIC-6.
To sum up, the aforementioned test case II and III manifest the
effectiveness of our proposed strategies in terms of detecting
and isolating malicious link and node attacks.
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VI. CONCLUSION

This paper develops a distributed secondary frequency con-
trol for DICs in isolated microgrids. The proposed control
design consists of a local droop control in the primary level
and a distributed PPD based algorithm in the secondary level.
Albeit the network power flow constraints are not modelled
in our optimization problem, the control updates by design
seamlessly incorporate the dynamics of power flow. In addi-
tion, the convergence proof along with the stepsize choice
for such control design are offered. Accordingly, the propor-
tional power sharing would be guaranteed with a zero system
frequency deviation. To consider the cyber-security aspects of
control design, malicious attack models are investigated along
with detection and localization strategies. Numerical tests
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implemented in the real-time simulator demonstrate the effec-
tiveness of the proposed control design in terms of achieving
the objectives. Furthermore, the proposed dual variable-based
detection indices provide sufficient information to locate and
isolate the malicious link or node. For future work, we plan to
extend our study to include limited communication scenarios
with possible signal delay or loss of neighbors, complex attack
schemes, e.g., time-varying attack signals, statistical studies
of microgrid frequency deviation for better detection thresh-
old design and to incorporate the distributed secondary voltage
control design into the current framework.

APPENDIX A
DERIVATION OF UPDATE DESIGN (14)

Based on the Lagragian L(f ,X, p) in (12), the derivation
for the partial primal-dual (PPD) algorithm can be separated
into two parts.

A. fl] Update

According to (10), aci(f) / E)f,j = —Dl-_l, and the gradient of
L with respect to the primal variable f;; by chain rule is

AL, x, )
IR 1= x) + (¢ — x)].
7, [ (¢ —x)]

Setting a step-size of IA?,-]- for this gradient decent direction
would directly lead to (13a). In addition, since the droop con-
troller is implemented as w; = (¢; — x;) governed by (3),
substituting w; into (32) gives

(32)

fi = Bi(wi — ).

This can be exactly transformed to (5) based on the linear
mapping of (8). Thus, the dynamics-based update (13a) would
account for the network power flow constraints.

B. x-Update and u-Update

The gradient of £ with respect to the primal optimization
variable x; is

aﬁ(f,x, IL)
— = | 2Di(ci—x) + Z(MU — i) |- (33)
8)61' .
JeN;
Since w;; = —pj; always holds by initializing nd =0,

setting (33) to zero results in (14a). This update directly
minimizes the dual function rather than following the pri-
mal gradient algorithm with respect to x;. Thus, the so-termed
partial primal-dual algorithm is adopted.

For the dual variable u, the gradient of w;; is

aﬁ(f,x, [L)

(34)
3,bL,'j

= (xi —x)-
Given the step-size € and the gradient ascent direction of (34),
this boils down to the dual-ascent-based update in (14b), and
thus completes the derivation.
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APPENDIX B
CONVERGENCE OF CONSENSUS ITERATIONS (20)
Assume a proper step-size € is chosen such that the iteration
matrix W in (20) is stable. The work in [54] with slight
modifications leads to

1,17

lim W* = —
/D1,

k— 00

(35)

This differs from [54] because of the weighting matrix D~
in W. Since the disturbance (¢¥ —c*~ 1) in (20) is bounded and
assumed diminishing, the consensus iteration of (35) becomes
1,17
1'p1,
According to (17), it suggests that the initial condition for x;
takes the form of

nopol 1
2iziDig g Dx

lim xf = lim Wr! = Dx'. (36)
— 00

k— 00

. 37
Y1 Di 8 IZ;DI,, 67
Thus, the average consensus X is given by
Dx! 1,17
=1/ 1, = =" Dx' (38)
1,D1, 1,D1,

which is the same as the steady-state value of x* shown in (36).
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