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Dyson orbitals within the fc-CVS-EOM-CCSD
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photoelectron spectroscopy of ground and
excited statesf
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We report on the implementation of Dyson orbitals within the recently introduced frozen-core (fc)
core—valence separated (CVS) equation-of-motion (EOM) coupled-cluster singles and doubles (CCSD)
method, which enables efficient and reliable characterization of core-level states. The ionization
potential (IP) variant of fc-CVS-EOM-CCSD, in which the EOM target states have one electron less than
the reference, gives access to core-ionized states thus enabling modeling of X-ray photoelectron
spectra (XPS) and its time-resolved variant (TR-XPS). Dyson orbitals are reduced quantities that can be
interpreted as correlated states of the ejected/attached electron; they enter the expressions of various
experimentally relevant quantities. In the context of photoelectron spectroscopy, Dyson orbitals can be
used to estimate the strengths of photoionization transitions. We illustrate the utility of Dyson orbitals
and fc-CVS-EOM-IP-CCSD by calculating XPS of the ground state of adenine and TR-XPS of the excited

rsc.li/pccp states of uracil.

1 Introduction

X-ray spectroscopy is a powerful element-specific technique for
investigating the elementary composition, electronic and geo-
metric structure of matter. The uses of X-ray based techniques
are rapidly expanding and the field is undergoing vigorous
development. Thanks to last generation synchrotron radiation
sources, X-ray free electron lasers (X-FELs) and high-harmonic
generation (HHG) lasers, new disciplines such as X-ray femto-
chemistry, dynamic X-ray Raman spectroscopy, and femtoscale
diffraction scattering have emerged; their applications to essential
problems in materials and life sciences are gaining momentum.'
Pump-probe techniques exploiting, for example, a UV-pump to
promote the system to a valence electronically excited/ionized state,
and an X-ray probe to excite or ionize a core electron, enable probing
local electronic and structural dynamics of matter on the
femtosecond time-scale.™*
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These experimental advances have stimulated the concomitant
development of theory and simulation technology to assist in the
interpretation of experimental results and in the design of new
experiments. Theory can also facilitate screening of suitable
candidates for investigation by means of these novel experimental
techniques.

Of the many ab initio methods currently available, coupled-
cluster (CC) and equation-of-motion coupled-cluster (EOM-CC)
methods are considered among the most accurate and versatile
tools for modeling ground-state properties and various
spectroscopies.” *® In recent years, the scope of the applicability
of the CC/EOM methods has been extended to inner-shell
spectroscopies,''™'° with significant advances due to the intro-
duction of the core-valence separation (CVS)*® as an effective way
to target core-level states within conventional solver implemen-
tations. Recently,> we reported the implementation of the
frozen-core (fc) core-valence separation (CVS) EOM-CC method
with singles and doubles, fc-CVS-EOM-CCSD. In our illustrative
calculations,*** we focused on the variant of the theory for
excitation energies, fc-CVS-EOM-EE-CCSD, and demonstrated
its ability to reliably model X-ray absorption spectra (XAS) of
molecules in their ground and excited states. Whereas conven-
tional XAS probes unoccupied valence orbitals by core-electron
excitation, other core-level spectroscopies afford access to other
states. For example, X-ray emission (XES) probes occupied
valence states, resonant inelastic X-ray scattering (RIXS) probes
both occupied and unoccupied valence states, and X-ray
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Fig. 1 Schematic representation of excitation/ionization processes exploited
in XAS, XPS, and TR-XPS.

photoelectron spectroscopy (XPS) enables the study of ionized
states. The focus of this study is on XPS and its time-resolved
(TR) variant, TR-XPS. The underlying excitation/ionization
mechanisms in XAS, XPS, and TR-XPS are illustrated in Fig. 1.
XAS corresponds to the excitation of a core electron to the
unoccupied space, XPS detects the electrons produced by ioniza-
tion of a core orbital in the ground state, and TR-XPS detects the
core-ionized electrons from a precursory valence excited state.

XPS is thus an extension of UV-VIS photoionization
spectroscopy”’ into the X-ray domain and has many attractive
features. Since ionization is always an allowed process, photo-
electron spectroscopy can probe states that are dark in
excitation-based approaches. This is particularly useful for
interrogation of dynamics by detecting reaction intermediates
that may be optically dark. Even more importantly, charged-
particle detection affords high sensitivity, which enables detec-
tion of transient species present at low concentrations. Various
ingenious experimental setups deliver detailed information
about the energy levels and wave-functions from the analysis
of the outgoing electron (from its kinetic energy and angular
distribution) and of the newly formed ion. In this study, we
present the extension of the fc-CVS-EOM-CCSD framework to
the calculation of ionization energies and Dyson orbitals for
core-ionized states. Dyson orbitals are reduced quantities that
can be interpreted as correlated states of the ejected/attached
electron; thus, they provide a basis for a rigorous extension
of molecular orbital theory to many-body correlated wave
functions.>*® Dyson orbitals also enter the expressions of
various experimental observables, such as photoionization
cross sections; thus, they are necessary for modeling photo-
electron spectra.>*° Here we illustrate the utility of Dyson
orbitals for computing and interpreting the XPS spectra of
ground-state and electronically excited molecules. By using
uracil as an example, we illustrate the sensitivity of XPS spectra
to the electronic state of the system. We envision that this type
of calculations might serve as a guide for the design of future
UV-pump/XPS-probe experiments.*"

2 Theory
2.1 fc-CVS-EOM-CCSD

The equation-of-motion coupled-cluster method®”**** was
originally introduced for calculating excited states. In this
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variant of the theory, the ground state is treated at the CC
level; hence, its wave function is given by the exponential ansatz
acting on the reference state |®,), typically taken as the
Hartree-Fock Slater determinant:

|Pcc) = €| D). 1)
T'is the cluster operator, 7' = 3" #,,, where %, are the excitation
m

operators and ¢, are the corresponding cluster amplitudes
defined by the CC equations:

(Pu|H — Ecc|®o) = 0;  Ecc = (Po|H|Do)- (2)

Here (®,|’s denote p-tuple excited determinants and A = e TheT is
the similarity transformed Hamiltonian. In the fc-CVS-EOM-CCSD
method,* the CC equations are solved using the frozen-core
approximation, which corresponds to setting the ground-state
amplitudes (and multipliers) with occupied indices referring to
a core orbital to zero (thus omitting core-core and core-valence
correlation in the ground state). The excited states are then
accessed by applying an excitation operator R = 3" r,t, to the
ground-state wave function: #

|#x) = Re"|@y). (3)

The amplitudes of the target EOM states are found by diagonaliz-
ing the similarity transformed Hamiltonian within a particular
sector of Fock space,”® which is determined by the type of the
target states sought and by the method. The choice of the sector
in Fock space determines the many-electron basis in which
the EOM-CC wavefunctions are represented. For example, in
EOM-EE-CCSD this basis comprises the reference, singly, and
doubly excited determinants. In fc-CVS-EOM-EE-CCSD,*' the
many-electron basis includes only the subset of the determi-
nants in which at least one occupied index corresponds to the
core orbital.

Because the operator f is non-Hermitian, its left and right
eigenstates are distinct

(L] = (PolL; |R) = R|dy), 4)

one needs to solve two eigenproblems:

H|R™) = En|R™);  (L"|H = Ep(L"|. ()
Thus, in contrast to Hermitian theories, EOM eigenvectors R
and L are not adjoints of each other. For properties calculations,
it is convenient to normalize them such that they form a
biorthogonal set:*?

(DL |R' Do) = by (6)

By using different types of the excitation operator R, one can
access different sectors of Fock space. In this way, EOM-CC can
describe other types of target states, for example, ionized states,
which are the focus of this work. In the EOM-IP (EOM for
ionization potentials) method,**® the excitation operator
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changes the number of electrons in the target state relative to
the reference state and hence has the following form:

R" = Zrla, 421,/ Vaia;i+ ..., (7)

ija
which allows access to the ionized states:
|#R ) = R¥e"| ) (8)

Here we consider the EOM-CCSD family of methods in which
the cluster operator 7 is truncated to single (S) and double (D)
excitations, and so are the R and L operators. To describe core-
ionized states, the operators R and L in fc-CVS-EOM-IP-CCSD
are restricted such that they act on at least one core orbital, as
prescribed by the core-valence separation scheme.'>*%*" Although
core correlation is omitted in the ground state, fc-CVS-EOM-EE/
IP-CCSD ansitze describe correlation of the core hole (or core
relaxation) at the EOM level, which is essential for a proper
description of the target states. The working equations for the
fc-CVS-EOM-IP-CCSD g-vectors can be found in our earlier work.”"

2.2 Dyson orbitals

Dyson orbitals are defined as the overlap between an initial
N-electron and final N + 1-electron states. In first quantization,
the Dyson orbitals are:

(j)il?yson(xl) = ﬁj?{v(xl,xz,...7xN)Y/§V71(x2,...,xN)dx2...de.

)

This definition does not assume any particular ansatz - Dyson
orbitals can be obtained for any pair of wavefunctions, ranging
from the exact (full configuration interaction) to pseudo-non-
interacting electrons ansitze. Within the Hartree-Fock and
Koopmans approximations, Dyson orbitals are equal to canonical
Hartree-Fock orbitals. When computed for many-body wave func-
tions (e.g., within the CC/EOM formalism), Dyson orbitals include
the effect of electron correlation. Thus, they afford rigorous exten-
sion of molecular orbital theory to correlated many-body states. As
per eqn (9), the norm of a Dyson orbital can be anything between
zero (ie., as for the two states that are not connected by one-
electron ionization) and one (as for the two states that differ by
exactly one molecular orbital). Within the Hartree-Fock/Koopmans
approximation, the norms of Dyson orbitals are exactly one.
Inclusion of correlation leads to smaller values.

Dyson orbitals can be represented as an expansion over the
set of molecular orbitals {(bp}:

Dyson , Z /p (10)

In the second quantization formalism, the coefficients of the
expansion (also known as Dyson amplitudes) can be written as:

75 = (PVlap| P, (11)
7p = (P ap| ), (12)

where superscripts R and L denote right and left Dyson orbitals,
respectively. In Hermitian theories, left and right Dyson
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orbitals are simply (complex) conjugates of each other, but
within the EOM-CC framework they are different. General
expressions for the EOM-CC Dyson orbitals have been reported
before.®” Here we extend the formalism to the fc-CVS-EOM-
CCSD ansatz, which enables description of core-ionized states. The
programmable expressions for the fc-CVS-EOM-CCSD Dyson orbi-
tals are given in the ESL{ To derive the equations from the general
expressions, we followed the same strategy as for the derivation of
the amplitude equations, ie., we split each set of molecular orbital
coefficients into three blocks: virtual, occupied valence (denoted
with a v subindex), and occupied core (denoted with a capital later),
and retained only those terms that do not vanish due to the
frozen core or the CVS constraint. We implemented the result-
ing expressions in the Q-Chem package®*~° using the libtensor
library®® and the fc-CVS-EOM-IP-CCSD wavefunctions.!

Dyson orbitals enter the expressions of the photoionization/
photodetachment cross sections*>*' as photoelectron matrix
element, Dif:

Dif = u(¢iP*"[r| %), (13)

where r is the dipole moment operator, u is a unit vector in the
direction of polarization of light, and ¥ is the wave function of
the ejected electron with wave vector k. Thus, for quantitative
calculations of total and differential cross sections, one needs
both Dyson orbitals and ¥§. The latter can be approximated by
plane or Coulomb waves, which often yields good agreement with
the experimental cross sections.”>*° Alternatively, the Dyson
orbital can be coupled with continuum functions obtained at
the density functional theory level with a multicenter basis of
B-spline functions.**** Once Dyson orbitals are obtained, cross
sections calculations can be carried out using, for instance, the
ezDyson code.”’ Since the probability of photoionization is
proportional to the matrix elements between the raw, not
normalized Dyson orbitals, eqn (9), and the free-electron state,
the norm of the Dyson orbital, which quantifies the extent of
the Koopmans character of the transition, can be used as a
crude bound of the intensity.>® That is why the squared norms
of Dyson orbitals defined as

[[pP¥om 2

= Z qu = R (14)
q

are often called spectral strength (or pole strength, or spectro-
scopic factor) of the ¥V — ¥Y"' transition. Although more
quantitative calculations are possible,*"**> the Dyson norms can
be used for a quick estimate of the ionization intensities in
simulations of XPS spectra,*® in the same fashion as in valence
photoionization studies.*® Because of the non-hermiticity of the
similarity transformed Hamiltonian, the norms of the EOM-CC
right and left Dyson orbitals are not uniquely defined. A
possible solution, suggested by the full expressions of the cross

sections,?*%*! is to take a geometric average
P> = [ ¢r”* " x || ¢R¥*" (15)

as EOM-CC pole strengths. This is consistent with the defini-
tion of other inter-state properties within the EOM-CC theory.*?
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3 Computational details

All calculations were carried out with the Q-Chem electronic struc-
ture package.*®*° The ionized states were characterized by fc-CVS-
EOM-IP-CCSD*' and the respective Dyson orbitals. The calculations
for 9H-adenine were performed at the planar geometry optimized at
the B3LYP/cc-pVTZ level taken from ref. 44. For uracil, we considered
several geometries, all planar. For the ground state, the geometry
was optimized at the MP2/cc-pVTZ, whereas the structures for the S;
and S, excited states correspond to two stationary points obtained at
the EOM-CCSD/aug-cc-pVDZ level of theory.

The choice of a basis set for calculations of core-level states
requires some care. The largest effect of the removal of a core
electron is the collapse of valence orbitals toward the nucleus: from
the perspective of a valence electron, the removal of a 1s electron is
roughly equivalent to adding a proton to the nucleus. To describe
such collapse, the basis set must have significant radial flexibility;
angular flexibility is much less important. The (radial) collapse of
the core orbitals is also significant. To derive a basis set with
sufficient flexibility to describe strong orbital relaxation effects, we
employed Pople’s triplezeta basis (6-311G**)*>*® augmented by
2 sets of diffuse functions*® on heavier atoms (C, N, O) and one on
light atoms (H), and with the core functions uncontracted, following
the strategy used by Gill and co-workers.”” All fe-CVS-EOM-CC
calculations reported here employed this 6-311(2+,+)G** basis set
with uncontracted core, as detailed below. For adenine, the basis set
was uncontracted on carbon or nitrogen atoms according to the
edge of interest, to slightly reduce the computational cost. Table S3
and Fig. S3 in the ESL{ compares the results at the C K-edge in
adenine obtained using the uncontracted core on both C and N, as
well as the Dunning basis sets aug-cc-pVIZ and aug-cc-pCVTZ on the
relevant edge atoms and aug-cc-pVDZ on the remaining atoms. We
note that Pople’s set has fewer basis functions compared to the two
combinations of Dunning’s sets; therefore, it affords a more favor-
able computational cost. In calculations of uracil, the basis set was
uncontracted on carbon, nitrogen, and oxygen atoms for all edges.

The (ground-state) XPS experimental data were taken from
ref. 48 for adenine and from ref. 49 for uracil. All experimental
spectra were digitized from the original references using
WebPlotDigitizer.”® The theoretical X-ray photoelectron spectra
were obtained by convolution of the computed ionization
energies and Dyson norms, as per eqn (14), with a Lorentzian
function (FWHM = 0.4 eV). The computed spectra were shifted
for the best alignment with the experimental spectra. No
experimental data are yet available for the TR-XPS.

The natural transition orbitals (NTOs) and Dyson orbitals
were visualized using MOLDEN.>"

4 Results and discussion
4.1 X-ray photoelectron spectra of adenine

Fig. 2 and 3 show the X-ray photoelectron spectra of adenine
computed at the carbon and nitrogen K-edges, respectively.
4.1.1 Carbon K-edge XPS. Fig. 2 shows the theoretical
(top panel) and the experimental®® (bottom panel) carbon
K-edge XPS spectra of adenine. The computed spectrum has
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Fig. 2 Adenine. Carbon K-edge fc-CVS-EOM-CCSD/6-311(2+,+)G**
(uncontracted on C) X-ray photoelectron (XPS) spectra obtained by con-
volution of the computed ionization energies and Dyson norms with a
Lorentzian function (FWHM = 0.4 eV). The uniform shift applied is given in
parenthesis in the legend. The shift was determined with respect to the
first experimental peak position, reported to be at 291.0 eV. The experi-
mental spectrum was digitized from ref. 48.
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Fig. 3 Adenine. Nitrogen K-edge fc-CVS-EOM-CCSD/6-311(2+,+)G**
(uncontracted on N) X-ray photoelectron spectra obtained by convolution
of the computed ionization energies and Dyson norms with a Lorentzian
function (FWHM = 0.4 eV). The rigid shift applied is indicated in parenthesis
in the legend. It was determined with respect to the first experimental peak
position, estimated to be at 404.4 eV. The experimental spectrum was
digitized from ref. 48.

been uniformly shifted by —0.5 eV to align it with the first
experimental peak at 291.0 eV. (With reference to the basis set
analysis in the ESIf (see Table S3 and Fig. S3), the two uncon-
tracted Pople sets yield the results nearly identical to each other
and to those obtained with the aug-cc-pVTZ/aug-pVDZ basis, and
with a slightly larger uniform shift compared to those obtained
with aug-cc-pCVTZ/aug-pVDZ.)

The experimental spectrum exhibits two main peaks that are
well reproduced by the theoretical spectrum. The analysis of
Dyson orbitals reveals that the first feature is due to the
ionization of one of the carbon atoms, whereas the second
band arises from the ionization of the four other carbon atoms.
The Dyson orbitals corresponding to the ionization of the
five carbon atoms are displayed in Table 1, along with the
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Table 1 Adenine. Carbon K-edge ionization energies (IE, eV) and Dyson
orbitals obtained at the fc-CVS-EOM-CCSD/6-311(2+,+)G** (uncontracted
on C) level of theory

View Article Online
Paper
Table 2 Adenine. Nitrogen K-edge ionization energies (IE, eV) and Dyson

orbitals obtained at the fc-CVS-EOM-CCSD/6-311(2+,+)G** (uncontracted
on N) level of theory

IE [| pPYeom | Dyson orbitals Exp.*® IE [| pPYsom | Dyson orbital Exp.*®
291.50 0.873 g\ 291.0 405.37 0.872 g\
292.94 0.875 g\ 405.55 0.870 g\ 404.4
293.11 0.877 gk 405.89 0.873 g\

/ \ 4 )

292.5

293.38 0.871 g\ 406.70 0.882 g\ 405.7

% “ \
293.76 0.876 g 407.71 0.878 g\ 406.7

ionization energies and pole strengths, and clearly reveal from
which atom the 1s electron is being ionized at each photon
energy. As expected for core-level states, the shapes of the
Dyson orbitals are close to the shapes of the canonical
Hartree-Fock orbitals and their norms are relatively uniform,
ranging between 0.7-0.8. Thus, in this example, the main
impact of electron correlation is on the ionization energies.
To illustrate the impact of electron correlation, Fig. S2 in the
ESL ¥ compares the C K-edge XPS spectra computed with
fc-EOM-IP-CCSD and within Hartree-Fock/Koopmans approxi-
mation. We note, in particular, the large difference in the
uniform shift required to align the computed spectra to match
the experiment: —0.5 eV for fc-CVS-EOM-CCSD versus —15.32 eV
for Hartree-Fock/Koopmans. Our assignments of the peaks in
XPS agrees with the assignment given in ref. 48 on the basis
of ADC calculations. Plekan and coworkers*® also reported a
theoretical spectrum computed at the ADC(4)/6-31G level of
theory. The two methods are in good agreement with each
other, however, the overall shift is smaller in the present study.
A slight difference, arising from the spanning of the peaks, is
the appearance of a shoulder on the high-energy part of the
second band, whereas the ADC spectrum shows a shoulder in
the low-energy part, and none can be seen in the experiment.
4.1.2 Nitrogen K-edge XPS. The simulated nitrogen K-edge
XPS spectrum of adenine, shown in Fig. 3, agrees well with the
experimental one, after aligning the two first peaks with a shift
of —0.9 eV. Although the absolute value of the shift is twice as
large as the shift for the carbon K-edge spectrum, the relative
value is about the same, i.e., roughly ~0.2% of the respective
ionization energy. One can identify three main bands; the first

This journal is © the Owner Societies 2020

one originates from the ionization of three different nitrogen
atoms resulting in the most intense one. The two other N
atoms, being farther in energy, give rise to two distinct peaks.
The Dyson orbitals and the tabulated data for these ionizations
are given in Table 2. Hence, the first band is due to the
ionization of the three 1s orbitals of the nitrogen atoms with
double bonds, whereas the second and third peak correspond
to the amino group and the remaining N respectively. As in the
case of C 1s ionizations, our assignment of the nitrogen edge
spectrum agrees with ref. 48.

4.2 TR-XPS: uracil

In the previous section we focused on ground-state XPS. How-
ever, XPS can, in principle, also be used to study excited states
by means of time-resolved experiments. In this section, we
illustrate this idea by calculating photoelectron spectra
obtained by ionizing core electrons of the two lowest excited
states of uracil. The excited-state dynamics in this system
has been investigated by several groups with a variety of
approaches.*”>® We consider two lowest valence excited states,
which are involved in photoinduced dynamics: the first nn*
dark state (labeled S;) and the first nn* bright state (labeled S,);
their respective NTOs are shown in Table 3. To compute Dyson
orbitals corresponding to ionization of excited states, one
needs to compute matrix elements between the initial excited
state (which can be described by EOM-EE using ground state
closed-shell reference) and the target ionized state. In the case
of valence ionization, i.e., removing an electron from n, =, or *,
the target ionized states can be described by EOM-IP-CCSD
from the same closed-shell reference as the excited states.

Phys. Chem. Chem. Phys., 2020, 22, 2693-2703 | 2697
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Table 3 Uracil. fc-EOMEE-CCSD/6-311(2+,+)G** (uncontracted) NTOs
of the first two valence excited states. NTO isosurface is 0.05

2

Excitation Hole OK Particle

S; (nom*) ’ 0.81

e

For example, ionization from n or n* yields ...(n)*(n)'(n*)°
electronic configuration, which corresponds to one-electron
ionization of the closed-shell reference.

However, in the case of core-level ionization, the resulting
target states correspond to shake-up excitations, i.e., states that
have doubly excited character (2-hole-1-particle) with respect to
the closed-shell reference. For example, removing a 1s electron
from S, yields (1s)"...(n)"(n*)" configuration. Consequently, the
description of these states at the EOM-CCSD level is poor
because triple excitations, which are essential for proper descrip-
tion of the correlation (and orbital relaxation), are absent in the
EOM-CCSD ansatz. Nevertheless, we computed these states with
EOM-CCSD, in order to assess its performance. The results
(shown in ESLf see Fig. S1 and Table S1) confirm that these
shake-up states appear too high in energy, are heavily mixed with
other configurations, and are, overall, very poorly described at the
CCSD level.

To circumvent this problem, we use the same strategy we
explored in connection with simulations of time-resolved X-ray
absorption (TR-XAS) of pyrazine.*? Specifically, we simulate
TR-XPS by carrying out fc-CVS-EOM-IP-CCSD calculations from
the high-spin reference state that has the same orbital occupa-
tion as the respective valence excited state (shown in Fig. 4).
The resulting target states have correct orbital occupation:
(1s)"...(n)*(n)"(n*)" and (1s)"...(r)'(n)*(n*)'. Their multiplici-
ties, however, are incorrect: ionization of the core electron
from the singlet excited state produces a doublet state, whereas

S, (mn¥)

LUMO+1 ____ LUMO+1 ____
LMo —@—— LMo —@——
HoMO —@—@— HOMO ——@—
HOMO-1 —@— HOMO-1 —@—@—

51 32

Fig. 4 Schematic representation of the frontier molecular orbitals of the
two lowest lying valence excited states of uracil S; and S,.
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Fig. 5 Uracil. C K-edge fc-CVS-EOM-CCSD/6-311(2+,+)G** (uncontracted)
X-ray photoelectron spectra of the ground state, first excited state (S;) and
second excited state (S;) corresponding to the ejection of either an o or a
electron, obtained by convolution of the computed ionization energies and
Dyson norms with a Lorentzian function (FWHM = 0.4 eV).

ionization of B electron from the oo triplet state produces a
quartet (removing o electron yields a spin-contaminated doublet).
The energy difference between the valence triplet and singlet
states of the same orbital occupation is large, however, since
the electronic configuration in the valence shell in the reference
triplet and the target quartet states is the same, we expect that this
energy difference will cancel out, yielding a reasonable estimate of
core ionization energies. Detailed configuration analysis of the
relevant electronic states is given in the Appendix: the analysis
suggests that the leading character of the Dyson orbitals should
be reproduced reasonably well by this procedure. Here we report
the results obtained by ionizing either an o or a § electron. In the
latter case, both the reference and the target states are spin
complete, hence, we expect a better error cancellation of the
triplet part in the valence shell for the ionization of f electron.
However, we consider both choices to be reasonable, leading to
qualitatively similar results.

Fig. 5-7 show the results at the carbon, nitrogen, and oxygen
K-edges, respectively. In particular, in the upper panels are the
spectra for the ground state at its optimized Franck-Condon
(FC) geometry, in the middle panels are those for the S; states
at both the FC (light color) and the S; optimized geometry (dark
color) corresponding to the ionization of either the o or P
electron as indicated on the left-hand side, and similarly
for S, in the lower panels. Each feature in the spectra has
its corresponding Dyson orbital assigned on top, these not
changing depending on the geometry used. The raw data are

This journal is © the Owner Societies 2020
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summarized in Tables 4-6 for ground, first, and second
excited state.

Table 4 Uracil. lonization energies (IE, eV) and squared norms of Dyson
orbitals for the ground state (So)

K edge IE [| pPYsom|? Exp.*°
Carbon 291.65 0.872 291.0
293.79 0.874 292.8
295.39 0.883 294.4
296.46 0.886 295.4
Nitrogen 407.58 0.880 406.5
408.06 0.881 406.9
Oxygen 539.06 0.879
539.24 0.881
B ;} A b‘ .
o = S (n*)
A B m— Si(sp) (NTT*)
’E, M
5| B
4 A B
L
2
@
: I
£
|l a Sy (m*)
B A m— Sp(sp) (MIT*)
JM
B A

413 412 411 410 409 408 407 406 405
Binding energy (eV)

Fig. 6 Uracil. N K-edge fc-CVS-EOM-CCSD/6-311(2+,+)G** (uncon-
tracted) X-ray photoelectron spectra of the ground state, first (S;, nn*)
and second (S,, n*) excited state corresponding to the ejection of either
an o or a B electron, obtained by convolution of the computed ionization
energies and Dyson norms with a Lorentzian function (FWHM = 0.4 eV).

4.2.1 Carbon K-edge. The carbon K-edge XPS spectrum of
uracil in the ground state (S,), shown in the upper panel of
Fig. 5, features four peaks of similar intensity. The two higher-
energy peaks correspond to the ionization of the carbonyls’ 1s
carbon orbitals. In the XPS spectra of S,, see the two lowest
panels of Fig. 5, the four peaks are squeezed and blue-shifted
relative to Sy, but each of them still corresponds to the ioniza-
tion from the same 1s¢ orbital as in S,. The trend can be
rationalized in terms of the stabilization of all core electrons in
the excited state due to reduced screening that results in higher
energy needed to ionize the core electron (see also Fig. 3).
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Fig. 7 Uracil. O K-edge fc-CVS-EOM-CCSD/6-311(2+,+)G** (uncon-
tracted) X-ray photoelectron spectra of the ground state, first excited state
(S1), and second excited state (S,) corresponding to the ejection of either an o
or a B electron, obtained by convolution of the computed ionization energies
and Dyson norms with a Lorentzian function (FWHM = 0.4 eV).

Similarly, the first two peaks in the XPS spectra of S; (second and
third panel in Fig. 5) correspond to the first two in the ground state,
apart from the blue shift. However, peak C is blue-shifted to a larger
extent than peak D, becoming the highest in energy. This differential
shift results in the two features (C and D), originating from the
ionization of the two carbonyl groups, coming closer. At the relaxed
geometry of S, they practically merge into a single peak of combined
higher intensity relative to the same peak in the S, spectrum.
The NTOs in Table 3 show that the change in electron density in

Table 5 Uracil. lonization energies (IE, eV) and squared norms of Dyson
orbitals for the first excited state (S;). The results are reported at the
Franck—Condon geometry (no label) and at state-specific zero-gradient,
stationary point (label sp) geometry

51 Si(sp)
IE H¢Dy50n”2 1E H¢DysonH2
K-Edge o B o B o B o B

293.63 293.51 0.875 0.876 293.83 293.77 0.877 0.877
295.49 295.47 0.877 0.877 295.95 295.89 0.872 0.869
298.00 297.99 0.895 0.895 298.04 298.04 0.896 0.896
298.51 298.61 0.884 0.883 298.24 298.31 0.879 0.878

Carbon

Nitrogen 409.41 409.38 0.883 0.884 409.63 409.58 0.881 0.881
410.26 410.12 0.888 0.889 410.32 410.24 0.889 0.890

540.66 540.65 0.887 0.887 540.65 540.64 0.887 0.888
547.02 545.93 0.882 0.896 546.83 545.59 0.880 0.894

Oxygen

Phys. Chem. Chem. Phys., 2020, 22, 2693-2703 | 2699



Published on 15 October 2019. Downloaded by University of Southern California on 2/5/2020 4:37:00 PM.

Paper

Table 6 Uracil. lonization energies (IE, eV) and squared norms of the
second excited state (S,). The results are reported at the Franck—Condon
geometry (no label) and at state-specific zero-gradient, stationary point
(label sp) geometry

S, SZ[sp)
IE H¢DysonH2 1E Hd)DyS(mHZ
K-Edge o B o B o B o B

295.39 294.83 0.873 0.875 295.74 295.10 0.868 0.871
295.92 296.08 0.868 0.872 296.62 296.74 0.868 0.870
297.28 297.49 0.883 0.888 297.31 297.64 0.877 0.884
298.24 298.42 0.889 0.893 298.24 298.32 0.890 0.892

Carbon

Nitrogen 409.24 409.27 0.883 0.884 409.39 409.41 0.883 0.884
411.20 410.68 0.878 0.879 410.92 410.57 0.876 0.878

541.56 541.36 0.884 0.885 541.13 541.07 0.880 0.882
541.58 541.39 0.885 0.885 542.15 541.76 0.892 0.897

Oxygen

S; is localized near the same carbonyl group; therefore, such a
change in the ionization energy is expected.

4.2.2 Nitrogen K-edge. The XPS spectra and Dyson orbitals
of the ground and excited states of uracil at the nitrogen K-edge
are shown in Fig. 6. At the first glance, the most significant
difference in the spectra of the valence excited states relative to
the ground state are blue shifts and larger splittings between the
peaks. However, the inspection of the Dyson orbitals reveals that
peaks A and B are swapped in the S; state with respect to the other
two states. This indicates that in the S; excited state there is a
larger stabilization of the core electron whose ionization gives rise
to peak A than of the electron responsible for peak B. The larger
splitting between peaks A and B in the S, spectrum indicates a
larger stabilization of the 1sy electron corresponding to peak B
relative to the 1sy electron corresponding to peak A.

4.2.3 Oxygen K-edge. Fig. 7 displays the XPS spectra of the
ground and excited states at the oxygen K-edge. In this case, there
are significant differences between the spectra of the three states.
In the ground state there is only one band, originating from the
ionization of the two 1s, that are very close in energy, in accordance
to their chemical similarities. The spectrum of the nn* state shows
that the two 1s, orbitals are no longer nearly degenerate - their
ionization energies now differ by more than 6 eV.

This is consistent with the observation that the S, state is
derived by excitation of the electron in the lone pair of oxygen A,
so it is quite localized. The reduced screening of this oxygen atom
leads to the increased Coulomb attraction of other electrons,
including the 1s core electron, resulting in lowering the respective
energies (increased IEs). In the S, state, on the other hand, we
observe (Table 3) changes of electron density on both oxygens,
with oxygen A slightly more de-shielded than oxygen B, which
results in larger stabilization of the core electron corresponding to
peak A relative to the electron corresponding to peak B.

5 Conclusions

We presented the implementation of the Dyson orbitals
within the recently developed fc-CVS-EOM-CCSD framework.
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The fc-EOM-IP-CCSD method enables calculations of core-
ionized states, providing a computational tool for modeling
XPS and TR-XPS. Dyson orbitals provide a rigorous extension of
molecular orbital theory to many-body wave functions; they can
be interpreted as correlated states of the ejected electron.
Qualitatively, Dyson orbitals can be used for spectral assign-
ments of the features in photoelectron spectra. Quantitatively,
they are necessary elements for computing photoelectron cross
sections (their norms provide a rough estimate of the intensities).
In contrast to valence ionization spectroscopy, the shapes of Dyson
orbitals corresponding to 1s core-ionized states appear to be very
similar to the respective canonical Hartree-Fock orbitals. However,
the differences between the Dyson orbitals and canonical Hartree—
Fock orbitals may be larger for L-edge and below, and also for
systems with extensive electronic degeneracies, where correlation
can mix the Hartree-Fock orbitals. The reported implementation
provides a basis for future work investigating these effects.

To illustrate the possible uses of the developed methodol-
ogy, we computed the XPS spectra of the ground state of
adenine, and of the ground and excited states of uracil. For
the latter the calculations reveal significant differences in the
computed core-level spectra, suggesting that excited-state
dynamics of uracil and similar molecules can be investigated
by UV-pump/XPS-probe. As of today, no time-resolved experi-
ments as the ones proposed in this study have been reported.**
We hope that our results will stimulate future experimental and
theoretical efforts in this direction.
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Appendix: configuration analysis of the
initial and target states in excited-state
ionization

We consider a 4-electrons-in-3-orbitals model to analyze a
possible impact of using high-spin triplet reference on Dyson
orbitals. Fig. 8 shows electronic configurations of the high-spin
triplet state and the M, = 0 singlet and triplet states. All three
wave functions have the same orbital occupation, representing
valence excited states. The lowest orbital represents the core
orbital, ¢.. Ionization of the core orbital can produce open-shell

4+~ + = 4+
S A i 2
S S S S
Ms=1 Ms=0 Ms=0
triplet triplet singlet

Fig. 8 Spin-adapted wave functions for 4-electrons-in-3-orbitals (only
configurations with positive spin projection are shown).
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Fig. 9 Spin-adapted wave functions for 3-electrons-in-3-orbitals in
which each orbital is singly occupied (only configurations with positive
spin projection are shown). Configurations (a and b) are quartets; config-
urations (c and d) are doublets. Reproduced with permission from ref. 59.

quartet and doublet states. The resulting spin-adapted 3-electrons-
in-3-orbitals wave functions are shown in Fig. 9 (the complete set of
configurations for 3-electrons-in-3-orbitals can be found, for exam-
ple, in ref. 59). Ionization of the triplet can produce the quartet and
doublets, whereas ionization of the singlet can only result in a
doublet. Further analysis of configurations in Fig. 9 makes it
evident that one-electron ionization of the triplets can produce
(a—c), whereas the ionization of the singlet can only yield (d). As
expected, the Dyson orbital in all cases equals ¢.. Thus, it is
reasonable to assume that the leading contributions to the Dyson
orbital for ionizing singlet and triplet excited states with the same
orbital occupation would be similar.

Let us now analyze whether our computational scheme of
calculating Dyson orbitals from a high-spin triplet state suffers
from spin contamination. Ionization of the p-electron from the
high-spin reference yields high-spin quartet, configuration (a)
from Fig. 9; in this calculation both the initial and the target
states are spin complete and the Dyson orbital equals ¢..
Ionization of a-electron yields the third configuration of quartet
(b) or the first configuration of doublet (c). It is obvious that the
target states would be spin-contaminated, as the two other
configurations present in (b) and (c) would be missing. This
spin-incompleteness may affect the energies of the target
states. However, the effect is likely to be small because of the
small exchange integral between the core and valence orbitals.
Most importantly, the spin-incompleteness of the target states
has no effect on the Dyson orbital, since the missing
configurations are connected to the initial state (a) by a three-
electron operator involving flipping the spin of the core electron.
In the model example with three orbitals, the resulting Dyson
orbital equals ¢, just as in the case of properly spin-adapted
states. Of course, in systems with more electrons, some spin-
contamination will likely be present, however, the leading
contributions to the Dyson orbital should be captured by this
scheme reasonably well. To estimate the numeric consequences
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of spin-incompleteness, one can compare the IEs and the square
norms of Dyson orbitals computed by ionizing o or B electrons
from the high-spin oo reference. The results in Tables 5 and 6
(and the corresponding figures) confirm that the differences in
IEs are relatively small. The differences in the norms of the Dyson
orbitals are in the third digit, which confirms that, as far as Dyson
orbitals are concerned, the calculations of ionized states using
high-spin triplet reference do not introduce gross errors due to the
lack of spin adaptation. Of course, spin-incompletness is unsa-
tisfactory from the formal point of view and it may pose numeric
problems in some particular cases. Therefore, further develop-
ment of theory is necessary to address this issue.
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