
PHYSICAL REVIEW A 101, 012336 (2020)

Integrating superfluids with superconducting qubit systems
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Superfluid helium’s low-loss dielectric properties, excellent thermal conductivity, and unique collective
excitations make it an attractive candidate to incorporate into superconducting qubit systems. We controllably
immerse a three-dimensional superconducting transmon qubit in superfluid 4He and measure the spectroscopic
and coherence properties of the system. We find that the cavity, the qubit, and their coupling are all modified
by the superfluid, which we analyze within the framework of circuit quantum electrodynamics. At temperatures
relevant to quantum computing experiments, the energy relaxation time of the qubit is not significantly changed
by the presence of the superfluid, while the pure dephasing time modestly increases, which we attribute to
improved thermalization of the microwave environment via the superfluid.
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I. INTRODUCTION

Extensive progress in Josephson-junction-based supercon-
ducting qubits has made them a viable platform for building
scalable quantum simulators and universal processors [1–3].
In particular, the circuit quantum electrodynamic (cQED)
architecture [4,5], wherein superconducting qubits are manip-
ulated and read out with a superconducting microwave res-
onator, has been successful for implementing complex qubit
control protocols and extending the coherence of quantum
information stored in superconducting circuits. Coherence
times �100μs are now routinely achieved in cQED exper-
iments utilizing three-dimensional (3D) resonators for both
the information stored in the qubit [6,7] and in the microwave
resonator itself [8–10].

As quantum devices based on superconducting qubits be-
come more sophisticated, challenges maintaining and ex-
tending the coherence required for useful applications have
arisen. For example, microwave crosstalk and frequency
crowding have been identified as limiting factors in cur-
rent intermediate-scale devices [11,12]. The high-quality mi-
crowave environment afforded by 3D microwave cavities has
been proposed as a way to mitigate these crosstalk issues [13];
however the 3D cQED architecture is relatively inflexible
in terms of frequency tuning. While superconducting quan-
tum interference device (SQUID) tunable transmons may be
employed to change the qubit frequency at the expense of
additional flux noise, current methods of modifying the cavity
frequency, such as with a tuning screw, greatly deteriorate
the electromagnetic quality [14]. Additionally, 3D cQED ex-
periments are known to suffer from poor thermalization of
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the microwave environment [15–17] and from spurious exci-
tations commonly associated with athermal superconducting
quasiparticle poisoning [18–21].

Given these considerations, controllably integrating super-
fluid helium into cQED experiments presents several potential
advantages. For example, helium might serve as a thermal-
izing fluid to facilitate the cooling of the qubit and/or its
environment. Helium immersion cells are already employed in
the study of two-dimensional electron systems in the quantum
Hall regime to more efficiently thermalize these systems
at milli-Kelvin temperatures [22,23]; however, similar tech-
niques have not been employed for superconducting qubit
systems. It has also been shown that superfluid helium may be
used to achieve several percent level changes in the resonant
frequency of 3Dmicrowave cavities [24], similar to those used
in cQED, without significantly impacting the resonator’s qual-
ity factor [24–26]. While this amount of resonator frequency
tuning is relatively small, as the number of superconducting
qubits in quantum devices continues to scale, novel methods
for fine frequency control could provide a potential benefit in
an ever-more-crowded frequency band [27].

In addition to superconducting device considerations, there
is also growing fundamental interest in studying the mechan-
ical motion of superfluid helium at the quantum limit. Recent
experiments and proposals have investigated the possibility
of using superfluid helium as a platform for optomechanical
experiments [24–26,28,29] or as a substrate for an electron
motional qubit [30–37], where details of the superfluid surface
mechanics are important to understanding the decoherence of
the proposed qubit. Additionally, rapid progress has recently
been made using superconducting qubits to coherently control
solid-state mechanical resonators at the several-phonon level
[38–41]. With these two classes of experiments in mind, it
is natural to ask whether superconducting qubits could be
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employed to study or manipulate the mechanical or collective
[42,43] excitations of quantum fluids. A prerequisite to any
such experiment would be the characterization of the fun-
damental properties of a superfluid cavity and qubit coupled
system, and a test to ensure that the presence of helium is not
deleterious to the coherence properties of the qubit.

In this manuscript, we report on experiments studying the
properties of a single-junction transmon [6,44] superconduct-
ing circuit inside of a 3D microwave cavity resonator that
can be controllably filled with superfluid 4He. We spectro-
scopically characterize the superfluid cavity/qubit system to
determine the effect of the modified dielectric constant on the
cavity, the qubit, and the coupling between the two. We also
measure the decoherence properties of the qubit immersed in
liquid helium. At the temperatures relevant to superconduct-
ing qubit experiments we find no significant degradation of the
coherence properties of the qubit and in fact observe a modest
decrease in the pure dephasing rate in the presence of helium.
We discuss these results in the context of possible relaxation
and dephasing mechanisms and how they might be affected
by the presence of the superfluid.

II. EXPERIMENTAL SETUP

The experiment consists of a single-junction transmon
circuit housed in a rectangular 3D aluminum microwave
cavity [see Fig. 1(a)]. The two halves of the cavity are
hermetically sealed with a conventional indium wire O-ring
typically used for making superfluid leak tight joints. The
external microwave coupling to the cavity is provided via two
hermetically sealed 50-� assemblies [see Fig. 1(b)]. These
assemblies consist of commercial hermetic GPO feedthroughs
[45] in which the room-temperature rubber O-ring has been
replaced with a cryogenic indium seal [35,46]. These GPO
feedthroughs are seated in custom brass flanges that are
themselves sealed to the body of the cavity with indium
O-rings. Coupling pins are soldered to the inner portion of
each assembly to provide microwave signals to the cavity.
The microwave ports are connected to standard filter and/or
amplifier chains used in cQED experiments (see Appendix A).

The cavity is thermally anchored to the mixing chamber
plate of a cryogen-free dilution refrigerator, and helium is
introduced via a hole on the top of the cavity that connects
to a stainless-steel fill capillary through a custom brass flange,
which is itself hermetically sealed to the cell with an indium
O-ring. This fill capillary extends the length of the cryo-
stat, and the helium is thermalized via copper sinter heat
exchangers positioned at the still plate, cold plate, and mixing
chamber of the dilution refrigerator. In this configuration, we
find that the lowest temperature of the dilution refrigerator is
not substantially changed from its nominal value of 10 mK
upon filling the 3D cavity with superfluid 4He.

III. CAVITY AND QUBIT SPECTROSCOPY

To characterize the effect of adding superfluid 4He, we first
perform continuous-wave spectroscopy of the cavity and qubit
coupled system, both when the cavity is empty and under
vacuum, and when it is filled with superfluid helium. Using
a vector network analyzer we characterize the cavity response

FIG. 1. (a) Picture of the hermetically sealed 3D superconduct-
ing microwave cavity. Visible are (1) the helium fill capillary and
flange and (2) the two microwave coupling ports. (b) Exploded
rendering of the custom microwave coupling assembly. The hermetic
GPO feedthrough (4) sits in a brass flange (3) and is sealed with an
indium O-ring in between both the feedthrough and the flange, and
the flange and the wall of the 3D cavity. A 50-� impedance-matched
copper pin (5) is soldered into a GPO “bullet” connector and extends
to the inner wall of the cavity, providing coupling to the TE101
fundamental mode of the cavity.

by measuring the microwave transmission (S21) through the
measurement circuit as a function of frequency. At high power
(∼ −80 dBm power injected into the cavity), the measured
response is Lorentzian and peaked at the classical cavity
fundamental frequency [47–49] fc = ωc/2π , shown as the
blue (dark gray) traces in Fig. 2(a). The change in the speed
of light caused by the presence of a dielectric of relatively
permittivity ε should shift the bare cavity frequency from
fc → fc/

√
ε. Indeed, we find that when helium is added to

the cavity, the fundamental frequency fc shifts from 6.934 80
to 6.753 95 GHz (see Table I), corresponding to an effective
cavity dielectric constant of ε = 1.054, which agrees well
with that of superfluid helium εHe = 1.057 [24,50]. We also
note that the quality factor of the microwave resonator is not
significantly affected by the presence of helium, consistent
with the findings in Refs. [24–26].

The hybrid cavity-qubit system is described by the general-
ized Jaynes-Cummings Hamiltonian (JCH), which takes into
account the higher excited states of the transmon circuit |i〉:

ĤJC = h̄ωcâ
†â+

∑
i

ωi|i〉〈i|+ h̄
∑
i

(gi,i+1|i〉〈i + 1|â†+H.c.).

(1)
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TABLE I. Spectroscopic parameters of the cavity-qubit system
both in the presence and absence of superfluid helium. ωc, δω, ω01,
and ω12 are measured values, while EJ , EC , and g01 are extracted by
solving the generalized Jaynes-Cummings Hamiltonian constrained
by measured spectroscopic parameters.

Value Empty (GHz) Full (GHz) Change (%)

ωc/2π 6.9348 6.7540 –2.62
δω/2π 0.00875 0.00913 4.32
ω01/2π 5.1914 5.1747 –0.32
ω12/2π 4.8834 4.8695 –0.28
EJ/h 13.887 13.895 0.06
EC/h 0.2710 0.2690 –0.82
g01/2π 0.1235 0.1201 –2.8

In Eq. (1), â† and â correspond to the microwave photon cre-
ation and annihilation operators, respectively. In the transmon
regime [44], the uncoupled qubit frequencies ωi are deter-
mined by the Josephson energy EJ , the charging energy EC ,
and the cavity-qubit couplings constants gi,i+1 ≈ g01

√
i + 1.

In this limit, Eq. (1) is therefore determined by EJ , EC , the
ground-to-first-excited-state vacuum Rabi splitting g01, and
the cavity frequency ωc.

In addition to shifting the cavity resonant frequency, the
presence of dielectric superfluid will also modify all of the
spectroscopic parameters of the coupled qubit-cavity system,
which we can characterize with the framework of cQED. At
low-input microwave power (∼−120 dBm, Fig. 2(a) red–
light gray traces) the cavity resonant frequency is shifted by
the presence of the transmon circuit in its ground state. In
the dispersive limit of cQED [44], |�| = |ωc − ω01| � g01,
where ω01 is the qubit ground-to-excited-state frequency, this
hybridization causes the cavity resonant frequency to shift by
an amount δω ≈ g201/�. We measure δω for both the empty
cavity and the cavity full of superfluid helium, with the results
reported in Table I.

We utilize two-tone spectroscopy [51] to directly measure
the excitation spectrum of the qubit and how it is modified
by the superfluid. We use a low-power tone (Fig. 2(b), right of
dashed line) to excite the qubit from ground |0〉 to first excited
state |1〉, and a higher power tone to excite a two-photon
transition from |0〉 to the second excited state |2〉 (Fig. 2(b),
left of dashed line). From these measurements, we extract
the |0〉 → |1〉 transition frequency ω01 and the |1〉 → |2〉
transition frequency ω12 for both the empty and full cavity
configurations and report these values in Table I.

To extract the values of EJ , EC , and g01 and how they
are modified by the dielectric superfluid, we diagonalize the
generalized JCH and fit the eigenvalues ω01, ω12, and δω to
the values obtained from our spectroscopy measurements for
the case when the 3D cavity is empty as well as when it is
filled with helium. The results are summarized in Table I.

The small change of EJ in the presence of helium is consis-
tent with variations in EJ that we observe between cooldowns
without helium present in the cavity. It has been reported
that these variations result from changes in the microscopic
charge configuration in the Josephson junction oxide barrier
[52,53]. Therefore our results are consistent with EJ being
unmodified by the presence of liquid helium. In contrast, we

FIG. 2. (a) Measured cavity transmission S21 as a function of
frequency when the cavity is empty (right) and full of superfluid
helium (left). Depending on the level of the applied microwave
power, we can measure both the cavity resonance dressed by
the qubit in its ground state (red–light gray, P ≈ −120 dBm) or
the bare cavity resonance (blue–dark gray, P ≈ −80 dBm). (b) Two-
tone spectroscopy of the qubit immersed in liquid helium (red–light
gray) and in vacuum (blue–dark gray), offset vertically for clarity.
Right of the dotted line, a low-power tone is applied to excite the
qubit (Pq ≈ −120 dBm) from its ground state |0〉 to its first excited
state |1〉, while to the left of the line a high-power (Pq ≈ −90 dBm)
tone is applied to induce a two-photon transition from |0〉 to |2〉. The
dips in the transmission correspond to qubit excitation frequencies
ω01 (right) and (ω01 + ω12)/2 (left).

find that the capacitive charging energy of the qubit decreases
by 0.82%. This reduction in EC agrees with the value of 0.78%
obtained from finite-element simulations of the system (see
Appendix B).

A shift in the vacuum Rabi coupling g01 is also induced by
the superfluid helium. Qualitatively, this shift results from a
change in the zero-point energy of the cavity and a spatial
redistribution of electric field lines within the cavity-qubit
system upon changing the dielectric constant from ε = 1 →
εHe = 1.057. Quantitatively, we write the vacuum Rabi cou-
pling in terms of the fluctuating zero-point voltage of the
microwave field in the 3D cavity [44] VZPF ,

g01 = 2eVZPFβ〈1|n̂|0〉, (2)

where n̂ is the Cooper-pair number operator, and β is a
parameter describing the efficiency of converting voltage
fluctuations in the cavity to voltage fluctuations across the
junction of the qubit [44]. We develop a simple model (see
Appendix B) describing how β depends on the dielectric
constant of the cavity. This model, when taken into account
with the dielectric-induced modifications in VZPF ∝ ε−3/4

and 〈1|n̂|0〉 ∝ E−1/4
C , yields a predicted shift in the vacuum

Rabi splitting �g01 = −3.2% in comparison with the mea-
sured shift of �g01 = −2.8% produced by the superfluid (see
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Table I), in good agreement given the relatively simple circuit
model employed in our analysis.

IV. QUBIT RELAXATION AND DECOHERENCE

Successful integration of qubits into quantum fluid experi-
ments or vice vera requires that the coherence properties of the
qubit do not degrade when immersed in superfluid helium. To
characterize these effects, we use standard pulsed techniques
to measure the energy (T1) and phase (T2) relaxation of the
qubit as a function of temperature. We plot the temperature
dependences of T1 [Fig. 3(a)] and T2 [Fig. 3(c), circles]
for the case when the cavity is empty (open symbols) and
when it is filled with helium (closed symbols). We repeatedly
measure T1 and T2 at each temperature for 5 h to average
over long-timescale fluctuations. (For a discussion of these
long-timescale fluctuations, see Appendix C). The data points
in Fig. 3 represent the average value of a set of repeated
measurements, while the error bars are the standard deviation
of each set. From these values of T1 and T2 we also calculate
the pure dephasing times Tφ = (1/T2 − 1/2T1)−1, which are
shown as triangle symbols in Fig. 3(c).

FIG. 3. (a) Qubit energy relaxation time T1, as a function of
temperature, for both the empty cavity and the cavity filled with
superfluid helium. We fit the data to theory (see Ref. [19]) for
quasiparticle limited T1, using only the superconducting gap of
aluminum and the nonequilibrium quasiparticle density xqp (solid
and dashed curves) to extract the change in quasiparticle density
above ∼60 mK when the cavity is filled with superfluid (see main
text for discussion). (b) Qubit frequency shift relative to its base
temperature value, (c) dephasing (T2) and pure dephasing (Tφ) times
of the qubit as a function of temperature, for both the empty and full
cavity configurations.

A. Qubit energy relaxation

At the lowest temperatures we find that T1 saturates at
roughly the same value (∼20 μs), both when the cavity is
empty and when it is full of superfluid helium. Whatever
mechanism is limiting T1 at the lowest temperature, we can
conclude that it is not significantly suppressed by the presence
of superfluid helium [54]. On the other hand, this result
also demonstrates that the superfluid does not introduce any
significant additional mechanisms for qubit energy relaxation
at the temperatures relevant to cQED.

The temperature dependence of T1 when the cavity is
not filled with helium [see Fig. 3(a)] may be understood as
arising from quasiparticles tunneling across the qubit junction
[18,19,21,55], limited by an athermal quasiparticle bath below
∼140 mK. However, when the cavity is filled with helium we
observe a qualitatively different temperature dependence: as
we increase the temperature above ∼60mK, we find a modest
reduction in T1 when the cavity is filled with superfluid. We
posit that this reduction in T1 could be associated with a
higher nonequilibrium quasiparticle density when the cavity
is filled with helium. It is known that quasiparticles may
travel long distances between superconducting islands on a
substrate via conversion into phonons [20]. It is possible
that at intermediate temperatures, phonons in the superfluid
helium may mediate the transfer of quasiparticles between
the superconducting qubit and the superconducting cavity. If
the cavity were to have a higher nonequilibrium quasiparticle
density, this additional coupling channel via the superfluid
could cause the quasiparticle density in the qubit and the asso-
ciated relaxation rate via quasiparticle poisoning to increase.
At lower temperatures this additional source of quasiparticles
would diminish as the Kapitza boundary resistance between
the helium and the cavity-qubit continues to increase [56,57].
This would lead to an increase in T1 with decreasing tempera-
ture that would ultimately be limited by the same source that
is limiting T1 in the case of the empty cavity.

Working within this hypothetical model, we partially fit,
down to ∼60 mK, the temperature-dependent T1 data for
the case when the cavity is full of helium to the theoretical
quasiparticle decay rate given in [19] [see solid curve in
Fig. 3(a)]. In this fit the only parameters are the normalized
nonequilibrium quasiparticle density xqp and the supercon-
ducting gap of aluminum �. We find � 
 160μeV, which
agrees well with the known bulk value for aluminum, and
that an increase in quasiparticle density of �xqp = 4 × 10−6

accounts for the observed difference in T1 above 60 mK when
the cavity is filled with superfluid.

If the helium is mediating the introduction of extra quasi-
particles into the qubit at intermediate temperatures, this
increased quasiparticle density should also cause a shift in
the resonant frequency of the qubit [19] relative to its zero-
temperature value. An increase in quasiparticle density of
�xqp ∼ 4 × 10−6 would produce a shift of �ω01 ≈ −14 kHz
in the qubit frequency. In Fig. 3(b) we plot the resonant
frequency of the qubit as a function of temperature and find
that the qubit frequency does in fact shift down appreciably
in this intermediate-temperature regime when the cavity is
filled with helium. While this data is consistent with our hy-
pothesis of an increased quasiparticle density at intermediate
temperatures, our current experiment cannot directly confirm
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this model of superfluid phonon-mediated quasiparticle cou-
pling between the qubit and the 3D cavity; however future
experiments employing a 3D copper cavity may be able to
do so.

Finally, while the temperature dependence of our T1 data
can be predominantly understood from the perspective of
athermal quasiparticle poisoning, there likely are other mech-
anisms affecting the qubit energy relaxation. In particular,
the presence of near-resonant two-level system (TLS) defects
[58–60] can be a potential source of decreased T1. We discuss
the role of two-level systems in the long-timescale fluctuations
we observe in T1 in Appendix C.

B. Qubit dephasing

In contrast to the energy relaxation of the qubit, we find
that above 60mK the pure dephasing time Tφ is the same both
when the 3D cavity is empty and when it is full of superfluid.
Upon cooling below ∼60 mK, we find that the dephasing
time modestly improves in the presence of helium, indicating
that qubit dephasing and energy relaxation are dominated by
different mechanisms. Experiments similar to ours are known
to be plagued by thermal photon occupations well above the
nominal temperature of the mixing chamber of the dilution
refrigerator [15–17,61], and fluctuations in the cavity photon
number have been identified as a major limitation to the phase
coherence of transmon qubits [16,17,62]. Additionally, in
these previous experiments (see particularly Refs. [15,16,62])
the temperature dependence of the dephasing rate is qualita-
tively similar to that which we observe in our measurements,
both with and without helium. In what follows we discuss our
observation of an increased dephasing time when the cavity
is filled with superfluid in the context of its possible effect
on the thermal photon population of the 3D cavity, and in
Appendix C we discuss the role of other possible dephasing
mechanisms.

It is known that many components in the microwave cir-
cuit are inefficiently thermalized, and it has been suggested
that dissipative components such as attenuators may heat the
microwave environment within the cavity to temperatures
well above the dilution refrigerator temperature [15,17]. It
is possible that the superfluid helium is serving to better
thermalize the microwave environment within the cavity in
our experiment. For example, the helium could be opening
an additional channel to cool the microwave circuitry via
the central pins of microwave coupling lines or by directly
cooling the 3D cavity walls. The modest improvement we
observe in qubit dephasing when our cavity is filled with
superfluid would correspond to a relatively minor reduction
in the thermal photon number in the cavity. For dephasing
arising from residual thermal photons in the cavity, in the limit
κ � χ where κ is the cavity linewidth and χ is the shift in
the qubit frequency per cavity photon, we can express the
dephasing rate as �φ = n̄thκχ2/(κ2 + χ2) [17,63], where
n̄th is the thermal population of photons in the cavity. Using
this expression we can estimate the temperature of the photon
bath Tph ∼ 80 mK for the empty cavity and Tph ∼ 70 mK
for the superfluid filled cavity. Finally, we note that these
results are reproducible over multiple cooldown cycles of the
cryostat.

FIG. 4. Residual population of the qubit excited state |1〉 as a
function of temperature for both the empty and superfluid-filled
cavity configurations. Also plotted is the theoretical Maxwell-
Boltzmann (MB) distribution, calculated using the energy levels
obtained from spectroscopy. The presence of helium in the cavity
has no significant effect on the |1〉 population, and the data fit
the expected population well with no adjustable parameters. Inset:
expanded view of boxed region. The |1〉 population for the qubit
saturates at roughly the same value, both when the cavity is full of
superfluid and when it is empty.

C. Residual excited-state population

To further investigate possible thermalizing effects pro-
duced by the superfluid helium, we have directly measured
the residual qubit excited-state population using a method de-
veloped in Refs. [55,64]. The measured population is plotted
as a function of temperature in Fig. 4, along with the expected
population calculated from aMaxwell-Boltzmann distribution
with a partition function truncated beyond the 3rd excited
state of the qubit. As shown in Fig. 4, the data are in good
agreement with the theoretical population calculated with no
adjustable parameters. Apparently, the superfluid helium has
no significant effect on the residual excited-state population
of the qubit, which saturates at 0.5%–1% at the lowest tem-
perature in both the empty and full cavity configurations.
This is consistent with the known difficulty of effectively
cooling 4He in the low-milli-Kelvin temperature range due
to the Kapitza thermal boundary resistance [26,56] between
superfluid helium and solid materials. Additionally, recent
experiments attribute the majority of the residual excited-
state population to athermal quasiparticle poisoning [21]. The
saturation of the qubit excited state at roughly the same value
independent of the presence of superfluid helium is therefore
also consistent with our measurements of T1 (which we find to
also saturate at roughly the same value), being mainly limited
by athermal quasiparticles at low temperatures.

V. CONCLUSION

In conclusion, we have measured the effects of superfluid
helium on the spectroscopic and coherence properties of a
single-junction superconducting transmon qubit housed in a
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hermetically sealed 3D aluminum cavity that serves as an
immersion cell. Within the framework of cQED, our exper-
iments confirm that superfluid helium can be used to produce
fine-tuning of the cavity frequency in situwithout significantly
degrading its quality factor. We observe no seriously dele-
terious effects on the qubit coherence at the low operating
temperatures of superconducting qubit experiments and even
modest improvement in qubit dephasing in the presence of
the superfluid. These result show that quantum fluids are a
potential tool for investigating coherence in ever increasingly
higher quality superconducting qubit systems. In this vein,
a possible extension of this work would be exploring the
properties of a transmon qubit immersed in liquid 3He, which
is known [56,57] to thermalize to lower temperatures than
4He. Performing these experiments in a copper 3D cavity
would further assist in the overall thermalization of the system
and also allow for a frequency-tunable qubit that could be used
to study the local spectral distribution of two level systems
coupled to the transmon (similar to Ref. [65]).

From a different perspective, combined superfluid and
qubit systems could play a role in investigating fundamental
aspects of quantum fluids. Since our results demonstrate that
superfluid helium does not significantly degrade the quality
of the qubit or the 3D cavity, it is possible to imagine new
experiments utilizing cQED to this end. Future devices could
be modified to couple the qubit to specific mechanical modes
of the superfluid contained in the cavity. For example, increas-
ing the surface participation ratio of the qubit and covering it
with a thin superfluid film via capillary action could allow for
new qubit-assisted experiments to investigate excitations of
the superfluid surface such as third sound [66,67] or ripplons
[68,69].
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APPENDIX A: EXPERIMENTAL SETUP

The qubit is housed in a hermetically sealed 3D microwave
cavity [see Fig. 5 blue (inner) box (and photograph in Fig. 1
of main text)]. Helium is introduced into the cavity from room
temperature through a liquid-nitrogen-cooled cold trap to
prevent impurities solidifying in the fill capillary and causing
a blockage. The capillary line is a 1/16” diameter stainless-
steel capillary everywhere except between the cold plate and
mixing chamber plate, where a 0.017” CuNi capillary is
used to minimize heat flow between these two plates by a
superfluid film within the capillary. The incoming helium is

FIG. 5. Schematic diagram of the experimental setup.

thermalized at five points: twice by mechanically clamping
the fill capillary to the 50- and 4-K plates of the cryostat, and
by passing the helium through a copper sinter heat exchanger
at the still plate (800 mK), cold plate (100 mK), and mixing
chamber plate (MXC).

The hermetically sealed 3D cavity (blue, inner) is placed
inside a light tight Cooper box (brown, middle) and cryogenic
magnetic shielding (gray, outer). The hermetic microwave
assemblies are attached to a standard circuit cQED setup,
consisting of distributed attenuators and circulators on the
input and output lines, respectively. For continuous-wave
(cw) measurements, the output signal is diverted to a vector
network analyzer (VNA), while for time-resolved (TR) mea-
surements the output is demodulated by an IQ mixer and sent
to an analog-to-digital converter (ADC) for acquisition.
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FIG. 6. Circuit model for a 3D transmon circuit (red and gray)
coupled to a linear cavity (black).

APPENDIX B: DIELECTRIC DEPENDENCE OF THE
VACUUM RABI COUPLING

We develop a simple model to capture the change of the
vacuum Rabi coupling g01 as a function of the dielectric
constant of the environment surrounding the qubit (see Fig. 6).
The vacuum Rabi coupling of |0〉 to |1〉 may be written
[44] as

g01 = 2eVZPFβ〈1|n̂|0〉, (B1)

where VZPF is the magnitude of the zero-point fluctuations
of the voltage in the cavity, e is the electron charge, β is
a parameter that describes the efficiency with which voltage
in the cavity builds up across the Josephson junction, and n̂
is the Cooper-pair excitation number operator. We model the
cavity as a simple LC oscillator, which allows us to write the
zero-point fluctuations of the voltage in the cavity as [70]

VZPF = ωc

√
h̄Zc
2

, (B2)

where ωc = 1/
√
LcCc is the resonant frequency, and Zc =√

Lc/Cc is the impedance of the oscillator. Uniformly filling
the cavity with a dielectric will shift the cavity capacitance
fromCc to εCc, and from Eq. (2) one finds that

VZPF ∝ ε−3/4. (B3)

To understand the functional dependences of β for our
experiment, we model the qubit as a parallel capacitance [71]
Cq and nonlinear Josephson inductor Lq coupled to the cavity
via capacitance Cg (see Fig. 2). We assume the system is
symmetric and that both of the antenna paddles of the qubit
are identical and have the same capacitanceCg to the 3D cavity
walls. β is then given by the voltage that builds up across Cq

when a voltage V exists across the entire circuit,

β = C2
g

C2
g + 2CqCg

. (B4)

In the case of uniform dielectric filling, the capacitances
will all scale uniformly and β will be unchanged from its
vacuum value. We note, however, that the presence of the
silicon chip and the intrinsic Josephson junction capacitance
will cause Cg and Cq to scale differently as a function of
dielectric constant of the cavity medium. We perform finite-
element simulations using COMSOL to determine how these
capacitances change in the presence of helium. We find that
�Cq = 0.78% upon filling the cavity with helium, which

agrees very well with the measured shift of 0.82% extracted
from the change in the charging energy EC , and that �Cg =
1.65%.

We finally note that the transmon excitation number tran-
sition matrix element is proportional to the zero-point charge
fluctuations of the qubit, which in the nearly harmonic oscil-
lator regime of the transmon circuit may be written as

|〈 j + 1|n̂| j〉| ≈
√

j + 1

2

(
EJ

8EC

)1/4

∝ E−1/4
C ∝ C1/4

q . (B5)

We use the simulated shift in Cq to calculate the expected
change of the charge number matrix element. Combining the
shift in the matrix element with the predicted shifts in VZPF
and β, we arrive at a predicted shift in the vacuum Rabi
coupling induced by the superfluid in the cavity,

�g01 = −3.2%, (B6)

which is in good agreement with our measured value
of −2.8%.

APPENDIX C: QUBIT COHERENCE MEASUREMENTS

To measure the qubit energy relaxation rate T1, we use
a standard measurement scheme consisting of a π pulse
at the ω01 transition followed by a variable delay τ , after
which we projectively measure the state of the qubit [49]
[see inset of Fig. 7(a)]. We repeat this measurement while
varying τ and fit the data to a decaying exponential function
to extract T1 (see Fig. 7). We use a similar free induction
decay measurement to extract T2, applying first a π/2 pulse
detuned from ω01 by ∼300 kHz followed by variable delay τ

before the application of a second π/2 pulse and measurement
of the qubit state [inset of Fig. 7(b)]. We fit the resulting
data to a sinusoid superimposed on a decaying exponential
function and extract the qubit-drive detuning |ωdrive − ω01|
(and subsequently ω01) from the frequency of the sinusoidal
fit and T2 from the exponentially decaying envelope. Addi-
tionally, we conducted preliminary echo experiments for both
the empty and superfluid-filled cavity configurations at the
lowest temperature and found that the spin-echo time was not
significantly different than the Ramsey decay time.

To account for long-timescale fluctuations of the qubit
decoherence, we repeat the measurements of both T1 and
T2 over a span of 5 h. In Figs. 7(c) and 7(d) we plot the
energy relaxation time T1, the pure dephasing time Tφ , and
|ωdrive − ω01| as a function of time for the empty (c) and
superfluid-filled (d) cavity configurations at the lowest tem-
perature of the dilution refrigerator (10 mK). As the coherence
times of superconducting qubits are routinely observed to
fluctuate significantly over the span of several hours [see
Figs. 7(e) and 7(f)], in Fig. 3 of the main text we report the
average and standard deviation of one such set of coherence
measurements.

1. Discussion of long-timescale fluctuations in qubit properties

We observe discrete abrupt changes (“jumps”) in the qubit
frequency ω01 of the order 25–50 kHz that occur over ∼hour
timescales similar to those reported in other cQED experi-
ments. We commonly observe [see Fig. 7(c)] that ω01 will
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FIG. 7. (a) Representative measurement of the qubit energy relaxation time T1 inset with a schematic of the corresponding pulse sequence.
We measure the probability P(1) of finding the qubit in the excited state |1〉 after a variable delay time τ after exciting it and fit the data
to an exponential function to extract the decay time T1. (b) A representative free induction decay measurement, which is fit to a sinusoid
superimposed on a decaying exponential function. From this fit we extract the dephasing time T2 and the drive and qubit detuning |ωdrive − ω01|.
We interleave a single run of each measurement described in (a) and (b), and then repeat this for ∼150 s to get a single data set to fit to. We
repeat this process for 5 h to gather statistics on long-timescale fluctuations. (c) A representative measurement of T1, Tφ = (1/T2 − 1/2T1)−1

and |ωdrive − ω01| for the empty cavity at T 
 10mK. (d) A similar measurement run at the same temperature but for the cavity filled with
helium. Note the difference in scale between right axes of (c) and (d). (e) A histogram of the values of T1 and Tφ plotted in (d). The average
and standard deviations of these datasets are what is reported in Fig. 3 of the main text. (f) A histogram of the values of �ω01 recorded in (d).
To measure the frequency shift as a function of temperature, we reject data measured during a discrete “jump” (light) and average over only
data in “steady-state” values of ω01 (dark).

jump from some steady-state value, stay at the new value for
minutes to hours, and then return to the original steady-state
value. Discrete changes such as these are commonly attributed
to critical current noise in the Josephson junction [6]. Impor-
tantly, we can rule out shifts in the quasiparticle density as the
origin of these jumps in ω01, as they would be accompanied
by an associated shift in the qubit relaxation rate �1 = 1/T1 of
order 25–12 μs−1 [19], which we do not observe. Therefore,
to extract the temperature-dependent quasiparticle-induced
shift in ω01 shown in Fig. 3(b) of the main text, we employ
a clustering algorithm to bin the measurements of ω01 around
the steady-state frequency and reject measurements that occur
during a discrete change in the qubit frequency. Figure 7(f)
shows an example of this for the data trace in Fig. 7(d): the
central (dark) data are accepted while the outlying (light) data
that was recorded during a discrete jump in ω01 is rejected.

In addition, we also observe significant long-timescale
fluctuations of the decay and decoherence times T1 and Tφ

which are not associated with changes we observe in ω01.
Several recent studies [58–60,65] have attributed the long-
timescale fluctuations in T1 to two level systems (TLSs) in
proximity to the qubit both spectrally and in real space. As

these TLSs fluctuate in frequency, they potentially provide a
time-varying density of states into which the qubit can lose
energy. In Fig. 8 we plot the standard deviation σT 1 (σTφ ) of
each set of T1 (Tφ) measurements as a function of temperature
and see that, generally, at lower temperatures the magnitude of
the fluctuations is increased when the cavity is full of helium.
These results indicate that unsaturated TLS fluctuators could
be playing a role in qubit decoherence at the lowest temper-
atures of our experiment when the cavity is full of helium.
However, further experiments optimized for spectral [59,60]
or time domain [65] analysis of these fluctuations would be
needed to confirm the roll that liquid helium has on TLS
thermalization and fluctuation.

2. Discussion of possible additional
qubit-dephasing mechanisms

In addition to qubit dephasing produced by a fluctuating
cavity photon number, several dephasing mechanisms are
known to be important to superconducting qubits. Single-
junction transmon qubits, like ours, are known to be insen-
sitive to both charge and flux noise [62], and the dephasing
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FIG. 8. (a) Standard deviation of the measured datasets of T1 and
Tφ for both empty and full cavities. (b) Normalized covariance of the
sets of measured T1 and Tφ .

caused by quasiparticle poisoning is predicted to be negligible
compared to the relaxation induced by quasiparticles (i.e.,
�φ,qp � �1,qp/2 [72]). Another possible source of dephasing
is from TLSs nearly resonant with the qubit: as these TLSs

undergo spectral diffusion, the associated dispersive shifts
will also fluctuate, leading to qubit dephasing. Fluctuations
of near-resonant TLSs can also create a fluctuating density of
states into which the qubit can decay. If TLSs are a dominant
source of both transverse and longitudinal noise, we should
expect some correlation between the fluctuations in T1 and Tφ .

We plot the normalized covariance of T1 and Tφ , ρT1,Tφ
=

(〈T1Tφ〉 − 〈T1〉〈Tφ〉)/(σT1σTφ
), where ρT1,Tφ

= 1 corresponds
to perfectly correlated values of T1 and Tφ , and ρT1,Tφ

= 0
corresponds to T1 and Tφ being completely uncorrelated. We
find that when the cavity is empty there is little correlation
between T1 and Tφ , and that this is broadly true also for
the case when the cavity is filled with helium. There are,
however, several measurement sets when the cavity is full
of superfluid helium where ρT1,Tφ

≈ 0.8, indicating strong
correlation between T1 and Tφ during these measurements.
However, the more pronounced systematic increase in Tφ

when the qubit is immersed in helium, taken along with the
fact that the correlation between T1 and Tφ does not show any
clear systematic temperature dependence, indicates that, while
perhaps not a dominant mechanism, TLSs could be playing a
relatively larger role in the qubit energy decay and dephasing
in the presence of superfluid helium for at least a subset of the
measurements.
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