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Abstract

We consider the problem of optimizing heat transport through an incompress-
ible fluid layer. Modeling passive scalar transport by advection-diffusion, we
maximize the mean rate of total transport by a divergence-free velocity field.
Subject to various boundary conditions and intensity constraints, we prove that
the maximal rate of transport scales linearly in the r.m.s. kinetic energy and, up
to possible logarithmic corrections, as the one-third power of the mean enstro-
phy in the advective regime. This makes rigorous a previous prediction on the
near optimality of convection rolls for energy-constrained transport. On the other
hand, optimal designs for enstrophy-constrained transport are significantly more
difficult to describe: we introduce a “branching” flow design with an unbounded
number of degrees of freedom and prove it achieves nearly optimal transport.
The main technical tool behind these results is a variational principle for evalu-
ating the transport of candidate designs. The principle admits dual formulations
for bounding transport from above and below. While the upper bound is closely
related to the “background method,” the lower bound reveals a connection be-
tween the optimal design problems considered herein and other apparently re-
lated model problems from mathematical materials science. These connections
serve to motivate designs. © 2019 Wiley Periodicals, Inc.
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1 Introduction

1.1 The Wall-to-Wall Optimal Transport Problem

This paper concerns a class of optimal design problems from fluid dynamics
that asks to maximize the overall transport of heat through an incompressible
fluid layer. Passive scalar transport by an incompressible fluid is governed by the
advection-diffusion equation

(1.1 3T +u-VT = kAT

where T'(x,t) is the scalar field undergoing transport, referred to as temperature
throughout, u(x, ¢) is the velocity vector field of the fluid, and « is the coefficient
of molecular diffusivity. In general, the velocity field u and temperature 7" may
depend on both space x = (x, y, z) and time ¢. Due to incompressibility, u must
remain divergence-free. Thinking of u as being in our control, we set ourselves the
task of choosing it to maximize the overall transport of heat determined by (1.1).

This is a rich class of optimal design problems and we are interested in the
dependence of any solutions, i.e., optimal designs, on various constraints that may
be imposed. We discuss specific constraints for the velocities later on, but let us
handle the temperature field first. Supposing the fluid is contained between two
impenetrable parallel planar walls at a distance /&, we fix the temperature at the
walls by imposing the constant Dirichlet boundary conditions

(1.2) T|Z=0 = Thot and T|z=h = Tcold-

If the velocity field u is regular enough—eventually our constraints on it will en-
sure this—the advection-diffusion equation (1.1) admits a unique solution 7" satis-
fying (1.2) for every essentially bounded initial temperature field T |;=¢o = To(X).
We see, therefore, that the overall heat transport specified by (1.1) should depend
in general on u and 7. However, as the partial differential equation (PDE) (1.1)
is dissipative, any dependence on the initial temperature Ty is eventually lost as
t — 00, and the resulting heat transport can be thought of as being set by u alone.

In this paper, we study the optimal design of wall-to-wall heat transport in the
long-time limit, subject to various boundary conditions and intensity constraints on
the velocity field u. To simplify matters, we consider all fields to be periodic in the
wall-parallel variables x and y with periods /, and /,.. That is, we take x to belong
to the domain @ = T2, x [0, ], identifying T, with [0, /] x [0, ;] in the usual
way. We turn now to discuss the precise measure of overall heat transport that will
be optimized throughout.

Finite-Time Wall-to-Wall Optimal Transport
According to the advection-diffusion equation (1.1) and the boundary conditions
(1.2), the vertically averaged rate of heat transport per unit area up to time ¢t = t is
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given by

1 1

T
Je=— //f(-(uT—KVT)dxdt

T
K T
= —(Thot — Tcod) + f ][ wT dx dt.

h 0Ja

Here,u = ui + vi + wk and f denotes an average over the integration domain.
We are interested in determining those velocity fields that maximize the overall
heat transport J;. Of course, unless u is suitably constrained, the optimal transport
sup J; will be infinitely large. It is natural to prescribe the overall magnitude of u,
and to enforce suitable boundary conditions at the walls d<2. The resulting optimal
design problems take the form

(1.3) sup Jr
u(x,t)
lul|=U

+b.c.

where the parameter U sets the advective intensity of the admissible velocity fields.
We consider two classes of admissible velocity fields, which we refer to as being
“energy-" or “enstrophy-constrained.” In the energy-constrained class, we take

T
||u||2=f][ jul? dx di
0J/Q

in (1.3) so that the constraint ||u| = U sets the average kinetic energy available
for advection. As for boundary conditions, the no-penetration ones

wlpe =0

are well-suited to this class. We call the problem that results the finite-time energy-
constrained wall-to-wall optimal transport problem. The finite-time enstrophy-
constrained! problem arises from taking

T
||u||2=h2][][ |Vu|? dx dt
0JQ

and enforcing the no-slip boundary conditions
ulpe =0

in (1.3). The essential results of this paper hold as well for the stress-free boundary
conditions
wlpe =0 and  dzulpe = dzv|se =0,

although our focus is mostly on the no-slip ones.

! For various boundary conditions, including the ones considered here, the mean square rate of
: 2 2
strain ||Vu||L2(Q) and enstrophy ||V x u”L2(Q) are the same.
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Infinite-Time Wall-to-Wall Optimal Transport

Having introduced the finite-time energy- and enstrophy-constrained wall-to-
wall optimal transport problems, we turn to discussing their infinite-time ana-
logues, which are the focus of this paper.

Let (-) denote the (limit superior) space and long-time average

(f) = limsup rf f(x,1)dx dt.
0Jo

T—>00

As an integration by parts shows, the space and long-time averaged heat transport
determined by (1.1) satisfies
limsup J; = «(|VT|?).
T—>00
Note this depends on u but not on the initial temperature 7j so long as it is bounded.
In direct analogy with the finite-time optimal transport problems, we define the
infinite-time energy-constrained wall-to-wall optimal transport problem by

(1.4) sup  k(|[VT|?)
u(x,?)
(lu?)=U2
w|pe=0

and the infinite-time enstrophy-constrained problem by

(1.5) sup  k(|VT|?).
u(x,?)
(IVup)=C3

ulzo=0

It is these infinite-time optimal design problems that we study in the remainder of
this paper. As we never return to the finite-time problems, we discontinue the use
of the distinguishing phrases from now on.

A word is in order regarding the sense in which we consider (1.4) and (1.5)
to be solved. We do not claim that there must exist maximizers for either prob-
lem. Although this certainly merits investigation, and is related to questions of
I"'-convergence [4] of the finite-time problems to the infinite-time ones, we choose
in this paper to focus instead on the maximum value of transport, which is always
well-defined. To the maximum value is associated maximizing sequences, i.e., near
optimizers that we may seek to describe. Even in the steady versions of (1.4) and
(1.5)—where all fields are assumed to be independent of time and optimal designs
are guaranteed to exist—determining the maximal transport is a nontrivial task.

The energy- and enstrophy-constrained wall-to-wall optimal transport problems
(1.4) and (1.5) were introduced in [19] and studied further in [27,39] by a com-
bination of asymptotic and numerical methods. Similar methods have since been
applied to study other related optimal transport problems [1,25,28]. A key question
left unresolved by these works is whether the local maximizers constructed therein
actually achieve heat transport comparable to that of global optimizers.
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In this paper, we present a new mathematically rigorous approach to answering
this question. Our methods do not rely on the use of Euler-Lagrange equations; as
these are nonconcave maximization problems with many local maximizers, critical
point conditions do not suffice to identify global optimizers. Rather, our starting
point is a new variational formula for evaluating wall-to-wall heat transport, which
is useful both for proving a priori upper bounds on optimal transport as well as
lower bounds on the transport of candidate designs. For the energy-constrained
problem, we prove that the convection roll designs from [19] achieve globally op-
timal heat transport up to a universal prefactor in the advection-dominated regime.
For the enstrophy-constrained problem, we construct a new class of “branching”
designs featuring a large and potentially unbounded number of degrees of free-
dom. A well-chosen branching design achieves optimal transport up to possible
logarithmic corrections.

The wall-to-wall optimal transport problem is naturally related to the study of
transport in turbulent fluids. One consequence of our results is a proof that any
flows arising in Rayleigh’s original two-dimensional model of buoyancy-driven
convection between stress-free walls [36] must achieve significantly suboptimal
rates of heat transport in the large Rayleigh number regime Ra >> 1. Indeed, while
our results imply the existence of incompressible flows achieving transport con-
sistent with the proposed “ultimate scaling” law Nu ~ Ral/2 (up to logarithmic
corrections), such transport is impossible in Rayleigh’s original model [44]. In
fact, our analysis leads us to wonder whether such logarithmic corrections to scal-
ing should always hold, independent of dimension or boundary conditions. Behind
these claims is a more or less explicit connection between the fluid dynamical op-
timal design problems considered herein and other apparently related model prob-
lems from the study of “energy-driven pattern formation” in materials science [23].
We discuss these considerations in detail at the end. A preliminary version of our
methods and results was announced in [40].

1.2 Main Results and Methods

Nondimensionalization

We are concerned with the dependence of energy- and enstrophy-constrained
wall-to-wall optimal transport (1.4) and (1.5) in their parameters. We make use of
two standard nondimensional quantities. The Peclét number

_ Uh
_K

Pe

is a dimensionless measure of the intensity of advection relative to that of diffusion.
Transport by (1.1) is dominated by advection when Pe > 1 and by diffusion when
Pe « 1. The Nusselt number Nu is a dimensionless measure of the enhancement
of heat transport by convection over that of pure conduction. In the fluid layer
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geometry,
K(IVT?) ok

Nu(u) = — 5 = - -
h_z(Thot — Teold) K Thot — Teold

(wT).

Note this does not depend on the initial temperature 7Typ.
Such nondimensionalization reduces the number of free parameters in (1.4) and
(1.5) to three: the dimensionless group Pe and the aspect ratios of the domain %‘

and %y That is, it suffices to take
h=K=Th0t=1 and Tc01d=0
and study the dependence of the resulting nondimensionalized optimal transport

problems
sup  Nu(u) and sup  Nu(u)

u(x,t) u(x,t)
(lu|?)=pe? (IVu|?)=Pe?
wlpe=0 ulze=0

on Pe, [y, and /. Henceforth, we understand the Nusselt number to be given by
(1.6) Nu(u) = ([VT)?) =1 + (wT)
where T is determined from u by solving the advection-diffusion equation
.7 ;T +u-VT = AT
with Dirichlet boundary conditions

Tl;=o=1 and T|;=1 =0

and any essentially bounded initial data 7'|;—¢9 = Tp (the choice of which is im-
material to our results). The domain Q = Tfy x I, where T)%y is identified with
[0, Ix] x [0,1y] and I; = [0, 1]. As always, u is understood to be divergence-free.

Summary of Main Results

Our results concern the asymptotic dependence of optimal transport in the ad-
vective regime Pe >> 1. Concerning energy-constrained transport, we find that
the maximal transport rate scales linearly in the r.m.s. kinetic energy as Pe — oo.
More precisely, we prove the following result:

THEOREM 1.1. There exist positive constants C and C' so that

1
CPe < sup Nu(u) < —-Pe
u(x,?) 2
(lu|?)=Pe?
wlpe=0
for all Pe > C’. The constant C is independent of all parameters and C' depends
only on the aspect ratios of the domain.
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As noted in [19], the a priori upper bound Nu < Pe can be proved by a quick
application of the maximum principle and the Cauchy-Schwarz inequality. On
the other hand, to prove the lower bound one must construct a certain family of
admissible velocity fields {upe} and prove that their Nusselt numbers scale linearly
in Pe in the advective regime. Such a construction was described using methods
of matched asymptotic analysis in [19] (albeit with no attempt to control the errors
in the ensuing estimates). Our construction is inspired by that one: we consider a
convection roll system as in Figure 1.1a and choose the number of rolls to scale
optimally in Pe. Our approach to evaluating Nu allows us to rigorously justify the
predictions from [19] regarding the (near) optimality of such flows.

The enstrophy-constrained problem turns out to be much more difficult to re-
solve. We prove that the maximal enstrophy-constrained transport rate scales, up
to possible logarithmic corrections, as the two-thirds power of the r.m.s. rate-of-
strain as Pe — oco. Furthermore, we obtain a bound on the size of any corrections
to this scaling:

THEOREM 1.2. There exist positive constants C, C', and C" so that

2/3
PET < sup  Nu(u) < C'Pe?/3
log™ - Pe u(x,?)
(IVua|?)=Pe?
ulye=0

for all Pe > C". The constants C and C' are independent of all parameters and
C" depends only on the aspect ratios of the domain.

Remark 1.3. The same bounds apply to enstrophy-constrained optimal transport
between no-penetration or stress-free walls. Indeed, by a simple inclusion argu-
ment, maximal transport between impenetrable walls is never less than for stress-
free walls, and both are bounded below by maximal transport between no-slip
walls. Since the a priori upper bound Nu < pe?/3 applies so long as w|yn = 0
(this is what is proved in Section 2), the result follows.

This result concerning the two-thirds-scaling law of enstrophy-constrained wall-
to-wall optimal transport—modulo logarithms—was first announced in our pa-
per [40]. The present paper provides all the mathematical details of the analysis
outlined there, as well as a much more complete discussion of our general approach
to the optimal design of heat transport. The bulk of it is devoted to motivating and
evaluating the branching flows depicted in Figure 1.1b, which are the key to prov-
ing the logarithmically corrected lower bound from Theorem 1.2.

After this work was completed, a computational study of the Euler-Lagrange
equations for the enstrophy-constrained wall-to-wall optimal transport problem re-
ported convincing numerical evidence for velocity fields that produce Nu ~ Pe?/3
in three dimensions [27]. Interestingly, numerical studies of the two-dimensional
problem have thus far failed to produce heat transport scaling of this sort [19, 28,
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39]. Whereas the velocity fields produced in these two-dimensional studies fea-
ture near-wall “recirculation zones,” which serve to enhance heat transport at mod-
erate Pe, they come nowhere near the complexity of our branching flows. The
three-dimensional computations, however, do exhibit branching of a fully three-
dimensional character. Whether such three-dimensional branching flows can be
constructed so as to eliminate the logarithmic gap in Theorem 1.2 as Pe — oo
remains to be seen.

Outline of the Approach

Theorem 1.1 and Theorem 1.2 contain two types of statements: a priori upper
bounds on the Nusselt number Nu that hold for all velocity fields, and matching
lower bounds on Nu for suitable designs. Methods to establish rigorous upper
bounds on convective transport go back at least to Howard in the context of turbu-
lent buoyancy-driven convection [21], and Constantin and one of the authors who
developed the “background method” to prove upper bounds on Nu (albeit absent
Howard’s hypothesis of statistical stationarity) [11-13].

Although a suitably adapted background method can be applied here [39], we do
not proceed in this way. Instead, we present a new method for establishing upper
bounds based on the fact that, for steady velocity fields, there exists a variational
principle for evaluating heat transport. In the time-dependent case, this leads to
new variational bounds on Nu that imply the background method. The bound we
obtain is as follows:

(1.8) Nu(u) < irr}f(|Vr;|2 + |VAT 0, + div(un)]?)

where 7 must satisfy
Nz=0 =1 and n|;=1 =0.
Here and throughout A~! denotes the inverse Laplacian operator with vanishing
Dirichlet boundary conditions. The bound (1.8) is sharp for steady flows; in that
case (1.8) becomes an equality and n need not depend on time.
In contrast, methods to establish rigorous lower bounds on Nu are far and few
between. The right-hand side of (1.8) is a convex minimization. Therefore, on

general grounds, there should exist a concave maximization that is its dual. We
find that

(1.9)  Nu(u) — I > sup(2wé — |VE[]> — [VAT'[3,£ + div(u§)]|?)
3

where & must satisfy
El;=0 =0 and £|;=; =0.

As with (1.8), the bound (1.9) becomes sharp for u that do not depend on time.
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FIGURE 1.1. Streamlines from two families of velocity fields con-
sidered in this paper: (A) the convection roll construction and (B)
the branching construction. The former involves a single horizontal
wavenumber while the latter involves multiple horizontal wavenumbers,
the total number of which is allowed to diverge in the advective limit
Pe — o0. Such constructions are useful for establishing (nearly) sharp
lower bounds on wall-to-wall optimal transport.
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Armed with these observations, we describe a new duality-based approach to
producing candidate designs. Consider the steady enstrophy-constrained wall-to-
wall optimal transport problem

(1.10) max  Nu(u),
u(x)
fo |Vu|?=Pe?
uly=0

whose optimal value bounds the unsteady maximum from below. Appealing to the
steady version of (1.9), we find that (1.10) can be rewritten as

(1.11) min ][|VA—1div(ug)|2+sf |Vu|2-f |VE|?
u(x),&(x) Q Q Q

u|30=0, §|30=0

where ¢ = Pe™2. Indeed, the optimal values of (1.10) and (1.11) are reciprocals
and their optimizers are in correspondence. Thus, solving the steady enstrophy-
constrained problem (1.10) for Pe >> 1 is equivalent to solving (1.11) for ¢ < 1.
We refer to (1.11) as an “integral” formulation of wall-to-wall optimal transport.

The family of variational problems (1.11) is nonconvex and singularly per-
turbed. The situation shares important similarities with other model problems from
the field of “energy-driven pattern formation” in materials science [23]. These in-
clude the study of branching patterns in micromagnetics [8, 9] and wrinkling cas-
cades in thin elastic sheets [3,22,31]. For such problems, it is known that certain
patterns which, at a glance, look like Figure 1.1b provide nearly optimal ways of
matching low-energy states that are geometrically incompatible but forced to co-
exist. We discuss such connections further in Section 7.

Of course, (1.11) does not derive from materials science but instead from fluid
dynamics. We note the striking similarities between it and Howard’s variational
problem, the latter of which gave birth to the field of variational bounds on turbu-
lent transport [21]. It was recognized by Busse [5] that Howard’s problem should
admit multiply scaled optimizers. The resulting construction is known as Busse’s
“multi-” technique. After suitable modifications (wall-to-wall optimal transport
and Howard’s problem are in the end quite distinct) Busse’s techniques can also be
used to study (1.11). We consider these connections further in Section 6.

By either analogy, we are led to construct self-similar branching flows as can-
didates for (1.11). The streamlines depicted in Figure 1.1b are symmetric about
z = %; each half of the domain is made up of n convection roll systems coupled
through n — 1 transition layers. In the bulk there are large anisotropic convection
rolls at some horizontal length scale lyy. Streamlines refine away from the bulk
until there results an isotropic convection roll system at some much smaller length
scale /). The entire construction can be modeled by a single length scale func-
tion £(z) that interpolates through the layers. In terms of £, we find the optimal
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branching construction to be picked out by the solution of

2ol 1 Zbl 1 1 2

(1.12) min lb1+/ (Z’)zdz—l—s(z——l—/ —2a’z+—) ,
£(z) Zbulk lbulk Zbulk { Ioi

£(Zbui) =Ibuik

L(zp)=lu

which satisfies

1
£(z) ~ /% 10g!/6 SVI=z 2 € [zuk 2o,

13 1

173 log"/” —.
e

Iouti ~ €'/€log/® % oy~ ¢
Although this analysis does not prove that optimal designs must exhibit fluctua-
tions according to these rules, it does yield designs sufficient to obtain the asserted
lower bounds from Theorem 1.2. The lower bounds from Theorem 1.1 on energy-
constrained optimal transport are much simpler to obtain and serve as a test case
for our approach.

1.3 Outline of the Paper

Section 2 proves the a priori upper bounds from Theorem 1.1 and Theorem 1.2
and establishes the variational principles and bounds on Nu alluded to above. The
proof of the lower bounds from Theorems 1.1 and 1.2 is spread across Sections 3,
4, and 5. In Section 3 we describe our general approach to the optimal design of
heat transport. In Section 4 we test our methods on the steady energy-constrained
problem and obtain a proof of the lower bound part of Theorem 1.1. In Section 5
we consider the steady enstrophy-constrained problem and prove the lower bound
part of Theorem 1.2. We conclude in Sections 6 and 7 with a discussion of bounds
on turbulent heat transport, and a discussion of wall-to-wall optimal transport as a
problem of energy-driven pattern formation.

1.4 Notation

Having nondimensionalized, we employ the domain @ = T2, x I where T2, is
identified with [0, [x] x [0,/y] and I; = [0, 1]. The spatial average of an integrable
function f on € is denoted by

fr- Iﬁllfgf(x)dx

where Q2| = |']I‘3y| = Ixly. Generally speaking, { indicates a well-defined aver-
age over the indicated domain of integration. Some distinguished averages used in
this paper include

_ 1 /
= = — (x,y,)dxdy,
4 T2, 4 T2, 1 J12, Sy Y



2396 C. R. DOERING AND I. TOBASCO

which averages over the periodic variables x and y; the (limit superior) space and
long-time average

—hmsup][][ f = limsup ——// f(x,t)dx dt;
T—>00 T—>00 ‘L'|Q|

and the truncated space and time average

o= f =1L [ s

We use the standard L2- and H !-norms for functions on Q,

||f||Lz(m=,//Q|f|2 and ||f||f-,l(m=,//9|w|2.

The set of smooth and compactly supported functions on € is C°(S2). The
Sobolev space HO1 (2) is its completion in the norm || - ”H‘(Sz)' We use (-,-) to
denote the duality pairing of H ! with HOI. We denote by A~ the inverse Lapla-
cian operator with vanishing Dirichlet boundary conditions, which is well-defined
from H~1(Q) — HO1 ().

The notation X < Y means that there exists a positive constant C not depending
on any parameters such that X < C'Y. We use the notations X A Y = min{X, Y}
and X VY = max{X,Y}.

2 A Priori Bounds on Wall-to-Wall Optimal Transport

We begin our analysis of wall-to-wall optimal transport by proving the a priori
upper bounds from Theorems 1.1 and 1.2. Unless otherwise explicitly stated, we
consider throughout that (Ju|?) < oo so that (1.7) is well-posed.

The upper bound from Theorem 1.1 on energy-constrained transport is straight-
forward to prove, and we dispatch it first.

PROPOSITION 2.1. We have that
Nu(u) <1+ 2(|w| 2y1/2
whenever w|yq = 0.

PROOF. Let us recall the argument from [19]. First, note that Nu does not de-
pend on the initial temperature Ty. Thus, we can take 7o = 1 — z and conclude by
the maximum principle that the associated solution of (1.7) satisfies

0<T <1 ae.
Note also that because w vanishes at 9€2,

(w) = 0.
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Combining this with Jensen’s inequality and the definition of the Nusselt number
(1.6), we have that

o= ()

1 1 2\1/2
= (wIT = Sl < 5 (w2 O

The remainder of this section is on upper bounds for enstrophy-constrained
transport. We prove the following bound:

PROPOSITION 2.2. There exists a positive constant C such that
Nu() < 1+ C(|Vul) A (Vw?)'?
whenever w|yq = 0. This constant is independent of all parameters.

To the authors’ knowledge, there are at least three proofs of Proposition 2.2.
For one, it can be obtained via an application of the background method [39]. It
can also be seen as a consequence of Seis’ arguments from [37]. Our proof of
Proposition 2.2 is different from either of these: we obtain it via a new approach
using a Dirichlet-type variational principle for the functional Nu(u).

It should be mentioned that we are not the first to notice the variational struc-
ture of the advection-diffusion equation. The existence of a variational principle
for advection-diffusion in bounded domains appears to have been first reported
in [30], where it was used to systematically derive “best approximation” finite el-
ement schemes. Around the same time, as described in [26], variational principles
for computing effective complex conductivities in periodic homogenization were
discovered by Gibiansky and Cherkaev (the relevant corrector equation is again
divergence-form but not self-adjoint). We learned about the existence of such prin-
ciples from the papers [2,17], whose formulas for computing effective diffusivities
in periodic homogenization inspired the formulas for Nu obtained below. Let us
also mention the related work [18], which discusses nonstandard variational princi-
ples for PDEs at large. It was a pleasant surprise to learn that the seemingly ad hoc
change of variables introduced in [19] for handling the Euler-Lagrange equations
of wall-to-wall optimal transport turn out to be similar to those employed in previ-
ous works, and that behind it all is a variational principle for Nu.

The remainder of this section is organized as follows. First we establish a varia-
tional principle for Nu in the steady case where the reasoning is most transparent.
We then extend the arguments to general unsteady flows, where the variational
principle turns into a variational bound as anticipated in (1.8). Proposition 2.2 fol-
lows immediately thereafter. Later on in Section 3, we obtain the dual formula to
bound Nu from below. In order to highlight the key step in the proof—a certain
symmetrizing change of variables for the advection-diffusion equation—we refer
to this as the “symmetrization method.”
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2.1 Symmetrization Method for Steady Velocity Fields

We start with the case where u is an arbitrary divergence-free vector field be-
longing to L?(2; R3). In this case,

Nu(u)=1+][w9=1+][|ve|2
Q Q

where 6 = T — (1 —z) is the deviation of the temperature field from the conductive
state. That is, 6 is the unique (essentially bounded) weak solution of

u-Vod=A0+w

with zero Dirichlet boundary data 6|3 = 0. To change variables, we let 61 be the
unique weak solutions of the pair of formally adjoint PDEs

2.1 +u-VoL =A0L+w
with 04 |3q = 0, and observe that 8 = 6. Then, we define 1, £ € HO1 (2) by

1 1
n=50r—0-) and &=_(04 +0-)
and observe they satisfy the equivalent system of PDEs

u-Vp=A&f+w,

©2) u-VE = A

We claim the change of variables (0+,0—) <> (1, &) yields a variational formula
for Nu.

Testing the second equation in (2.2) against £ and integrating by parts shows
that VE L Vnin L2(Q), since

/QVrpVé:—/QwVSé:O.

Nu-— 1 =][ V0, =][ Val? + |VEP
Q Q

or, using the first PDE in (2.2),

Therefore,

(2.3) Nu—1 =][ Vi1 + VA u - Vi — w]|?.
Q

Consider the right-hand side of (2.3) as it depends on 7. Since u € L? and
is divergence-free, the right-hand side is well-defined for n € HO1 () N L*®(Q).
Now consider the variational problem

(2.4) inf f IVyl2 + VA u - Vi — w])?,
neHNQNL>(Q) JQ
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which is strictly convex so that any minimizer must be unique. By a first-variation
argument, we see that 7 is a minimizer of (2.4) if and only if it satisfies the Euler-
Lagrange equation
Ap=u-VA u-Vy—w].
This is a rewrite of the system (2.2) with & defined by
E=A"u Vyp—w].

Since that system possesses solutions in the class HO1 N L°°, it immediately follows
that (2.4) has a minimizer. It also follows that the minimal value in (2.4) is Nu— 1.

Relabeling 7 as 1+ 1 —z and using that u is divergence-free yields the following
variational principle for heat transport:

THEOREM 2.3. Let u(X) be a divergence-free vector field in L*(2; R3). Then,

Nu(u) = min f IVn|? + [VAT! div(un)‘z.
neH' (QNL>(Q) JQ
Nlz=0=1,71];=1=0
2.2 Upper Bounds on Unsteady Transport by Symmetrization
With some care, the previous argument can be adapted to the time-dependent
case. Here the useful change of variables arises from the pair of PDEs

+0;+u-V)oL = A0L +w,

which are formally adjoint in space and time. These are in obvious analogy with
(2.1) from the steady case. However, since parabolic PDEs are generically only
well-posed forward in time, making sense of the “—" equation presents an added
difficulty. To deal with this, we will reverse the sense of time between the equa-
tions, performing the change of variables ¢t — t — t for appropriately chosen
7 > 1. In the limit T — o0, we recover the unsteady variational bound.

Define the admissible set of test functions

A= {n: 1 € L®([0,00); L*(2))}
N{n(t) e HY(Q) N LX(Q),d,n(t) € H Q) ae. 1}
THEOREM 2.4. Let u(Xx,t) be a divergence-free vector field with bounded mean
energy {|u|?) < oc. Then,
Nu(u) < nirelﬁl (IVal? + VAT 3,7 + div(un)]|?).
nlz=1=0,nlz=0=1

PROOF. We begin by introducing the (approximately) symmetrized variables.

Let 84 = T — (1 — z) and note it solves
004 +u-Voy = A0+ +w

on [0, c0) x  and vanishes at d2. Let 6* be the unique essentially bounded weak
solution of
—0:0_ —u-VO_ = AO_ +w
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on Q; = [0, 7] x Q that vanishes at Q2 and has final time data 6% (z) = 0. Next,
define the symmetrized variables n® and €% by

1 1
nt = 5(9+ —0I) and &' = 5(9+ + 65).
Observe that n* and £7 solve

den* +u-Vn't = A§" + w,

(2.5)
:E7 +u- VET = An”,

on ¢, vanish at d€2, and remain bounded in L?? uniformly in time. In particular,
by the maximum principle,

I llzee v IETILze S 10+ lLge vV 10%llLee < C(To).

We proceed as in the steady case, accumulating errors that vanish as t — o0.
From the second PDE in (2.5) we find that

T

T Ty _ L_ T et _ tl_ T g Ty £T
(V7 Ve = £ AT £ = f i — vt £

— ft 1 d 1”%_1:”2 +f‘[f uér vst
o 1Qlar2 @ T Jo g

= 5 (€O Ra g~ 15Ol q)
Therefore,
(V- VE),| = C(To)-
Since
Nu—1=(|V6P) = (V64 )
and

(IVOL1%)e = (IV07 > + [VET1?), +2(Vn" - VE)e,

we conclude that
_ 1
(2.6) Nu—1= (|V7]t|2 + VA o™ +u-Vyt — w]}z)t + 0(;)

Next, we prove that n° is approximately minimal, with an error that vanishes
as T — oo. Let n € A vanish at 02 but be otherwise arbitrary, and consider the
difference

Ax = (IV0l? + [VAT [9n +u - Yy —w]’),
—(IVP*? + VA 3,7 +u - ViF —w][)

T
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Using the convexity of | - |2, we can expand around 7° and use (2.5) to arrive at the
lower bound

Ag . .
— = (V=) Vy
+ VAT @ +u- V)= ") - VATHO, +u- V)p' —w]),

L f (@O +u-VE = 17) + (O +u- V) — 7). E7)ds

IQI
= dt

|Q| T [/ (n—n°)E }

11 1
2 —;@(HU”U;OL,% 4 ||77r||L<t>°L,2() . ||§T||L;>°L,2( > —C(To,n, Q);‘

Combining this with (2.6), we find that
1
Nu—1 < (IVal” + [VAT! 3 + w- Vi = w]?), + C(To, n, Q).
Taking v — oo yields the inequality
Nu—1< (|Vn|2 + VAT 3,4+ u-Vy— w]|2).

This holds for all € A that vanish at 0Q2. Changing variablesby n - n+ 1 —2
and optimizing yields the result. O

Even if u depends on time, 7 can be taken to be independent of time and still
used to bound Nu. The simplified version of Theorem 2.4 that results is analogous
to Theorem 2.3, but for unsteady heat transport.

COROLLARY 2.5. Letu(x,t) be a divergence-free vector field with bounded mean
energy (Ju|?) < oo. Then,

2.7 Nu(u) < inf ][|V)7| (IVA~ div(un)|?).
neHl(sz)mLOO(sz)
Nlz=1=0,7nl;=0=

2.3 Proof of Proposition 2.2

We prove Proposition 2.2 by deducing it from Corollary 2.5 with a good choice
of test function 7. Evidently, we must find a convenient way to bound the nonlocal
term appearing there. Since VA ™! div is an L?-orthogonal projection, one has the
bound

(IVA™ div(un)?) < (lu(n - )I?)
for an arbitrary constant c¢. In the case that u satisfies no-slip boundary conditions,
one can deduce Proposition 2.2 by choosing 1 & c, thereby localizing the right-
hand side to a small neighborhood of d€2. Then, a straightforward application of
Poincaré’s inequality yields the result.

The final step in the preceding argument requires all components of u to van-
ish at 9€2. This is not useful for dealing with no-penetration boundary conditions.
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Nevertheless, Proposition 2.2 holds in this more general case. The key is to ap-
proach the nonlocal term from Corollary 2.5 by duality. Observe that

/|VA_1divm|2= sup /2v0.m—|v9|2
Q 0eHL(Q)

whenever m € L?(R2). Thus, the inequality
/ VA~ ldivm|? < C
Q
and the statement that
/ 2V0-m§C+/ Vo> V6 e Hy
Q Q

are one and the same. Taking m = u7n where n depends only on z, we conclude it
will be useful to have bounds of the form

f 2wln'(z) < C +[ Vo> V6 e H,.
Q Q
The following preliminary result allows us to establish bounds of this type.

LEMMA 2.6. Let w,0 € H}(Q). Then,

— |z A (1=2)|
lwb(z)] < m—z“aZQHLZ(Q)”azw“LZ(Q) a.e.
Xy

Remark 2.'7. The reader familiar with the background method may recognize that
this inequality also plays a key role in carrying out that approach to a priori bounds.
In particular, it is useful for verifying the spectral constraint. See Section 6.2 for
more on the connection between the symmetrization method and the background
method.

PROOF. By the usual approximation arguments, we can take u and 6 to be
smooth. Differentiating and applying the Cauchy-Schwarz inequality, we find that

22

dzw

<

|T2 ||azw||L2("[r )”w”LZ(’Jl‘ V)"

Integrating this from O to z yields
2 2 < / / /
100 o522, = iz [0 192w @)z, w2, dz
xy
2
= iz Il W,

2
=Tz 102wl 2@y 1wl oo 0,222,121
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Therefore,
2
2.8) 10l oo o122, = g 12172102 wl 20
sZlsLixy eryl
Similarly, we find that
2
29) 161l Lo qo.c1:22,) < 7oz 12121001 20)-
X bxy |’]I‘xy|
Now consider the product w6. We have that

‘i@ < |0;wh| + |wd, 0] <
dz

(18wl 1010z, + Iwlzz, 10:61.2,)

for all z. Therefore,

|wé || o< ([0.2])

1 Z
< / 1w @2, 180G 2, + w2, 190Gz, d=’
| xy| 0

1
= —|T2 (||3zw||L2(Q)||9||L2([0,z];L§y) + ||az9||L2(Q)||w||L2([0,z];L)2(y))
xy

|Z|1/2
= T2 (I0zwlr2@) 101l oo o,27:22,) + 1020l L2 1wl oo r0,21:2.2,))-
Xy

Applying (2.8) and (2.9) we find that
— 4z
[wOllLo(o.2]) = 75 19z wllL2(@) 10202 (0)-
TSyl
The argument above is symmetric under z — 1 — z, so we immediately obtain the
inequality

—z]

w6 oo 12,11 < —5— 192wl L2(2) 1020l L2 () -
|Txy

These two combine to prove the result. 0

Now we are ready to prove Proposition 2.2, which immediately implies the up-
per bound part of Theorem 1.2. We follow the plan laid out above.

PROOF OF PROPOSITION 2.2. We apply Corollary 2.5 with an appropriate class
of test functions {1nz}. Given é € (0, 1/2], we define ng by

1—552. 0<z<34,
(2.10) ns(z) = 1 3. §<z=<1-4,
L(l-z), 1-6§=<z<L
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Note these are admissible in (2.7). Thus,

(2.11) Nu(u) < inf {][ [Vs)® + (I va™! div(un8)|2)§.
se0,510J@
The first integral appearing above is simple to estimate and it satisfies
1
Vsl ~ ~.
LIl ~;
So,
1
(2.12) Nu < inf {— +(va~! div(un(g)lz)}.
se0.4118

Now we must estimate the nonlocal term. We claim that
(2.13) (VAT divung)[?) < 62(|Vw|?)
for all 6 € (0, %]. We argue at a.e. time ¢. By duality,
/ IVA~ldiv(ung)|> = sup  2(div(ung), ) — / Vo).

Q 0eH (Q) Q

Since ng only depends on z, div(ung) = wn%, and we have by Fubini that
f VA~ div(ung)|> = sup f Z%r]g — ][ Vo2

2 oeHL(Q) Iz Q

Therefore to show (2.13) it suffices to prove the inequality
][1 20wnf < C82][Q |Vw|? + fg VA2 Vu e HL(Q:RY), 0 € H ().
Z

Recalling the formula for ng from (2.10), we see we must prove that

8 1/2 1/2
- 2 2
fo |Ow(z)|dz 58(]£2le| ) (][Q|V0| )

Vu € H} (2:RY). 0 € H} ().
Applying Lemma 2.6 proves this result and hence the desired estimate (2.13).
Assembling (2.12) and (2.13), we conclude that
1
Nu < inf {— + 82(|Vw|2)}.
se(0,11(0
If ([Vw|?) > 1 we may choose § ~ (|[Vw|?)~/3 to conclude that
(2.14) Nu < (|[Vw|?)1/3.

To handle the case (|Vw|?) < 1 we treat the choice § = % more carefully in the
above. Since 77/, = 1 —z, (2.11) and (2.13) combine to prove that

(2.15) Nu < I+ (|[VA~ div(uny 0)?) < 1+ C(|Vwl|?).
From (2.14) and (2.15) we conclude the result. Il



OPTIMAL WALL-TO-WALL TRANSPORT 2405

3 Optimal Design of Steady Wall-to-Wall Transport

This section begins the proof of the lower bounds from Theorem 1.1 and Theo-
rem 1.2. While every admissible velocity field yields a lower bound on the maximal
rate of heat transport, it is not at all clear what sorts of features are required for ve-
locity fields to achieve maximal (or nearly maximal) transport. It is natural to won-
der how the overall character of optimal designs depends on the intensity budget.
One possibility is captured by the convection rolls pictured in Figure 1.1a. This de-
sign is a relatively simple one, as the number of length scales required to describe
it remains independent of the intensity budget. A second, much more complicated
possibility is captured by the branching designs from Figure 1.1b. There, the total
number of length scales is allowed to depend on the intensity budget and can be
unbounded as Pe — oo. In any case, one requires a general method by which to
evaluate Nu to allow for comparison between candidate designs.

The best scenario would be to develop an ansatz-free approach to evaluating
heat transport that, by its functional form, suggests optimal designs. In this section,
we achieve this for a general class of steady (i.e., time-independent) wall-to-wall
optimal transport problems, including the energy- and enstrophy-constrained ones
as special cases. The class of problems we have in mind are of the form

3. sup Nu(u)
u(x)
] =Pe
+b.c.
where ||-|| denotes any norm in which the advective intensity of u may be mea-
sured. As described in the introduction, the steady energy-constrained problem

arises from employing the (volume-averaged) L2-norm

il = (£, |u|2)1/2

to measure advective intensity, while the steady enstrophy-constrained one arises
from the (volume-averaged) H 1_horm

lull = (£ |Vu|2)1/2.

In any case, we require that u € L? in order that its heat transport be well-defined.
As our aim in this section is to present a general approach to intensity-constrained
optimal transport, we leave the boundary conditions unspecified. Of course, we do
not claim that there exist optimizers at this level of generality.

The principal result of this section is that the general wall-to-wall optimal trans-
port problem (3.1) can be reformulated as the double minimization

1
(3.2) inf f VA~ div(u 2+—u2-f VE?
et oo S2| (ué)] Pe2” | S2| £l
fo wé=1
+b.c.



2406 C. R. DOERING AND I. TOBASCO

in the velocity field u and a new variable £. The boundary conditions for u remain
the same as for (3.1), while £ is required to vanish at 0€2. As will become clear, &
plays a role in the analysis of Nu similar to that of n from the a priori bounds of
Section 2—in fact, these variables are dual. The optimal values in (3.1) and (3.2)
are reciprocals, and their optimizers are related through a certain change of vari-
ables. We refer the reader forward to Sections 4 and 5 for the application of these
observations to energy- and enstrophy-constrained optimal transport. Presently,
our goal is to establish the connection between (3.1) and (3.2), and to illustrate
how the latter suggests optimal designs. As in Section 2, our approach centers on
the existence of a variational principle for Nu(u); it is dual to the one appearing
there. After achieving this duality and using it to obtain (3.2), we proceed to make
some general remarks on the construction of near optimal designs.

3.1 Dual Variational Formulations for Transport

Recall from the analysis of a priori bounds on transport in Section 2 that there
is a variational principle for heat transport in the steady case, and that Nu can be
written as the optimal value of a certain convex minimization problem:

Nu(u) — 1 = min ][|vn|2+|m—1div(un)|2.
0JQ

nlae=

For the precise statement, see Theorem 2.3. As this is convex it should, in principle,
admit a dual formulation.

THEOREM 3.1. Let u be a divergence-free vector field in L?(2;R?). Then,

(33) Nu@m)—-1= max f 2wé — |VE|? — [VA~ Ldiv(u§)|?.
E€H (Q)NL>(Q) /Q
PROOF. Recall from the proof of Theorem 2.3 the PDE system
u-Vnp=Af+w,

(3.4) W VE— Ay

and the formula
Nu-—1 =f |VE? + V|2
Q

Testing the first equation in (3.4) with &, the second with 7, and integrating by parts
yields the string of equalities

/Qws=/9|va2+/95u-w

=/ |V§|2—[ nu-V$=/ VEP + |VnP2.
Q Q Q
Thus,

Nu—1= ][ 2wk — |VE|? — |Vy)? = ][ 2wk — |VE|? — VA~ Hdiv(ug)|?.
Q Q
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Note in the last step we used the PDE system again.
Now consider the maximization

sup ][ 2wE — |VE]? — [VA~ L div(u§)|?.
geHM(Q)NL>(Q) /2

Reasoning with its Euler-Lagrange equation just as in the proof of Theorem 2.3,
we deduce that this maximization problem is well-posed in the given admissible
class, with optimal value Nu — 1. U

As claimed in the introduction, there is a corresponding result holding for un-
steady velocities that allows us to bound Nu from below, but not necessarily to
evaluate it. This result was described in (1.9), and its proof is similar to that of
Theorem 2.4. We remark that although the variational formulas for steady heat
transport from Theorem 2.3 and Theorem 3.1 are strongly dual—they provide con-
vex and concave alternatives for evaluating Nu whose optimal values agree—such
strong duality need not hold for unsteady flows. More precisely, we note that for
general velocity fields the bounds (1.8) and (1.9) need not coincide. In particular,
there will be a duality gap for any velocity field that satisfies

lirn_1>i012)f (wT), < lirnl)s;ip (wT),.
These fields have the peculiar property that the lim sup and lim inf alternatives for
defining the space and long-time average heat transport Nu do not coincide.

3.2 An Integral Formulation of Wall-to-Wall Optimal Transport

Having written Nu for steady flows as the optimal value of the concave maxi-
mization problem (3.3), we can now give a useful reformulation of the entire class
of steady wall-to-wall optimal transport problems from (3.1). This “integral” for-
mulation of steady optimal transport will be used to design and evaluate nearly
optimal flows in what follows.

Let F(Pe) denote the optimal value of the steady optimal transport problem
(3.1),

F(Pe) = sup Nu(u).
u(x)

lull=Pe
+b.c.

Applying Theorem 3.1, we find that

F(Pe) = sup ][2w§—|V§|2—|VA_1div(u§‘)|2.
Q

u(x),£(x)
[lul|=Pe
+b.c.

The boundary conditions for u remain unchanged, while according to Theorem 3.1
we must require that £|5q = 0. Performing the substitution

£§—> A& A eR,
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and maximizing over A yields the equivalent variational problem

1 ) fo VAT div(u§)|? + |VE?
= mn
F(Pe) u(x).&(x) (fo wE)?
| =Pe
+b.c.

Changing variables via the substitutions

u u
u—>Pe— and £ — UE
Pe

[[u

allows us to eliminate the intensity constraint on u altogether so that

Lo fo IVAT div@d) ? + S )l £, [VEP?
F(Pe) BE).EG) (fo wE)? '

Given the scaling symmetries of the above, we may impose the constraint

fre

on the minimization without altering the result. This yields the promised integral
reformulation of wall-to-wall optimal transport

(3.5)

1
= inf VA~ div(u 2Jr—uz-f VE[?,
R0 = oo 1 o + 5z lul? - £ 1v8

fowé=1
+b.c.
and proves the equivalence between (3.1) and (3.2).
We turn to discuss the integral formulation of optimal transport just derived.
Observe (3.5) consists of two types of terms, each of which prefers a different kind
of design. The first term

(3.6) ][ IVA~ldiv(ug)|?
Q

prefers u€ to be divergence-free and we refer to it as the “advection term” through-
out. This preference is strong in the advective regime Pe >> 1, as it appears at
leading order in Pe™! in the functional above. The remaining terms

Jul? and f Ve
Q

contribute at higher order in Pe™!, and act to regularize designs. Any admissible
design must satisfy the “net flux” constraint

(3.7) ][ wE =1
Q
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as well as boundary conditions. While patterns such as the convection roll and
branching ones depicted in Figure 1.1 can be easily made to satisfy such con-
straints—see Sections 4 and 5 for details—determining the optimal length scales
for such designs requires performing an optimization as in (3.5).

Evidently, the most difficult term to evaluate is the advection one (3.6). Before
turning to discuss its analysis in detail and what it implies for near optimal designs,
we make two general remarks. In order to get a hint as to what designs (3.5)
prefers in the advective limit Pe — oo, one can entertain the “limiting” wall-to-
wall optimal transport problem

inf VA~ div(u§)|?
uﬁXLé(X)fQ' wdl
fo wé=1

+b.c.

obtained by formally taking Pe = oo in (3.5). This, however, is an ill-posed varia-
tional problem. Its optimal value is O as there exist admissible sequences {(ug, £x)}
satisfying the net flux constraint (3.7) and achieving

lim f VA~ div(ug&)|* = 0.
Q

k—o00

Yet, no smooth enough admissible pair (u, £) can satisfy the net flux constraint and
simultaneously achieve

(3.8) div(ug) = 0.

Indeed, if ué were divergence-free, then by averaging (3.8) in the periodic variables
x and y we would find that the flux of £ by u through each slice {z = const} is
independent of the slice, i.e.,

wE(z) = ]{F s

is constant in z. By applying the boundary conditions that require at least that
Elag = 0, we conclude that wé must vanish throughout the entire domain. This
contradicts the net flux constraint (3.7). Therefore, wall-to-wall optimal transport
is a singularly perturbed variational problem: the regularizing terms from (3.5),
which at first glance appear to contribute at higher order in Pe™!, are crucial for
determining the character of optimal designs.

Our second observation is more straightforward: it is regarding the disappear-
ance of the intensity constraint in the passage from (3.1) to its integral formulation
(3.5). Since (3.5) is invariant under the rescaling

1
u — Au and 5—)15;‘, A#DO0,
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the magnitudes of any of its minimizers are not uniquely determined. Still, if
(upe, £pe) achieves optimality in (3.5),

Pe
U= ———7Upe
[[ape |

solves the wall-to-wall problem (3.1).

3.3 Analysis of the Advection Term

For a class of designs {(uy, £y)}aez to compete in the minimization (3.5), it
must at least achieve
inf][ VA~ div(ugéq)|? = 0.
€l Jo
How difficult is it for an admissible pair (u, £) to make this advection term nearly
zero? First, note that in such a situation, the vertical flux of & by u through each
slice {z = const} must be nearly independent of the slice,

d —
— ~ 0.
dz ws
By the net flux constraint (3.7), it follows that
(3.9) wé ~ 1

in nearly all of the domain. This is an example of a “design principle” for wall-to-
wall optimal transport: any nearly optimal design must achieve (3.9) with equality
in the limit Pe — oco. Although (3.9) does not completely characterize optimal
designs, it does give a necessary condition for constructing competitive ones. This
will be particularly useful later on in Section 5, where we devise a functional form
for the branching depicted in Figure 1.1b.

The advection term (3.6) contains a wealth of information for evaluating designs
beyond (3.9), but to use it in practice one must confront its nonlocality. In the wall-
to-wall domain Q = T)%y x[0, 1]z = [0, Ix] x[0, I,] %[0, 1], we may take advantage
of periodicity to represent a function f € L?(R2) via its Fourier series

=3 A@e*™
keZ,zx’ly

where x’ = (x, y) and
) l
2 Uy )
le’ly = {(kx’ky)- 2n‘kx’gky eZy.
We employ the Fourier transform

ﬁ((z) = f , eik'xlf(xl,z)dx dy

Xy

and proceed to decompose the advection term mode by mode.



OPTIMAL WALL-TO-WALL TRANSPORT 2411

LEMMA 3.2. Letu € L?(Q;R3) and & € L™®°(Q). The advection term satisfies
Frvartavasl = £ e~ f wep + Quivu)
Q I, Q

where Q = Zk?éo Qx and Qx is the positive semidefinite quadratic form given
by

Qu(f) = ][ Gr (2, 2) ful2) (2 dz dz!

IZ.XIz’

with kernel

Gk(z.2) = Kk # 0.

csch(|k|) 8 sinh(|k|z) sinh([k|(1 — Z")), z <Z/,
k| sinh(|k|z’) sinh(|k|(1 — 2)), z>Z2/,

PROOF. This follows from the Green’s function representation for —A~! on Q
with vanishing Dirichlet boundary conditions. Calling J = div(ué) and applying
Parseval’s identity, we see that the advection term can be written as

1 d? T
VA~ di 2= _—(J,-A")) = f S YA
fivatavwer? = o 1= f () A
_ Z][ Gk (2, 2) (@) T (2)dz d2!
K I-xI,

where for k # 0 the functions G are as defined above. For k = 0, we have

z(1-2), z =<7,
Z(1-2z2), z>7.

Go(z.7)) = {

We must only address the form of the zeroth term now.
We recognize that

f Go(z. 2)o(2)Jo(2)dz dz' = f VAT T ).
I:x1I,/ Q

By periodicity,

J =div(uf) = j—zwé

o [ld(d\TPd—, |
fvaraor=f 5 (G) o

~f e f o = f e fe

as required. U

Thus,

2
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As the quadratic form Q from Lemma 3.2 is nonnegative, the advection term
satisfies the lower bound
wE - f w
Q

][Q VA~ div(ug)? > ff

Note this quantifies the design principle (3.9). The appearance of Q in Lemma 3.2
also makes clear why this principle alone does not suffice to characterize optimal
designs.

We end this section by recording some useful estimates on the kernels {Gx}
from the definition of Q. These will be used later in Section 5.

2

LEMMA 3.3. Let A C I; be Borel measurable. Then,

4| 1
1GkllLi(axa) S —(lAlA—] k#O0
(AxA) ~ k| K|

and
1GollLt sy < |A|2]{1 2 A (- 2)dz.

PROOF. To see the first estimate, observe that Gy satisfies the pointwise esti-
mate

1 ,
|Gk (z,2)| < —e Klz=2"l "k 2.

LY
Now,
/ K221y ()14 (") dz dz' < / [ / e"“”z‘z"dz/}ﬂfl(z)dz
I.x1I, I L/R
2
= —|A|.
K|
Therefore,
|A|

||Gk||L1(AxA) < W
On the other hand, we have that

|A]?

Gk L1 (axa) < IGkllLoo[Taxallpr < K

Combining these two bounds gives the first result.
Now we prove the second estimate. We need to show that

/Go(z,z’)ﬂA(z)ﬂA(z’)dz dz' <A /Az A (1 —2z)dz.
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By symmetry,

1 p7/
/ Go(z,2)N)14(2)14(2)dz d7 = 2/ / z2(1 = 2N 14(2)14(zN)dz dZ’
0Jo
1 pz2/
< 2/ / /(1 = z2N142)14(2)dz dZ’
0Jo

1
< 2|A|[ z(1 —2)dz.
0

Since
z(1-z2)<zA(l—-2z) Vzel01]
we conclude the desired result. O

4 Energy-Constrained Transport and Convection Roll Designs

In the previous section, we considered the general class of steady wall-to-wall
optimal transport problems (3.1) and produced their equivalent integral formu-
lations (3.2). In this section and the next, we use these formulations to study
the steady energy- and enstrophy-constrained problems. The subsequent analy-
ses are largely independent. Nevertheless, the reader may find it helpful to study
the energy-constrained problem first as its proof is much shorter and its technical
details much less burdensome.

Here we discuss energy-constrained transport. The main result of this section
is a proof of the lower bound from Theorem 1.1. Recall from Section 3 that the
steady energy-constrained optimal transport problem
4.n max  Nu(u)

u(x)

fo |u|2=Pe2
wlye=0

admits the integral formulation

4.2) min ][ VA~ div(u§)|? + sf lu? f |VE?
u(x),f(x) Jo Q Q
wlpe=§lse=0

with ¢ = Pe™2. The optimal values of (4.1) and (4.2) are reciprocals and their
optimizers are related through symmetrization.

Our goal now is to identify the scaling law of (4.2) in the advective regime
¢ < 1. Combined with the results of Section 3, this completes the proof of the
lower bound half of Theorem 1.1.

PROPOSITION 4.1. Let €(¢) denote the optimal value of (4.2). Then,
E(g) ~ gl/?

whenever e <1 A1 A l;‘.
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The a priori lower bound &(g) = el/2 is implied by the corresponding bound
Nu < Pe from Theorem 1.1. The remainder of this section is regarding the upper
bound ¢(g) < &/2. We prove it by constructing the convection roll designs de-
picted in Figure 1.1a. Such designs can be parametrized using two variables: the
number of rolls and their wall-to-wall extent. Carrying out the optimization from
(4.2) with respect to these variables yields the desired upper bound. The condition
that ¢ be small enough in the statement above is required to fit what would be, in
the absence of an overall horizontal period, an optimal number of rolls inside the
domain. Given the symmetry between x and y, we may suppose that [, < [y in
what follows.

4.1 Convection Roll Designs

The integral formulation (4.2) requires designing a velocity field u and a test
function &. For the velocity field, we introduce a family of streamfunctions of the
form

Y(x.2) = x(@¥(x), x € CP(), Ve CP(Ty).

Each such i gives rise to a divergence-free velocity field by

u = (—azlﬁ» 0’ 3xW)

These are two-dimensional flows as their j—component vanishes identically. Al-
though we do not claim that optimizers must be of this form, we will prove that
such a construction suffices to capture the optimal scaling law of (4.2).

Next we must describe test functions & well suited to the velocity fields. Recall
the design principle (3.9), which states that for a design to be competitive it must
satisfy

4.3) w_éwf wE = 1.
Q

This rules out taking, for instance, £ = ¥, as it would result in zero flux through
each slice {z = const}. We can, however, choose £ to depend only on x and z as
does . Then by Parseval’s identity we can rewrite the flux as

wE =Y D(2)Er () = Y (ikY ) (k1 ?E)".
k k
Taking
2] ~ 8]
allows us to satisfy (4.3).
Now we make the convection roll construction concrete. Given § € (0, 1/2) and

[ such that L o
- € —EN,
l x
we define

Vs,1(x,2) = xs5(2) - ll/zW(;), Es.0(x.2) = Xs(z)-ll/z‘l”()l—c),
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where

Y(x) = cocosx

and ¢y is chosen so that (/)2 = 1. Here, the cutoff functions {ys} C C°(I;) are
required to satisfy

e xys =1lonl[§,1—4],

o x| S land x5l < 5.

° flz ng = 1.
The constants in these assumptions are independent of all parameters. In what

follows, we often neglect to record the subscripts § and / as the meaning is clear.
First, we check admissibility.

LEMMA 4.2. The convection roll construction described above is admissible for
4.2).

PROOF. All conditions in admissibility are clear except for the net flux con-
straint, which we verify now. Given the above, we find that

wE = 0, Y€ = y3 (V)2 = x5

as required. O

for all z, so that

Next, we estimate the advection term from (4.2).

LEMMA 4.3. The convection roll construction satisfies
][ IVA~ldiv(ug)|? = / |lwE — 1|2 < 6.
Q I

In particular, the quadratic form Q from Lemma 3.2 vanishes on it.

PROOF. We apply Lemma 3.2. Note that since all functions entering into the
construction are independent of y, we may work with k in place of k = (ky,0).
We start with the & = 0 term from Lemma 3.2: it satisfies the estimate

/|w_s—1|2=/ 2 —1P 56,
I, I,

Now we address the k % 0 terms. We must compute the quadratic form Q from
Lemma 3.2, and to do so we must compute J; for k # 0 where / = u - V&. Note
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that by the form of the convection roll construction,

J=Viy VE=—0,00.E + 0,yd,E

= ~(x0)-1729 (7)) (“(Z) | 11%‘1’"(9)
+(00v(7)) (6@ 172w (7))

1

=3t @-e(7)

where ® = (¥)2 — W, Since ® = ¢2 sin® +¢Z cos? = ¢2,

1 /
J = 5()(52) (2),

which is entirely a function of z. This shows that fk = 0 for k # 0. Hence, Q
vanishes on the convection roll construction. O

Continuing, we estimate the higher-order terms from (4.2).

LEMMA 4.4. The convection roll construction satisfies

[ 1
][ |vs|2v][ P s s+
Q Q ) )

][lea%fgww

since ||‘I’(k)||L2(1rx) ~ 1 for all k. Noting that

PROOF. Clearly,

1 / 1
Ful = 190P = f 06219+ gy 02 5 5
Q Q Q [ 5
we conclude the result. O

Combining the above yields the following estimate on

E(e:6.1) = fg VA~ div(ug 5 + ¢ fg |u5,1|2-f9 VEs 12

COROLLARY 4.5. The convection roll construction satisfies

I 1)\?
E(8;8,1)§5+8 §+7 .
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4.2 Proof of Proposition 4.1

Finally we choose § and / to prove the desired bound.

PROOF OF PROPOSITION 4.1. Corollary 4.5 holds for all admissible § and /,
i.e.,solongas § € (0,3) and /= € 27/ 7' N. To optimize the result, we take

[ ~+8§ and &~ ¢!/?
which we can do so as longas e < 1 A/ )‘C‘ . Under this condition,

ignlf E(8;8,1)581/2. O

5 Enstrophy-Constrained Transport and Branched Flow Designs

We now consider the steady enstrophy-constrained wall-to-wall optimal trans-
port problem in the framework of Section 3. The main result of this section is a
proof of the lower bound from Theorem 1.2. As in the previous section on energy-
constrained transport, we exploit the fact that the enstrophy-constrained problem
5.1 max Nu(u)

u(x)
fo [Vu[2=Pe?
ulye=0

can be written in integral form as

(5.2) min f VA~ div(ug)|? +ef |Vu|2-f |VE|?

u(x),£(x) Q Q Q

fo wé=1

ulpe=0,5p0=0

where ¢ = Pe™2. This form of the problem suggests the possibility of analyzing
a certain multiple-scales ansatz for u and & (we explain the intuition behind this
further in Sections 6 and 7). As proved below, such an ansatz turns out to capture
the scaling of the optimal value of (5.2) in € up to possible logarithmic corrections.
The precise statement is as follows:

PROPOSITION 5.1. Let €(e) denote the optimal value of (5.2). Then,
el/3 < @ (e) < £1/3 log4/31
e
whenever ¢ < 1 and slog% < lf A l)?.

The a priori lower bound &(e) = el/3is implied by the upper bound Nu < Pe?/3
from Theorem 1.2. (For a proof which is more self-contained, see the discussion
surrounding (6.11).) To prove the upper bound €(¢) < &'/3 10g4/ 3 % we must
construct a suitable class of designs and estimate their heat transport. The success-
ful ones are as depicted in Figure 1.1b. In contrast to the convection roll designs
considered previously, such “branching” designs are evidently more complicated
to analyze. The main challenge of course lies with estimating the advection term.
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Here, we make use of Lemmas 3.2 and 3.3. Note the requirement that & be small
enough is to ensure that our construction fits into the given domain. As in the
previous section, we need only consider the case [ < [, by symmetry.

Combined with the results of Section 3, Proposition 5.1 completes the proof of
the lower bound from Theorem 1.1.

5.1 The Branching Construction

The integral formulation (5.2) requires the construction of a divergence-free ve-
locity field u and a test function & (the latter of which plays the role of temperature
in this approach). For the velocity fields, we will use a streamfunction V¥ (x, z)
whose streamlines are as in Figure 1.1b. That figure can be thought of as consist-
ing of many individual convection roll systems that have been carefully fit together.
In the bulk, there are large anisotropic convection rolls at some horizontal length
scale lpyk- At the walls, there are much smaller isotropic convection rolls at some
other length scale ly; < lpyk. Between the bulk and the walls, streamlines branch
and refine through several transition layers, a single one of which is shown in Fig-
ure 5.1. As the construction is symmetric about z = %, we only need describe it
forz € [%, 1].

Counting upwards from the bulk, we understand by the j™ transition layer that
part of the domain where z € [z;,z;+1]. The points {z; };‘zl marking the edges
of the layers satisfy

1
(5.3) §<Zbu1k:Z1<"'<Zn:Zbl<1-
At the horizontal slice {z = z;} the velocity components fluctuate at length scale

[;j. These decrease monotonically according as
(5.4) lbulk = 11 > e > ln = lbl'

In what follows, we think of the parameters {z; }7=1 and {/; };?=1 as playing a
distinguished role in specifying the branching design.

Given such a streamfunction ¥ and its corresponding two-dimensional velocity
field

u = (=0z9.0,09xy),

we must choose a “temperature” field £ well suited to the minimization (5.2). Re-
call the design principle (3.9) discussed in Section 3, which requires that

wé A ][ wé =1
Q
throughout the domain. For our purposes, it will suffice to set
(5.5) E=w

and enforce that w2 ~ 1. Such considerations significantly constrain the way
that streamlines may branch. We note that while (5.5) may not necessarily hold
for optimal designs, it greatly simplifies the ensuing analysis. And, as claimed in



OPTIMAL WALL-TO-WALL TRANSPORT 2419

D) RUNLL
QLA

FIGURE 5.1. Streamlines from a period doubling transition layer.

Proposition 5.1 and proved below, such a choice introduces at most a logarithmic
error in our estimates of enstrophy-constrained optimal transport.

We are now ready to give the precise functional form of our branching construc-
tion. Let points {z; }7=1 satisfying (5.3) and length scales {/; }7=1 satisfying

1 2
— _T[N
l] lx

and (5.4) be given. Let
(5.6) Y(x) = cocosx
where ¢y is chosen so that (U/)2 = 1. We define {y; };-’:1 by

Vj(x) = lj‘I’(lx—,)
J

1
#x2) = forze g
which corresponds to the bulk. In the boundary layer, we set
v =g(E2nt rze el

Here, g € C°°(]0, 1]) is a fixed cutoff function satisfying the matching conditions
g(0)=1,g(1) =0, g’(0) = g’(1) = 0, as well as the integral condition

and set

Z—2Zn
I_Zn

1
(5.7) /O (g(1))*dt = 1.

In the j " transition layer we take
-2

wux)=f( , )wxm+f(
Tj+1— %)

where f € C®°([0, 1]) is a second fixed cutoff function. We require it to satisfy
the Pythagorean condition

(5.8 (fO)? + (f(1=1)*>=1 forte[0,1]

Zj+1—2
= = )1/fj+1(x) for z € [zj, Zj+1]
Zj+1—Zj
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FIGURE 5.2. The cutoff function f(¢) used in the branching construction.

as well as the matching conditions f(0) = 1, f(1) = 0, and f'(0) = f'(1) = 0.
One might choose, for instance,

11 r—1
f([): E_Etanh T.[z(l——[)z forO0<t <1

for some 7 € (0,00). Figure 5.2 shows such a cutoff function. This completes
our construction of a general class of branching designs; we turn now to select an
optimal one for use in (5.2).

5.2 Admissibility

Our first task is to check the admissibility of this construction. The Fourier series
of ¥ can be written in the form

(5.9) v = 2@y x),
j=1

where the amplitude functions {y; };.’:1 belong to H2(1;) N L>®(I;). (Such regu-
larity is guaranteed by the definition of the cutoff functions f and g.) The support
of the j amplitude function satisfies

supp ¥j C [2j-1. Zj+1] U1 = zj41. 1 = 2]
and the expansion is nearly diagonal in the sense that
Xixi 20 = lj—jl=1
Thus,

(5.10) supp xj xj+1 C [2j, 2j+1] Ul = zj41, 1 = 2] V.
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and the same is true for products of derivatives thereof. Note also that by (5.8),

n
5.11) doxi=1 zell-zy.zul
j=1
and by (5.7),
1
(5.12) f x2dz =1.
Zbl

LEMMA 5.2. The branching construction defined above is admissible for (5.2).

PROOF. That the boundary conditions for u and £ are met is clear. Here, we
check that the net flux constraint {, wé = 1 is satisfied. Since

n
Iy = Z ij]/'
j=1

and {W; };’zl forms an L2-orthonormal set, we can write that

]{Zws=f9<axw)2 :/Izéxj.dz.

By (5.11), the integrand is equal to 1 for z € [1 — zy, Zp1]. Since

1
/ xidz=1—2zy
z

bl

by (5.12), we conclude that

Zpl 1\ ) 1
]{2105:2(/; +/Z)ZdeZZZ(Zbl—E-i-I—Zbl):l- O
2 bl ]:1

Next, we record some technical requirements that will greatly simplify the iden-
tification of an optimal branching construction. These requirements are compatible
with the upper bound from Proposition 5.1, and we have not been able to improve
upon the scaling of this result by removing them. First, we require the transition
layer thicknesses {J };_,, which are defined by

Sk = Zk+1— 2k, 1 <k <n—1, and 8y =26, =1—2z,,
and the horizontal length scales {/i }7 _, to satisfy the relations
(5.13) §1 22 n
and

(5.14) I <8, 1<k<n—1, and &, ~ .
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The latter guarantees that a certain anisotropy is present throughout the construc-
tion that will simplify, amongst other things, the estimation of the higher-order
terms from (5.2). Second, we require that

1
(5.15) Sbulk = Zbulk — 5 ~ 1.

Note the constants implicit in (5.13)—(5.15) are not allowed to depend on any pa-
rameters. Third, we require that the refinement of length scale through each tran-
sition layer occur by period doubling, i.e.,

1
(516) lk+1 = Elk, 1 < k <n-— 1.

This last requirement will serve to simplify the Fourier analysis involved in esti-
mating the nonlocal advection term.

5.3 Estimating the Efficiency of Branching

In this section we estimate each of the terms from (5.2) for the branching con-
struction. The requirements laid out in Section 5.1 and Section 5.2 are understood
to hold. The constants appearing below are only allowed to depend on those im-
plicit in (5.13)—(5.15), and so do not depend on any parameters.

First, we deal with the advection term. By Lemma 3.2,

][ IVA~ldiv(ug)|? = f lwé —112dz + Q(u - V&)
Q I
where O = Zk#, Qk and

Ou(f) = ][ Gr(z, ) () 2 (2)dz d2.

IZ. XIZ/
As the construction is two-dimensional, k, does not play a role. For ease of read-
ing, we denote k = (ky, 0) simply by k in what follows.

LEMMA 5.3. The branching construction satisfies
n—1
Q(u . v%‘) = Z Qk.;um (ll . VS) + Qk;iiff(u : VE)
i=1
where
1 1 1

+— and kKM= _— —— forl<i<n-—1.
Livi I livi I

sum __
ki =

PROOF. Using the formula for the branching construction given in (5.9),
J=Vy - Vory =Y V(i) - Vox(xv)
JJ’
= D V) - oy =

li—j’l=1
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n
= Vv - Vox ()
j=1
n—1
+ Y VGG - Vox (Vi) + VGG 1) - Vox(iv)
j=1
= Jself + anr-

Given our choice of fundamental streamfunction (5.6), these expressions can be
made explicit and we do so now.
The general term in the first sum, Jgjs, satisfies

VGGV - Vs ) = (=155 1)) - vy 1))
1 /
= =GV + 506v; = 5 (1) (@) 6(;_.)
J

where ©® = (V)2 — WW”. Using (5.6), we see that ® = cZ(cos? + sin?) = ¢2 so
that

(5.17) Joerf = ¢§ Z 2)

i=1
In particular, we find that Jg¢ is constant in the periodic variable x, so that the
Fourier coefficient [Jget] ,’C\ vanishes identically except for when k£ = 0. For k = 0,
note that

[Jeerfly = Jert = J = %;—ZW
Continuing, we see that the general term in the second sum, Jy,, satisfies
VA7) - Vox(t1¥+1) + V5O 415 41) - Vox (¥7)
=~ 15¥7) - (+1Y] 41 X1V 41)
= (Vi Xie1¥j0) - QG Y7 X97)
= _X}Wj)(j+1¢],',+1 + XjWJ/‘X}+1WJ,'+1 - X}+1Wj+1)(jw],'/
+ A1V 1 XY
= 1 Xj+19i+1 + X Xi+19j+1,;
where
Ojj+1 = ViV =¥/ ¥+, Oy = Vi ¥ — ¥ ¥y
Given (5.6), we find that

O j+1 = sin(i) sin(L) + ljicos(i) COS(L).
lj lj+1 lj lj lj+1
I:
Ojt+1,; = sin(i) sin(i) + ;cos(ﬁ) COS(L).
lj livi) i lj li+1
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Applying standard trigonometric identities,

1 l; . 1/1:
Ojj+1 =51+ J—H cos(k;“ffx) + = f_“ _1 Cos(kjs_umx),
2 lj 2\ [

Qi1 = E(1 + IJT) cos(kx) + 5(E — 1) cos(k3"™x),

where k}?‘iff and k]S.um are as in the statement of the result. In sum,

n n
(5.18) Joor =Y 0 Xi19 11+ D Xixi+10j11,)
j=1 j=1

From (5.17), (5.18), and the decomposition J = Jgr + Jnpy, it is clear which
wavenumbers are present in Q. We see that J; is not identically O if and only if

ke{y U™ 1<j<n—1ju{k™ 1</ <n—1}
Since /j 41 # I}, we see that
0¢ (ki 1<j<n—1jufk™ 1<) <n—1}.

For general choices of length scales {/;} these two sets of wavenumbers may
intersect; however, given our special choices of length scales in (5.16), we find that
(5.19) ki l<j<n—1nk™1<j<n-1}=0.

(If k4™ = kJ‘.jiff then 2/ 1 42/ = 271 _2J from which the contradiction 3 -2/ =
27 follows.) Therefore,

n—1
Qu-VE) = ) Q- VE) = ) Qum(u - V) + Qan(u - V). O
k+#0 j=1

Now we estimate each of the nonzero contributions to the advection term picked
out by Lemma 5.3.

LEMMA 5.4. The branching construction satisfies

wE —11>dz < 6y
I,

and

Sl AT

Qk;um(lI'Vé)\/quiff(u'vé) S ’ 1 S,] En_l~
J

&%

PROOF. We begin with the k = 0 term. Since

n
wE=) ¥}
j=1
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we find that

/ |lwe — 1|2 dz < §,.
I

Next we wish to estimate Qk;;um and Q,air. Recall that
J

J

ka.“m = Gks.“m (Z, Z/) Jks.“m (Z)J]:s.um (Z/)dz dZ/,
P szlé J J J

quiff = f quiff(Z, Z/)fkqiff(Z)f:diff(Z,)dZ dZ,.
4 IxI1, 7 J J

By (5.17) and (5.18),
n
Je = vl = D 2 X754107,5+100) + 150410 41,5 (k)
j=1

for k # 0. It follows from (5.19) that
~ 1 l'+1 1 I
Jsum:—J——l oy _;_1 ! . ,
kS 2( I; )X]XJ—l—l + 2(lj+1 )XJX;+1
~ 1 lj+1 , 1 L\,
Jkg.ff—i(l-l-—lj Xij+1+§ 1+E XiXj+1-
In particular,

supp Jisum U supp Jgsum C SUPP ;X 41 U SUPP X} Xj+1
Clzj,zj+1]Ul —zj1. 1 —zj] =1

by (5.10). Thus,

Qjespm =/ G (2, 2) Jiem (2) Tfum (2)dz d2
J Lx1; J J

J

ch_liff = / Gkiiff(Z, Z/)fkgiff(z)fkﬁiff(z/)dz dZ/.
i xI:

I;x1;

Now we estimate these quadratic forms. By Holder’s inequality,
72 72
Qi < IGkgm L1t wap I gl Toes  Quair < IGrallLr (g wr ) | g oo
Observe that

1
i xpillee VX xj+1llLe S —
j j S

J
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as a result of (5.13). Combining this with the first part of Lemma 3.3 applied with
A = I;, we find that

8 1 L 1)?
sum 8 . —_— s
% ksum(’ : k;“m) (lj+1 8,-)

§; 1 I 1)\?
i < —2 Si . . A= .
Qugr = kf‘”( i A k}“ff) (lj+1 5;)

It follows from (5.16) that

ll s k m kdlff

so we can simplify these estimates to

Qkxum \% dem < 8 l (5 /\l )- (l—i)z
lj+16;
Using the first part of (5.14) followed by (5.16), we conclude that
/ ]‘.‘ / Jz
Qk;_um \Y% Qk}!iff < 8] Z]2+1 g
This completes the proof. O

We turn to estimate the higher-order terms from (5.2).

LEMMA 5.5. The branching construction satisfies
—1 12
fvury f 1veR < le— .
PROOF. Note that

n n n
Oux¥ = Y V] ¥ =Y V). and By =) xj¥;.
Jj=1 Jj=1 j=1
Therefore, by orthogonality,

n

2 _ 12 nav) " 12

F TP = 3 f v P 2005+ gl
j=1

For j # 1, we see from an application of (5.13) that

8 +8i—1

_ §i 1
A P P e
J

12

A

For j = 1, we have instead that

1
1 1 2 o
1P = 101, 01 7
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Similarly, we find that

1 1
12 _ 2 - —
f |X]W]| ||X] ||L2(I )(W ) 5 8] . + 5] 8]’

‘ -

£ = 1,07 < (513

for all j. Therefore,

f|vvw|2< Z —+— z +i+ﬁ
Q 8]3 8, 837

J+1 ] n
By (5.14),
s, 1 I? 12 1
-2 —v-L and B2
lj+1 8 51 8 On
The result follows. O

We now assemble the previous estimates. Let

Ee: {2} k) = ][9 VA~ divug)? + e ][9 |Vu|2-][SZ Ve

where (u, £) are constructed from {z}7 _, and {/;}7_, as described in Section
5.1. It will be convenient in what follows to think of estimating E in terms of some
smoothly interpolated version of these parameters.

COROLLARY 5.6. Let{(z) be any smooth, monotonic function defined on [Zpuik, Zbi]
that satisfies

K(Zk)=lk, 1<k <n.
Then, the branching construction corresponding to {zy}y _, and {l;.}}. _, satisfies

Zbl

E(e:{zid Uk}) <l + '(2))*dz + e( | + /Zb] L dz + i)z
’ - iz €(2))2 I

Zbulk
PROOF. Collecting the results above and using (5.16), we conclude that

n112

f VA~ div(ug)? < lu + Z =~y + Z
i

j+1 L

2
8.
8 I

and

fvury f veP < 22— R B R
2 111 j=1 lj

2
Lok I
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By Jensen’s inequality and the definition of £(z),

Zj+1 2 Zj+1
f C)dz| < ][ 12 dz
Z; Zj

J J

i =7 _
8

so that

n—1l .z, Zpl
][ VA~ div(u§)|? < Iy + § f |0)?dz = Iy + (t")? dz.
Q : Zj
]:1 J

Zbulk
Also, as [j 1 ~ [j by (5.16),
1 Zj+1 ] Zj+1
2Y=), B%T), e

Therefore,

zj+1 1 L1 | 1
frvup f vep < 2 Z/ = ey [ dz
Z
J=

bulk lbl [ bulk Ioi
O

5.4 Proof of Proposition 5.1

The result of the previous analysis is that the branching construction from Sec-
tion 5.1 satisfies the efficiency estimate

Zol 1 ] 1)\?
EGei i () S+ [ (E)zdz—i-s(z [T s )
Zbulk lbulk Zbulk (Z) lbl

where £(z) is obtained from {/¢ }} _, by smooth and monotonic interpolation. Now
to prove Proposition 5.1, we will optimize the right-hand side in the free parameters
£(2), louix, and Iy, and then back out admissible choices of {z; }7 _; and {/x }ZZI
from the result. To ensure that the requirements from Section 5.1 and Section 5.2
hold, we must carry out this optimization under the constraint that

(5.20) 0<0(z) <1, 2z € [zbuk zpl)-
That the minimizer of
o 1 ] 1)?
sy min s [ @Pazes(po s [ gmdae )
£(z) Zbulk lbulk Zbulk (@) loi

1 (Zputk) =puik
Lzp)=In
satisfies (5.20) will be verified later on.
First, let us determine the optimal form of £(z). We consider that ¢ < 1
throughout this preliminary discussion, which should serve to motivate the choices
made in the formal proof that follows. Consider the contributions to (5.21) coming



OPTIMAL WALL-TO-WALL TRANSPORT 2429

from the transition layers where z € [zZpuk, Zb1]- We can identify the scaling of
their minimum value by balancing the corresponding integrands. This yields

Zbl 1 1/2 1
/ ~ o1/2
(5.22) U(z) ~¢ (/Z 17 dz) _ﬁ(z)'

bulk
It is natural to impose the boundary condition £(1) = 0 to determine £. We find
that

£(z) ~ c(e)(1 — 2)/?
where c(¢) must be determined by substitution into (5.22). Thus,

1/6
c(e) ~ &'/® (/Zb] ! dz) / _ /6 10g1/6(1 _Zbulk).
zok 1 =2 1 —zy

Iy ~ c(e)(1 — zonDV? and  louie ~ c(&)(1 — Zpun) />
we conclude that

Since

1~ Zbuk Tbuik

1 —zpl ISl
Anticipating that [, < lpuk for ¢ < 1, we conclude that the optimal form of the
smooth length scale function £(z) is given by

lou
(5.23) £(z) ~ e'/® 10g1/6(371k) (1—2)Y2,  z € [Zuk, Zbll-

Such an £ yields the estimates

Zbl ol ] 2 ] - .
/ (0)2 dz ~ 8(/ 5 dz) ~ gl/3 log1/3 (ﬂ) / dz
Zbulk Zbulk E lb] - 1 —z
= ¢1/3 1og1/3(lblk) 10g(ﬂ) N 81/310g4/3(lblk)
lbl 1 — Zbl lb]
fore < 1.

Next, we determine the optimal choices for lpyx and lp; in this asymptotic re-
gime. Plugging (5.23) back into (5.21) yields the resulting minimization

! 1 1)?
o () o L)
1 (Zpuik) =lbuik lbl lbulk lbl

L(zv) =l

Critical point tests yield the optimal scalings
1 1
(5.24) loulk ~ gl/6 logl/6 — and [y ~ gl/3 logl/3 -
€ €

for e <« 1. Note this is consistent with the hypothesis that /) << [pyi in this regime.
To summarize, the smooth length scale function £(z) picked out by our analysis of
(5.21) scales as

1
(5.25) £(z) ~ 81/610g1/6 - (1- z)l/z, Z € [Zbulk, Zbi],
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where

1/3

log

1
l—zZpuk~1 and 1—zp ~¢ 173
&

We are now ready to prove the upper bound from Proposition 5.1.

PROOF OF PROPOSITION 5.1. Our plan is to verify the existence of a branching
construction, as described in Section 5.1, whose parameters {z }} _; and {/x}}_,
are consistent with the optimal smooth length scale function £(z) from (5.25).
Once we verify the requirements of Section 5.1 and Section 5.2 hold, the desired
bound E(g; {z}. {lk}) < &'/3 log“/3 % follows as above. For the reader’s conve-
nience, we recall the requirements that must be checked: these are (5.3), (5.4), and
(5.13)—(5.16).

We start by defining

1 1
(5.26) 0(2) = eYolog /6 L (1 - )12 e [av 1]
£

in obvious analogy with (5.25). To choose the horizontal length scales {/x}}_,,
we set

P Iy 1

bulk = 277 Koune
where kpuk € N satisfies

Iy 1
(5.27) kpuk — 1 < ;W < kpu,
&
and take
Dbk _1
k = 2k_—1’ =1,...,n.

Note to ensure kpyx > 1 we must require that gl/6 logl/ 6 % < Ix. This condition
is given in the statement of Proposition 5.1. Note also that (5.4) and (5.16) hold.
Now as (5.26) is strictly decreasing, we may define the points {z}} _, by

(5.28) Lzp) =1, k=1,...,n.
This gives

Zk:1—01m, k=1,...,n,
where

Tbulk 1 1 12
cr=| — = .
1 c1/6 10g1/6% 472 ¢1/3 10g1/3 % kgulk
By (5.27),c1 < % sothatz; = 1—c1 > % as required by (5.15). Note (5.3) and
(5.13) are satisfied as well.
Finally, we fix n € N by enforcing (5.24), which states here that

Dbuik 1/3 1/3 1
F ~ & log E
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To achieve this, let us define n € N via the inequalities

| <1 ( 2 1 ) -
n— 0 <n.
£ e1/310g!/3 1 kpui

Having chosen {zx};_, and {/x}} _,, we may invoke the definitions from Sec-
tion 5.1 to produce a branching construction (u, £). Note we have checked each
requirement from Sections 5.1 and 5.2 except for (5.14). That /, ~ &, follows
from (5.24) and (5.25).

Now we show that [ < 8y forall k. Since §x = zg+1—2k and Iy ~ |lg41—Ik|,
this requires showing that

Tk+1 — 2k
lev1 — Ik
for all k. Noting z’(£) < 0, we only need to show that
151201 £ € [lbl, bhui].

Differentiating (5.26) implicitly, we find that
-2 g/’ i ”
1/6 1 ~ 1/6 1 1/6 1

& & &€

1 <

~

20 =2 ~1

el/6log gl/61og gl/61og

as required.

In sum, we have produced a branching construction (u, £) consistent with the
requirements of Sections 5.1 and 5.2 whose parameters {Z};_, and {/}}_, in-
terpolate the desired smooth length scale function £(z) from (5.25). The estimates
proved in Section 5.3 apply, and we may immediately conclude from Corollary 5.6
and the discussion surrounding (5.24) and (5.25) that

E(e:{zk ), k)
_ —1 4 2 2, 2
_fQWA div(ué)| +sz|Vu| fQIVEI

] Zpl ([)2 J 1 ] J 1\2
< o + z+8(—+/ —= z+—)
Zbulk ll%ulk Zbulk (6)2 lbl

1/61.01/6 1 2
< el/3gt3 L 4 i 105&(%) . 8(;)
&

gl/3 logl/3 % gl/3 logl/3 %
1 1 1/3 1
< gl/3 10g1/3 -+ el/3 10g4/3 . 82/3 : < el/3 10g4/3 -
& & log - &
for ¢ < 1. Thus, Proposition 5.1 is proved. U

6 Implications for the Analysis of Turbulent Heat Transport

There is a long history, originating in the works of Malkus [24] and Howard
[21], of variational methods for the analysis of turbulent heat transport, the pri-
mary focus of which has been on absolute or a priori upper bounds. Consider
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the usual setup of Rayleigh-Bénard convection (RBC), wherein an incompress-
ible fluid layer is heated from below and cooled from above, and is subjected to
a constant downwards-pointing gravitational force. The temperature field 7 (x, t)
undergoes transport by means of advection-diffusion,

(6.1) 3T +u-VT = AT.

The advecting velocity u(x, ?) is coupled back to temperature field 7' through a
suitable momentum equation. This could be, for instance, Darcy’s law as it is for
convection in a fluid-saturated porous layer. Here, we are concerned with convec-
tion in a fluid layer for which, in the Bousinessq approximation, (6.1) is supple-
mented with the buoyancy forced incompressible Navier-Stokes equations

(6.2) d;u +u-Vu + Vp = PrAu + PrRakT
and
(6.3) divu = 0.

The two nondimensional parameters are the Prandtl number Pr, the ratio of the
fluid’s kinematic viscosity to its thermal diffusivity, and the Rayleigh number Ra, a
ratio of the intensities of driving to damping forces that is proportional here to the
bulk buoyancy force across the layer. Altogether, (6.1)—(6.3) constitute the equa-
tions of Rayleigh-Bénard convection in a fluid layer [36]. For boundary conditions
we continue to assume that the temperature field is imposed at the top and bottom
of the layer by
T;=1=0 and T|;=0 =1,
while the velocity field is taken to satisfy either the no-slip boundary conditions
ulpe =0
or the stress-free boundary conditions
wlae =0 and dzulye = dzv[ye = 0.

All fields are assumed to be periodic in the xy-plane.

The rate of heat transport in RBC can be measured by the Nusselt number Nu,
which evidently depends on Pr and Ra in some unknown and complicated way. (It
can also depend on the initial data, as well as on the aspect ratios of the fluid layer.)
Determining this relationship and/or establishing absolute bounds on it continues
to be the subject of numerous works across the physical and mathematical litera-
tures. To date, the best known upper bound holding uniformly in Pr and for no-slip
velocity boundary conditions states that

6.4) Nu < Ra'/2

for Ra > 1 [13,21,37]. This bound also holds for stress-free velocity boundary
conditions in the three-dimensional layer 2 = T)%y x I, but more is known in
the two-dimensional case where 2 = T, x I: in two dimensions with stress-free
boundary conditions, one has that Nu < Ra5/12 uniformly in Pr for Ra > 1 [44].
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(In the formal limit where Pr = oo and (6.2) is replaced with Stoke’s equation,
the situation is quite different [14, 16,29, 33,45].) There is little to no evidence,
however, that any of these finite Pr bounds are in fact sharp, i.e., that there exist
solutions of the equations of motion (6.1)—(6.3) satisfying Nu ~ Ral/2 asRa — oo
(or Nu ~ Ra® 12 for stress-free boundaries in two dimensions).

In light of all this, we note that the main fluid dynamical contribution of this pa-
per is a proof that when the momentum equation (6.2) is replaced by the enstrophy-
constraint

(6.5) (|Vu|?) = Ra(Nu — 1),

which it implies, the upper bound Nu < Ra'/2 becomes asymptotically sharp up

to logarithmic corrections. That is, for all large enough Ra there exist velocity
and temperature fields satisfying (6.1), (6.3), and (6.5) along with the requisite
boundary conditions such that

Ral/2

< Nu < Ral/2,
log? Ra

(6.6)

This follows from Theorem 1.2 upon taking Pe? = Ra(Nu — 1). Therefore, either
the well-known bound (6.4) on RBC is asymptotically sharp as Ra — oo and Pr
is fixed, or details from the momentum equation (6.2) beyond the balance (6.5) are
essential for determining the scaling law of maximal turbulent heat transport.

The remainder of this section places our analysis of wall-to-wall optimal trans-
port into its proper fluid dynamical context. To keep the discussion at a reasonable
length, we do not attempt to summarize the vast literature on the subject but in-
stead focus on two of the most well-known methods for proving a priori bounds
on transport: the variational approach of Howard, and the background method of
Constantin-Doering. Our plan is to recall just enough about these methods to al-
low for comparison with the techniques developed in this paper. For Howard’s
approach, see Section 6.1, while for the background method, see Section 6.2. Sec-
tion 6.3 concerns the role of the momentum equation.

Before we proceed, let us mention the existence of the recently developed ‘““aux-
iliary functional” method for producing bounds on time-averaged quantities [7].
While the background method may ultimately be derived by a particular choice
of auxiliary functional—the same is apparently true [6] for the recently proposed
method of Seis [37] —it is not yet clear if there exists any auxiliary functional that
yields an improvement to scaling beyond Nu < Ral/2. Although for ordinary dif-
ferential equations the auxiliary functional method always yields sharp bounds on
long-time averages [41], it remains to be seen if such a situation holds for general
PDE:s.
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6.1 On the Variational Approach of Howard

Howard’s Variational Problem

If RBC is to be taken as a predictive model for turbulent convection, one nat-
urally asks: which of its solutions are realizable in experiments? Setting aside
dynamical stability as a possible selection principle, Malkus introduced in [24] the
idea that perhaps amongst all possible solutions of the equations of motion, those
that are realized maximize their heat transport overall. An operational approach
to establishing upper bounds inspired by Malkus’ idea is to search for a larger
admissible set of velocity and temperature fields, which contains all solutions of
RBC, amongst which the maximal transport can analytically be determined. This
is Howard’s variational approach.

Following Howard [21], we observe that if u and 7 arise in RBC, they must
satisfy two identities known as the “power integrals.” To derive the first of these,
dot the momentum equation (6.2) into u, integrate by parts, and average in space
and time. Changing variables by 6 = T — (1 — z) yields the first of Howard’s
identities

(6.7) Ra(wé) = (|Vu|?).

(Note that this is simply a restatement of (6.5) from above.) A similar manipulation
involving the temperature equation (6.1) yields the second identity

(6.8) (wh) + (wh)> — (|wb|?) = (IV[?).

Consider now the problem of maximizing Nu amongst all divergence-free vector
fields u and scalar fields 6 that vanish at the walls and furthermore satisfy (6.7) and
(6.8). Since the equations of motion of RBC imply these constraints, the resulting
maximum sets an upper bound on Nu for RBC.

Setting aside matters of statistical stationarity [21], one can give an equivalent
formulation of the variational problem described above that makes it tractable for
analysis. Under certain further assumptions on the solutions of RBC (the “require-
ments of homogeneity” from [21]), Howard deduced that the minimization

(6.9) min ][|w9—1|2+8][ |Vu|2f 1Vo|?
u(x),0(x)

fowl=1
u30=0,0|30=0

is equivalent to the maximization sup Nu described above, and that its optimal
value can be used to produce an a priori bound on RBC (the algebraic manipula-
tions in the proof of this are like those performed in Section 3 in the derivation of
the integral formulation of steady wall-to-wall optimal transport).

The minimization (6.9) is known as Howard’s problem. It bears striking re-
semblance to our integral formulation of steady enstrophy-constrained wall-to-wall
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transport

(6.10) min f|m—1div(ug)|2+e][ |vu|2f |VE|2,
ux).Ex)  Jo Q Q
fo wE=1

ul3e=0,&[50=0
obtained in Section 3. To find the relationship between (6.9) and (6.10), we ap-

ply Lemma 3.2 along with the net flux constraint fg wé = 1 and decompose the
advection term as

f VA~ div(u) =f WE - 117 + Q(div(u))
Q Q

where Q is the positive semidefinite quadratic form defined in Lemma 3.2.

This last equation reveals the precise distinction between Howard’s problem
(6.9) and our integral formulation in (6.10). Because Q is positive semidefinite, it
is evident that the minimum in (6.9) is not smaller than the minimum in (6.10). As
aresult, Howard’s upper bound on heat transport is not lower than ours. Though the
improvement in scaling in our approach is limited by (6.6) to at most a logarithmic
correction, it remains to be seen whether such a correction holds as an absolute
upper bound. We turn now to consider the difference between the optimizers of
(6.9) and (6.10).

Busse’s Multi-a Technique

As shown by Howard and Busse [5,21], the optimal value of Howard’s problem
(6.9) scales as £'/3 for ¢ <« 1. Thus, Howard’s approach to bounds on RBC yields
Nu < Ra'/2 and no better. The a priori lower bound implicit in this result is due to
Howard; the upper bound was obtained by Busse as an application of his “multi-
o’ technique, which seeks to produce asymptotically valid solutions of the Euler-
Lagrange equations of (6.9) involving multiple horizontal wave numbers. Busse’s
multi-o analysis turns out to share parallels with our construction of branching
flows, which we would like to discuss now.

We start by recalling Howard’s lower bound:

(6.11) min ][|w9—1|2+8][ |Vu|2][ IVO|? > ¢!

ll|dsz—0 9|osz—0

for ¢ < 1. Let (u, ) be admissible, which we can take to be smooth. Let § €
(0, %) be such that

1 _
O§|w9|§5 forz € [0,8] and wO(8) = =

(If there does not exist such a §, then f, [w8 — 1|2 = 1> £2/3.) By its definition,

8
w9—1|2>i |w9—1|228.
|

|1z
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Lemma 2.6 states that

1 o (2)|

T2 10201210z wllL2@) 2 |

— Vz.
ES tA(l—2)]

Taking z = § and squaring, we conclude that

1
Vul> § |VO]* 2 .
fovur £ vop = 5

Therefore, the optimal value in the left-hand side of (6.11) is bounded below by
1
inf {8 + 8—2} ~el/3
5e(0,1) 8

for e < 1, and (6.11) is proved.
Now we discuss Busse’s upper bound: it asserts the existence of admissible pairs
{(ug, 6;)} satisfying

(6.12) ][|w895—1|2+8f |Vu£|2][ IV < &'/3
Q Q Q

for ¢ « 1. Busse’s multi-o technique is analogous to our branching construction
from Section 5. Arguing as in that section, we find that our branching construction
with length scale £(z) satisfies the estimates

_ 1 ] 1\?
][ |lwh —11*> <l and ][ |Vu|2][ |v9|25(2—+/ —2dz+—)
Q Q Q lbulk Zbulk ¢ Lo

so long as 0 < £/(z) < 1. Since branching is admissible for Howard’s problem,
we find its optimal value is bounded above by

1 2] 1\?
(6.13) min lo1 + 8(2— + / —zdz + —) .
t(z) Lok Zoan £ I
£(Zouk) =lbuik
L(zp)=ln
0<t'(z)<1
Choosing

0z) ~1-2, z €[Zouo o). loux~ 1. and Iy ~e'/?

yields (6.12). Although Busse’s construction is usually described in terms of dis-
crete wavenumbers {og }_, and points {zx}7_,, for & < 1 these can be seen to
arise from interpolation of the continuous length scale £(z) ~ 1 — z, similar to the
presentation in Section 5.

Coming back to wall-to-wall optimal transport, we can now discuss the differ-
ence between the optimizers of Howard’s problem (6.9) and our integral formu-
lation in (6.10). As the analysis in Section 5 indicates, adding Q to Howard’s
problem (6.9) should change the preferred length scale for branching from Busse’s
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linear law £ ~ 1 — z to our square root law £ ~ c(g)a/1 —z. The estimates
obtained there show that

Zbl

(6.14) o~ H?dz.

Zbulk
Thus, the one-dimensional problem (6.13) for selecting the length scale function £
turns into (1.12) for wall-to-wall optimal transport. It remains to be seen whether
the true optimizers of (6.10) exhibit branching with these preferred length scales.
Presumably, developing such fine detailed knowledge of the minimizers would help
resolve the question of logarithmic corrections to scaling.

6.2 On the Background Method

Background Method for RBC

In [13], Constantin and one of the authors introduced an alternate method to
Howard’s for establishing a priori bounds on RBC, which can be applied without
any assumptions of statistical stationarity or homogeneity. We recall the argument
now, with the goal of connecting it to the symmetrization method from Section 2.
We follow the presentation in [15].

Letu and T arise from RBC and decompose the temperature field into the sum
of stationary “background” and fluctuating parts,

T(x,t) =t(z) + 0(x,1),
where 7(0) = 1 and (1) = 0. Then,

Ld f|9|2+ : f|u|2 +1f|VT|2—1/1|’|2 He(u. 6)
24t \Jq PrRa Jo 2 1o 2, et

where H- is the quadratic form
1 1
H:(u,0) = f —|Vu? 4+ = VO + wh(' - 1).
o Ra 2

Provided that H; > 0 for all divergence-free vector fields u(x) and scalar fields
0(x) vanishing at €2, we can drop the last term from the dissipation equation and
take a long-time average to find the inequality

1
(VTP < [ 1.
0

This proves the following variational bound:

1
(6.15) Nu < inf |7/|2.
(z) 0
7(0)=1,7(1)=0
H:>0

Those background fields t that satisfy H; > 0 are known as spectrally stable.
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As proved in [15], there exist spectrally stable background fields {5} satisfying

1
1
‘[/2N_
Jy e~

for all § < Ra~!/2. Minimizing the resulting bound Nu < } over this range of §

proves that Nu < Ral/2. There is a remarkable similarity between the background
fields g constructed in [15] and our fields ng constructed for the symmetrization
method in (2.10). This hints that the upper bounds produced by these two ap-
proaches may in fact coincide. We turn to discuss this now.

Background Method for Optimal Transport

As observed in [39], one can obtain a priori bounds on optimal transport via a
suitable modification of the background method. Here, our goal is to show that the
symmetrization method from Section 2, when properly abstracted and optimized,
yields an a priori bound on transport whose value is exactly the same as that ob-
tained in [39]. This begs the question of whether better background fields might be
constructed to improve upon the scaling Nu < Ral/2 (albeit by at most a logarith-
mic amount). Numerical evidence points in the opposite direction, as the optimal
bounds found in [35] scale ~ Ra'/2. We are not aware of a proof demonstrating
this at the present time.

The modified background method from [39] is as follows. Let T solve the
advection-diffusion equation (6.1). Performing the background decomposition

T(x,t) =1(z) + 0(x,1)

with 7(0) = 1 and 7(1) = 0 and introducing a Lagrange multiplier A € R, we find
that

6.16) 1df|e|2+1f|VT|2—1/1|f/|2+)LPeZ H,,(u.0)
’ 2dt Jg 2 Jo — 2/, 2 BAL

where H  is the quadratic form
_ A 2 1 2 /
H,;(u,0)=4 —|Vul|”+ =|VO|” + wor'.
’ Q 2 2

If H;, > O for all divergence-free vector fields u(x) and scalar fields 6(x) van-
ishing at 0€2, the dissipation equation (6.16) implies that

1
(|VT|2)§/ |7')? + APe?.
0
Thus,

1
(6.17) Nu < inf / |7’|? + APe?
7(2),A 0
7(0)=1, (1)=0
HT.AZO
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In parallel with the background method discussed above, we refer to background
fields t satisfying H; 5 > 0 as being spectrally stable at Lagrange multiplier A.
On the other hand, the symmetrization method from Section 2 yields the bound

(6.18) sup  Nu(u) <

u(x,?)
(|Vu|?)=Pe?
ulye=0
inf {][ |Vn|? +Pe?  sup ][ VA~ div(un)|?
n(x) Q u(x) Q
Nlz=0=1 ulpe=0
Nlz=1=0 fQ |Vu|2=1

when carried out optimally. As it turns out, these bounds are one and the same.

LEMMA 6.1. Let Upy(Pe) and Usymm (Pe) denote the optimal values appearing on
the right-hand sides of (6.17) and (6.18), respectively. We have that Uy, = Ugymm.

Remark 6.2. As the following proof shows, the minimization in (6.18) can be per-
formed over 1 depending on z alone without changing the resulting value.

PROOF. We prove this in two steps: first we show that Usymm < Upm, and then
we prove the reverse inequality. In both cases, we will use the fact that

(6.19) /|VA—1divm|2= sup /2m-V9—|V9|2
Q 6(x) Q
Blae=0

forallm e L2(Q:R3).
We begin by showing that Usymm < Upn. Taking m = ut in (6.19), we see that
a background field 7(z) satisfies H; 3 > 0 if and only if

/ VA~ !divuz|? gx/ |Vu|?
Q Q

for all divergence-free u that vanish at 2. Therefore,

1
Upm > inf / |7’|> + Pe?  sup ][ VA~ div(ur)|?} > Usymm
0 Q

©(2),A u(x)
7(0)=1,7(1)=0 ulyo=0
Hraz0 fa IVuP=1

since enlarging the admissible set only decreases the resulting minimal value.
Now we prove that Usymm > Upm. Parametrizing the admissible set from (6.18)
via the level sets of

M) = sup f |VA_1diV(ur])|2,
u(x) Q
ulze=0
fo IVu?=1



2440 C. R. DOERING AND I. TOBASCO

we can write that

Usymm = inf inf {][ V|2 + Pezk}.
A n(x) Q
Nlz=0=1,71|;=1=0
M(n)=1

Extend the definition of H ; to functions of x by taking
A 1
Hy(u,0) = ][ 5|Vu|2 + 5|V9|2 +uf - V.
Q

By (6.19),
M) =1 inf Hy ,(u,0) =0,
u(x), 0(x) ’
ul30=0,0|30=0
and the latter happens if and only if H; 3 > 0. Using that fQ |[Vn|? is convex in 7
and that {n: H, 5 > 0} is also convex, we can replace 7 with its periodic average

T = 7 to deduce that

Usymm > inf inf { f 17'|? + Pez,\} = Upm
A 7(2) Q
tlz=0=1,7|;=1=0
Hr,A >0
as desired. U
While, in the end, the symmetrization method yields the same Pe2/3 or Ral/2

upper bound as does the background method applied to optimal transport or RBC,
its formulation is what ultimately led us to discover the relation between the op-
timal design of heat transport and Howard’s variational approach as discussed in
Section 6.1. This is not to say that a more careful analysis of the wall-to-wall op-
timal transport problem may not ultimately lead to new, logarithmically corrected
upper bounds. Whether such corrections hold remains to be seen.

6.3 On the Realizability of Optimal Heat Transport
by Buoyancy-Driven Convection

We return to the full system (6.1)-(6.3) to discuss the role of the momentum
equation (6.2). One may wonder if buoyancy forces are capable of producing flows,
time-dependent or steady, that realize near-optimal heat transport. The answer
depends upon the way in which flow intensity is constrained.

First, we note that the energy-constrained wall-to-wall optimal transport prob-
lem corresponds to RBC in a fluid-saturated porous layer where the Navier-Stokes
momentum equation (6.2) is replaced by Darcy’s law. This implies the balance
law (Ju|?) = Ra(Nu — 1), which, when combined with the result of Theorem 1.1,
yields the optimal scaling Nu ~ Ra in this setting. Direct numerical simulations
of time-dependent high-Ra porous medium convection [20, 32] are consistent with
this scaling, indicating that buoyancy forces can produce flows realizing optimal
heat transport insofar as scaling is concerned. On the other hand, asymptotic and
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numerical investigations indicate that the best possible transport by steady flows
satisfies Nu ~ Ra%-° [43].

Second, we observe that the enstrophy-constrained optimal transport problem
corresponds to Rayleigh’s original model of buoyancy-driven convection in a fluid
layer [36]. There, steady convection also appears to be strongly suboptimal with
the highest computationally observed scaling being Nu ~ Ra%31 [38,42]. To
date, there are no turbulent high-Ra direct numerical simulations indicating heat
transport scaling much higher than Nu ~ Ral/3.

We close our discussion of fluid dynamical implications by commenting on the
certain suboptimality of heat transport in Rayleigh’s original model. Rayleigh im-
posed (6.1)—(6.3) in two-dimensions with stress-free velocity boundary conditions
and the usual Dirichlet temperature ones. Although RBC in a fluid layer must obey
the bound Nu < Ra'/2 in any dimension and for any boundary conditions, the re-
sult of [44] is that in two-dimensions and with stress-free boundaries Nu < Ra’ nz,
Nevertheless, by combining the relevant balance law {|Vu|?) = Ra(Nu — 1) im-
plied by the Navier-Stokes momentum equation (6.2) with the result of Theorem
1.2 and the remark immediately thereafter, we conclude that optimal heat transport
in the setting of Rayleigh’s model must satisfy Nu ~ Ral/2 (up to logarithmic cor-
rections). Our analysis is consistent with all the requirements of Rayleigh’s model
except for the Navier-Stokes momentum equation (6.2). Thus, buoyancy-driven
convection in two-dimensions between stress-free boundaries must yield strongly
suboptimal rates of heat transport as compared with what happens if (6.2) is not im-
posed. This underscores the importance of using the momentum equation—rather
than only a balance law it implies—for determining the asymptotic heat transport
of turbulent RBC.

7 Optimal Transport as Energy-Driven Pattern Formation

There is a second scientific context, other than the fluid dynamical one, in which
the methods behind our analysis of wall-to-wall optimal heat transport have played
a fundamental role. This is the subject of “energy-driven pattern formation” in
mathematical materials science [23].

Perhaps the key methodological contribution of this paper is the reformulation
of the general steady wall-to-wall optimal transport problem

(7.1 sup Nu(u)
u(x)
la||=Pe
+b.c.

in its integral form

(7.2) inf ][|VA_1 div(uS)|2+8||u||2][ |VE|2.
u(x).§(x) JQ Q
fo wE=1
+b.c.
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This change of viewpoint, accomplished in Section 3, hinges on the fact that the
Nusselt number of a steady velocity field u can be written as the maximal value
of a certain nonlocal functional in £. The resulting problem (7.2) is equivalent to
the original one (7.1), and optimizers correspond. In the examples of energy- and
enstrophy-constrained optimal transport considered in Sections 4 and 5, where ||-||
is the (volume-averaged) L% or H 1_norm, the integral formulation (7.2) plays a
key role in the construction of divergence-free velocity fields that achieve nearly
optimal transport. As that analysis shows, the complexity of the successful con-
struction—whether it can be described using few length scales or many—depends
strongly on the choice of norm.

Besides its practical use for the estimation of optimal transport, (7.2) shares stri-
king similarities with other nonconvex and singularly perturbed variational prob-
lems from mathematical materials science. The study of patterns selected by energy
minimization principles in this field is known as energy-driven pattern formation.
It is important to note that the wall-to-wall optimal transport problem is variational
by definition. Thus, our observation is not that there exists some variational formu-
lation for it, but rather that the specific formulation (7.2) is reminiscent of various
model problems from energy-driven pattern formation. From this point of view, it
is no surprise that the (nearly) optimal patterns constructed in this paper for wall-to-
wall transport—convection rolls and branching flows—bear similarities with other
well appreciated patterns from materials science including domain branching in
micromagnetics [8,9] and wrinkling cascades in thin elastic sheets [3,22,31]. What
(7.2) offers is a functional analytic framework in which to make such connections
precise.

We discuss below two model problems from energy-driven pattern formation
and their connections to wall-to-wall optimal transport. We leave their general
scientific introduction to the references therein, focusing instead on the salient fea-
tures of their analysis. This discussion provides an alternate viewpoint on the role
of branching patterns in the variational analysis of transport, which complements
the older purely fluid dynamical arguments of Busse [5]. We hope these remarks
prove useful to the reader interested in our approach.

7.1 Magnetic Domain Branching in a Uniaxial Ferromagnet

Our first example comes from micromagnetics and concerns the patterns formed
by magnetic domains in a uniaxial ferromagnet. The energetic description is as
follows. We take as the magnet the domain Q = (=L, L), x [0, l]y . Where
x is the the preferred direction of magnetization and L is the magnet’s (nondi-
mensmnahzed) length On @ we define a magnetization vector field m(x) =
mii +myj + m3k which is required to be of unit size [m| = 1 and is extended

by zero to the rest of space R3\ Q2. The micromagnetic energy that results is

(7.3) / |IVA~! divm|? +/ O(1 —mi) + ¢|Vm|
all space magnet
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where the divergence is understood in the distributional sense. Strictly speaking,
this is a “sharp interface” model in which the total variation norm

3 3
/ |Vm| = Z/ |Vm;| = Z sup / m; divv
Q —~ Ja — 1R JQ
i=1 i=1 VECC (QaR )
IVIlLoo @)=l

features instead of the H!-norm (for more on this reduction see [8]). The first
term appearing in (7.3) is called the magnetostatic energy; it accounts for the cost
of the magnetic field induced by m in the ambient space. The second term is
the anisotropy energy, and it arises from an underlying crystalline anisotropy that
prefers m to be +1i. The third term is the interfacial energy. It permits m to be
discontinuous, but limits the total area of any interfaces across which m jumps. The
parameters Q and ¢ set the relative strengths of these effects. The magnetostatic
and interfacial energies have direct analogues in the wall-to-wall problem (7.2); the
anisotropy term does not. Note that, due to the constraint |[m| = 1, this functional
is nonconvex.

There are various designs for m one can entertain in minimizing (7.3). One
is the so-called Kittel structure, in which m is independent of x and +i-valued
throughout the magnet, alternating between these at some to be determined length
scale / in the yz-plane. This design costs no anisotropic energy and the optimal /
is selected by minimizing its magnetostatic and interfacial costs. Another impor-
tant design is the Landau-Lifshitz structure, in which m is independent of x and
+i-valued except for in a thin boundary layer near x = =£L. There, it is taken
to be perpendicular to i in such a way as to eliminate the magnetostatic energy
completely, thus coupling the thickness of the boundary layer to the length scale /
of oscillations in the bulk. This is a sharp-interface version of the convection roll
design described in Section 4.

Finally, there is the Privorotskii construction, which plays the role of the branch-
ing flows from Section 5. It too involves a very large number of distinct length
scales that interpolate between a preferred length scale in the bulk Jpy and a sig-
nificantly smaller one at the boundary /). We refer the reader for more details
to [8,9], including a description of the relevant regimes.

What can be proved regarding this nonconvex, nonlocal minimization problem?
Following the reference [9] we assume that m(x, y, z) is periodic in (y, z) and
identify [0, 1]§ . With Ti .- Then there exist positive constants C and C’ such that
the minimum micromagnetic energy satisfies

CQ1/382/3L1/3 < minimum micromagnetic energy < C'Ql/?’sz/?’Ll/3

for all sufficiently large Q and sufficiently small ¢/L. The proof of this result
requires two kinds of arguments. The upper bound comes from estimating the cost
of an optimal Privorotskii construction (the conditions on Q, ¢, and L ensure that
the result is significantly less than those obtained by the Kittel and Landau-Lifshitz
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structures). The lower bound asserts that the Privorotskii construction cannot be
beat as far as scaling is concerned. The original proof of it can be found in [9],
but we note the existence of a second, more recent proof in [10], which utilizes the
endpoint Gagliardo-Nirenberg interpolation inequality

1/2 1/2
1 £ Izsacrzy S IV F NG 1 F 15 2 s

holding for all mean-zero and periodic functions f.

7.2 Blistering Patterns in Thin Elastic Sheets

Our second example comes from elasticity theory. Consider a thin elastic sheet
of (nondimensional) thickness / that is strongly bonded to the top of a large rubber
block except for on some known subdomain  C R2. Applying biaxial compres-
sion to the block causes the sheet to blister in the unbonded domain. The result
is a complex pattern of wrinkles and folds whose details can be modeled through
the minimization of a certain nonconvex and singularly perturbed variational prob-
lem. As in [3,22], we consider minimization of the internal elastic energy under
clamped boundary conditions. In the Foppl-von Karman model, the elastic energy
(per unit thickness) is given by

1
(7.4) bisered [€0Y) T 5 V9 @ VoI + 12 VVg?
region

where the “in-plane” displacement parallel to the top of the block is v(x) and the
“out-of-plane” displacement perpendicular to it is ¢(x). Here, e(v) denotes the
symmetric part of the in-plane displacement gradient Vv. Taken together, the in-
and out-of-plane displacements yield the map (x,0) — (x + v(x), ¢(x)) which
describes the deformation of the blister. At the edge of the blister 32 we impose
the clamped boundary conditions

Vipg = —AX, ¢lpe =0, and 0,9l = 0.

The parameter A is positive and sets the amount of overall compressive strain. The
first term in the energy is called the membrane term. It prefers the in-plane strain
e(v) + %Vqﬁ ® V¢ to vanish. The second one is called the bending term, and it
prefers the out-of-plane displacement to vary on longer length scales or not at all.
The relative strength of these effects is determined by the parameter /s, which is
understood to be small.

There are significant parallels between the elastic energy functional (7.4) and
the integral formulation of wall-to-wall transport (7.2). Of course, the bending term
from (7.4) and the higher-order terms from (7.2) act to regularize designs. More in-
terestingly, we observe a similarity between the membrane term from (7.4) and the
advection term and net flux constraint from (7.2). Let us introduce a streamfunc-
tion ¥ for the divergence-free velocity field u (we work with a two-dimensional
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fluid layer now) and rewrite the advection term as

(1.5) f VA~ div(ug) 2 = ][ VAT (. E) P
fluid layer

fluid layer

where J(y, £) = V4 - VE. Recall also that the net flux constraint requires that

(7.6) ][ wE = 1.
fluid layer

As pointed out in Section 3.2—see the discussion surrounding (3.8)—for smooth
enough designs (u, £) the advection term cannot vanish while the net flux con-
straint and boundary conditions w|yo = £|sgqg = 0 hold. As (7.2) makes clear,
wall-to-wall optimal transport is precisely about balancing these competing ef-
fects. Regarding elasticity, we ask: what does it take for the membrane term to
nearly vanish? This can be answered with the aid of the lower bound

1 2 B
blistered e(v) + EV(p ® V¢ Z fl;listered |VV(AA) ! detvv¢|2
region region
(71.7) 1 .
blistered EV(]S ® V¢ — Aldaxa|
region

which we compare with (7.5) and (7.6). For the in-plane strain to nearly vanish, the
bulk average of %qu ® V¢ must be nearly constant and equal to a known multiple
of the identity. At the same time, ¢ must nearly satisfy the degenerate Monge-
Ampere equation det VV¢ = 0. It follows from the results of [34] that these are
incompatible constraints, i.e., the membrane term cannot vanish while the bending
term remains finite. The situation is remarkably similar to that of wall-to-wall
optimal transport.

The scaling law of the minimum energy for blistering is known. As proved
in [3,22], there exist constants C and C’ depending only on €2 so that

(7.8) Ch < minimum elastic energy < C'h

for small enough A. The upper bound comes from a branching construction in-
volving finer and finer oscillations in V¢ at a certain length scale depending on the
distance from the blister edge d€2. As opposed to the corresponding result for the
wall-to-wall problem, there is no logarithmic correction to scaling in (7.8). This
can be explained with the help of (7.5) and (7.7): whereas the advection term has
a —1 scaling in its quadratic nonlinearity J(, £), the membrane term has a —2
scaling in det VV¢ and therefore permits much stronger oscillations. As a result,
branching can be more easily accommodated in blistering than in optimal transport.
The lower bound from (7.8) asserts that branching indeed achieves the minimum
energy up to a prefactor depending only on the domain. Its proof reminds one
of the proof of Howard’s lower bound given after (6.11). For details we refer the
reader to [22] for the case where €2 is a square with periodic boundary conditions
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at opposite sides, and to [3] for the more general case of an arbitrary domain 2
with suitably smooth boundary.
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