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REMARKS ON THE RÉNYI ENTROPY OF A SUM OF
IID RANDOM VARIABLES

BENJAMIN JAYE, GALYNA V. LIVSHYTS, GRIGORIS PAOURIS,
AND PETER PIVOVAROV

Abstract. In this note we study a conjecture of Madiman and
Wang [MW] which predicted that the generalized Gaussian dis-
tribution minimizes the Rényi entropy of the sum of independent
random variables. Through a variational analysis, we show that
the generalized Gaussian fails to be a minimizer for the problem.

1. Introduction

For p > 1, the p-Rényi [Re] entropy of a (continuous) random vector
X in Rd distributed with density f is defined by

hp(X) = − 1

p− 1
log

∫
Rd

f(x)pdµd(x) = − 1

p− 1
log ‖f‖pp,

where µd denotes the d-dimensional Lebesgue measure. As p → 1+,
hp(X) converges to the usual Shannon entropy

h(X) = −
∫
Rd

f(x) log f(x)dµd(x)

(provided that the density of X is sufficiently regular to justify passage
of the limit). For the entropy power N(X) = exp(2h(X)/d), the fun-
damental entropy power inequality (EPI) of Shannon [Sh] asserts that
for independent random vectors X1 and X2,

N(X1 +X2) ≥ N(Z1 + Z2),

where Z1, Z2 are independent Gaussians satisfying N(Xi) = N(Zi), i =
1, 2. A firm connection between the EPI, p-Rényi entropy and funda-
mental results like the Brunn-Minkowski and Young’s convolution in-
equalities goes back to Dembo, Cover and Thomas [DCT]. See Principe
[Pr] for more information about where the Rényi entropy arises; see also
Bobkov, Marsiglietti [BM] for a related discussion.

Recently, there has been increasing interest in p-Rényi entropy in-
equalities. Interestingly, the following basic mathematical question is
still open: Over all random variables X with hp(X) some fixed quan-
tity, what are the minimizers of the entropy hp(X+X ′), where X ′ is an
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independent copy of X? We learnt about this question from the papers
of Madiman, Melbourne, Xu, and Wang [MW, MMX1], who studied
unifying entropy power inequalities for the Rényi entropy, which, in the
limit p→ 1+ recover the statement that, over all probability distribu-
tions with h(X) fixed, h(X + X ′) is minimized if (and only if) X is a
Gaussian, see e.g. [DCT].

Several closely related questions have been recently addressed in-
volving the p-Rényi entropy power Np(X) = exp( 2

d
hp(X)). Bobkov

and Chistyakov [BCh2] show that there is a constant c > 0, depend-
ing on d and p, such that Np(

∑n
j=1Xj) ≥ c

∑n
j=1Np(Xj) for inde-

pendent random vectors X1, . . . , Xn. A sharper form of the constant
was subsequently found by Ram and Sason [RS]. Bobkov and Mar-
siglietti [BM1] proved that Np(X1 + X2)

α ≥ Np(X1)
α + Np(X2)

α for
X1, X2 independent Random vectors if α ≥ p+1

2
. There has been con-

siderable further recent success extending the EPI to the Rényi setting
[BCh, Li, LiMM, MM, RS, Rioul2].

Following [LYZ, MW, MMX1], for β > 0, consider the Generalized
Gaussian

Gβ,p(x) = α(1− β|x|2)1/(p−1)+ ,

where α is chosen so that
∫
Rd Gβ,p(x)dµd(x) = 1. The generalized

Gaussian is the distribution with the smallest second moment with a
given Rényi entropy, see work of Lutwak, Yang, and Zhang [LYZ], as
well as earlier results of Costa, Hero, and Vignat [CHV]. Madiman and
Wang made the following bold conjecture (Conjecture IV.3 in [MW]).

Conjecture 1.1 (The Madiman-Wang Conjecture). If Xj, j = 1, . . . , n,
are independent random variables with densities fj, and Zj are inde-
pendent random variables distributed with respect to Gβj ,p where βj is
chosen so that hp(Xj) = hp(Zj), then

hp(X1 + · · ·+Xn) ≥ hp(Z1 + · · ·+ Zn).

This conjecture has been confirmed in the case p = +∞, see [MMX,
MMX2].

In this note we will show that unfortunately this conjecture does
not hold in the special case when d = 1, p = 2, n = 2 and X1 and
X2 are identically distributed, see Section 4. However, we do suspect
that a minimizing distribution is a relatively small perturbation of the
generalized Gaussian.

Throughout this note we only consider the case where X1, . . . , Xn

are independent copies of a random variable X with density f . The
question of finding the minimizer of hp(X1 + · · · + Xn) with hp(X)
fixed can then be rephrased as a constrained maximization problem,
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which we introduce in Section 2. Subsequently, in Section 3 we take
the first variation of this maximization problem. We have not been
able to develop a satisfactory theory of the associated Euler-Lagrange
equation (3.2), but we show in Section 4 that the generalized Gaussian
is not a solution to (3.2), and so fails to be a maximizer of the extremal
problem. We conclude the paper with some elementary remarks and
speculation.
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2. The constrained maximization problem

Denote by Cn(f) the (n − 1)-fold convolution of a given function f
with itself, that is, Cn(f) = f ∗ f ∗ · · · ∗ f , where there are n factors of
f (and n − 1 convolutions). Then C1(f) = f . It will be convenient to
set C0(f) = δ0, the Dirac delta measure, so that g ∗ C0(f) = g for any
measurable function g.

Throughout the text, we fix M > 0, n ∈ N and p ∈ (1,∞). We set

F =
{
f ∈ L1(Rd) ∩ Lp(Rd), f ≥ 0, ‖f‖pp = M, ‖f‖1 = 1

}
and consider the extremal problem

(2.1)

{
Maximize I(f)

def
=
∫
Rd [Cn(f)(x)]pdµd(x)

subject to f ∈ F .

Put

(2.2) Λ = Λ(p,M) = sup{I(f) : f ∈ F}.

We begin with a simple scaling lemma, which we will use often in
what follows.
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Lemma 2.1. Suppose that f ∈ L1(Rd) ∩ Lp(Rd) is non-negative, and
‖f‖1 > 0. The function

f̃ =
1

λd‖f‖1
f
( ·
λ

)
, with λ =

( ‖f‖pp
M‖f‖p1

) 1
d(p−1)

,

belongs to F , and

I(f̃) =
M

‖f‖pp
1

‖f‖p(n−1)1

I(f).

Proof. Observe that, for any r ∈ [1,∞),

‖f̃‖rr =
1

λd(r−1)‖f‖r1
‖f‖rr.

Plugging in r = 1 and r = p (and recalling the definition of λ) we see

that f̃ ∈ F . Next, observe that

Cn(f̃)(x) =
1

‖f‖n1λd
Cn(f)

(x
λ

)
for any x ∈ Rd.

Whence,

I(f̃) =
1

λd(p−1)‖f‖pn1
I(f),

and the proof is complete by recalling the definition of λ. �

We next prove that (2.1) has a maximizer. A radial function f on
Rd is called decreasing if f(y) ≤ f(x) whenever |y| ≥ |x|.

Proposition 2.2. The problem (2.1) has a lower-semicontinuous, ra-
dially decreasing, maximizer Q.

Proof. First observe that for any measurable function f , iterating Riesz’s
rearrangement inequality [LL, Theorem 3.7] yields I(f) ≤ I(f ∗), where
f ∗ is the symmetric rearrangement of f ; see [B, Section 3.4] for re-
lated multiple convolution rearrangement inequalities and their equal-
ity cases. Also, notice that if f ∈ F , then f ∗ ∈ F .

Take non-negative functions fj ∈ F such that Λ = limj→∞ I(fj) (re-
call Λ from (2.2)). By replacing fj with its symmetric rearrangement,
we may assume that fj are radial and decreasing. Passing to a subse-
quence if necessary, we may in addition assume that fj → f weakly in
Lp(Rd). Consequently, f is radial, decreasing, f ≥ 0, and ‖f‖pp ≤ M .
(To see this, observe that the set of radial decreasing nonnegative func-
tions with norm at most M1/p is a closed convex set in Lp(Rd), so by
Mazur’s Lemma, see e.g. [LL, Theorem 2.13], this set is weakly closed.)
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By modifying f on a set of measure zero if necessary, we may assume
that f is lower semi-continuous1.

Claim 2.3. As j →∞, fj → f µd-almost everywhere.

Proof. For r > 0, define vj(r) = fj(x) and v(r) = f(x) whenever
|x| = r. Then since fj converges weakly to f in Lp(Rd), we have that
whenever I is a closed interval of finite Lebesgue measure in (0,∞),

lim
j→∞

∫
I

vj(s)dµ1(s) =

∫
I

v(s)dµ1(s).

Insofar as the function v is non-decreasing, it has at most countably
many points of discontinuity. If r > 0 is a point of continuity of v, and
Ik = [r − 2−k, r], then

v(r) = lim
k→∞

1

2−k

∫
Ik

v(s)dµ1(s) = lim
k→∞

lim
j→∞

1

2−k

∫
Ik

vj(s)dµ1(s)

but since vj is decreasing we have that vj(s) ≥ vj(r) for s ∈ Ik. Thus

v(r) ≥ lim sup
j→∞

vj(r).

Arguing similarly with intervals whose left end-point is r, we also have
that

v(r) ≤ lim inf
j→∞

vj(r).

Thus limj→∞ vj = v at every point of continuity of v. If E is a countable
set in (0,∞), then E × Sd−1 is a Lebesgue null set in Rd, so the claim
follows. �

Notice that, as a consequence of this claim, Fatou’s Lemma ensures
that ‖f‖1 ≤ 1. Our next claim is

Claim 2.4. If 1 < q < p, then fj → f strongly in Lq(Rd) as j →∞.

The proof of this claim is a variant of the Vitali convergence theorem
(see e.g. Theorem 9.1.6 of [Ros]), but observe that it does not neces-
sarily hold if one was to remove the radially decreasing property of the
functions fj (just consider a sequence of translates of a fixed function).

Proof. Fix ε > 0, δ > 0. Insofar as the functions fj and f are radially
decreasing, ⋃

j

{|fj| ≥ δ
2
} ∪ {|f | ≥ δ

2
} ⊂ B,

1If f is discontinuous at x ∈ Rd, then define f(x) = sup|y|>|x| f(y) (i.e. the

one-sided radial limit from the right). Then {f > λ} is open for every λ > 0.
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where B is the closed ball centered at 0 of radius
(

2
µd(B(0,1))δ

)1/d
. (Oth-

erwise we would have ‖fj‖1 > 1 for some j, or ‖f‖1 > 1.)
On Rd\B, we have |fj| < δ/2 for every j, and |f | < δ/2, whence∫

Rd\B
|fj(x)− f(x)|qdµd(x) ≤ δq−1

(
‖fj‖1 + ‖f‖1

)
≤ 2δq−1 <

ε

3

provided δ > 0 is chosen sufficiently small.
Now fix κ > 0. Observe that,∫

B∩{|fj−f |<κ}
|fj(x)− f(x)|qdµd(x) ≤ µd(B)κq <

ε

3

if κ is chosen sufficiently small. On the other hand, since B has finite
measure, one can invoke continuity of measure from above, thus we
have that fj → f in measure on B as j →∞. From the inequalities∫
B∩{|fj−f |≥κ}

|fj(x)− f(x)|qdµd(x) ≤ µd(B ∩ {|fj − f | ≥ κ})1−q/p‖fj − f‖qp

≤ 2qM q/pµd(B ∩ {|fj − f | ≥ κ})1−q/p,
we infer that there exists N ∈ N such that∫

B∩{|fj−f |≥κ}
|fj(x)− f(x)|qdµd(x) <

ε

3
for all j ≥ N.

Bringing these estimates together, it follows that ‖fj − f‖qq < ε for
every j ≥ N . �

Our next goal is to use this claim in order to show that I(f) = Λ.
To this end, observe that repeated application of Young’s convolution
inequality [LL] yields that, for any n-tuple of functions g1, . . . , gn,

(2.3)
(∫

Rd

|g1 ∗ g2 ∗ · · · ∗ gn(x)|pdµd(x)
)1/p
≤

n∏
j=1

‖gj‖(np′)′ ,

where p′ = p/(p − 1) is the Hölder conjugate of p, so (np′)′ = np
np−p+1

.

Since n > 1, (np′)′ ∈ (1, p).
To apply this inequality, first use Minkowski’s inequality to observe

that,

|I(g1)
1/p − I(g2)

1/p| ≤
(∫

Rd

|Cn(g1)(x)− Cn(g2)(x)|pdµd(x)
)1/p

,

but,

Cn(g1)− Cn(g2) =
n−1∑
k=0

Ck(g1) ∗ (g1 − g2) ∗ Cn−k−1(g2),
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and hence

|I(g1)
1/p−I(g2)

1/p| ≤
n−1∑
k=0

(∫
Rd

|Ck(g1)∗(g1−g2)∗Cn−k−1(g2)(x)|pdµd(x)
)1/p

.

Appealing to (2.3) now yields,

|I(g1)
1/p − I(g2)

1/p| ≤
n−1∑
k=0

‖g1‖k(np′)′‖g2‖n−k−1(np′)′ ‖g1 − g2‖(np′)′ .

Returning to our sequence fj, it is a consequence of Hölder’s inequality
that ‖fj‖(np′)′ ≤ ‖fj‖θ1‖fj‖1−θp with some θ ∈ (0, 1) depending on n and
p, so ‖fj‖(np′)′ ≤ C(M,n, p) (and the same inequality holds with fj
replaced by f). Whence there is a constant C ′(n, p,M) such that

|I(fj)
1/p − I(f)1/p| ≤ C ′(n, p,M)‖fj − f‖(np′)′ for every j.

Since (np′)′ ∈ (1, p), Claim 2.4 yields that fj → f in L(np′)′ as j →∞.
Hence I(f) = limj→∞ I(fj) = Λ. (It follows that f is not identically
zero.)

It remains to show that f ∈ F . To this end, we apply Lemma 2.1:
Consider the function

f̃ =
1

‖f‖1λd
f
( ·
λ

)
, with λ =

( ‖f‖pp
M‖f‖p1

) 1
d(p−1)

.

Then f̃ ∈ F and I(f̃) = M
‖f‖pp

1

‖f‖p(n−1)
1

Λ. Consequently, if ‖f‖pp < M or

‖f‖1 < 1, then I(f̃) > Λ, which is absurd. Thus f ∈ F and the proof
of the proposition is complete. �

3. The First Variation

With the existence of a maximizer proved, we now wish to analyze
it analytically.

To introduce the Euler-Lagrange equation associated to (2.1) it will
be convenient to define, for a function f , T (f)(x) = f(−x). Observe
that, if f, g, h are non-negative measurable functions,

(3.1)

∫
Rd

f(x)(T (g) ∗ h)(x)dµd(x) =

∫
Rd

(f ∗ g)(x)h(x)dµd(x).

Proposition 3.1. A lower-semicontinuous function Q ∈ F is a maxi-
mizer of the problem (2.1) if and only if

(3.2) [T (Cn−1(Q))] ∗ [Cn(Q)]p−1 =
Λ

Mn
Qp−1 +

Λ(n− 1)

n
on {Q > 0}.
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Remark 3.2. Observe that if Q is radially decreasing, then Cn−1(Q)
is again radially decreasing for any n ∈ N, so T (Cn−1(Q)) = Cn−1(Q)
in this case.

Proof. The sufficiency is easy to show. Integrating both sides of (3.2)
against Q, and recalling that Q ∈ F , yields∫

Rd

Q(x) · ([T (Cn−1(Q))] ∗ [Cn(Q)](x))p−1dµd(x) = Λ.

But using Tonelli’s theorem and (3.1), the left hand side is equal to∫
Rd(Cn(Q)(x))pdµd(x) = I(Q).
Conversely, consider a bounded function ϕ compactly supported in

the open set {Q > 0}. Since Q is lower-semicontinuous, infsupp(ϕ)Q >
0. Therefore, (insofar as ϕ is bounded) there exists a constant C > 0
such that

(3.3) |ϕ| ≤ CQ on Rd,

so in particular, there exists t0 > 0 such that for |t| ≤ t0 it follows

that Qt
def
= Q+ tϕ is non-negative. In the notation of Lemma 2.1 with

f = Qt, we consider the function

Q̃t =
1

λd
(Q+ tϕ)

( ·
λ

)
‖Q+ tϕ‖1

,

with the corresponding λ > 0 satisfying ‖Q̃t‖pp = ‖Q‖pp = M . Of

course we also have
∫
R Q̃t(x) dµd(x) = 1 regardless of λ for |t| < t0. We

conclude that Q̃t belongs to F , and therefore

(3.4) I(Q̃t) ≤ I(Q) = Λ, for all |t| < t0.

Moreover, as in Lemma 2.1,

(3.5) I(Q̃t) =
1

λd(p−1)‖Q+ tϕ‖np1

∫
Rd

[Cn(Q+ tϕ)(x)]pdµd(x).

For |t| < t0, we calculate, using commutativity and associativity of
the convolution operator,

d

dt
Cn(Q+ tϕ)p = pn[ϕ ∗ Cn−1(Q+ tϕ)][Cn(Q+ tϕ)]p−1,

and

d2

dt2
Cn(Q+tϕ)p = pn(n− 1)ϕ ∗ ϕ ∗ Cn−2(Q+ tϕ)[Cn(Q+ tϕ)]p−1

+ n2p(p− 1)[ϕ ∗ Cn−1(Q+ tϕ)]2[Cn(Q+ tϕ)]p−2.

(3.6)
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Crudely employing the bound (3.3) in (3.6), we infer that there is a
constant C > 0, depending on n, p and t0, such that for all |t| < t0,∣∣∣ d2

dt2
Cn(Q+ tϕ)p

∣∣∣≤ CCn(Q)p.

Whence, the second order Taylor formula yields that

|Cn(Q+tϕ)p − Cn(Q)p − npt[ϕ ∗ Cn−1(Q)][Cn(Q)]p−1| ≤ Ct2Cn(Q)p,

(3.7)

for |t| < t0. Integrating the pointwise inequality (3.7) yields∫
Rd

[Cn(Q+ tϕ)(x)]pdµd(x)

=Λ+npt

∫
Rd

[ϕ ∗ Cn−1(Q)(x)][Cn(Q)(x)]p−1dµd(x) + O(t2)

(3.8)

as t→ 0.
Now, recalling the definition of λ, we calculate

λd(p−1)‖Q+ tϕ‖np1 =
‖Q+ tϕ‖pp

M
‖Q+ tϕ‖(n−1)p1

=
(

1 +
pt

M

∫
Rd

ϕ(x)Q(x)p−1dµd(x) + O(t2)
)

·
(

1 + t(n− 1)p

∫
ϕ(x)dµd(x) + O(t2)

)
,

(3.9)

where in the expansion of ‖Q+ tϕ‖pp we have again used the inequality

(3.3) to obtain the O(t2) term.
Plugging the two expansions (3.9) and (3.8) into (3.5) yields that, as

t→ 0,

I(Q̃t) =Λ + pt
{
n

∫
Rd

[ϕ ∗ Cn−1(Q)(x)][Cn(Q)(x)]p−1dµd(x)

− Λ

M

∫
Rd

ϕ(x)Qp−1(x)dµd(x)− (n− 1)Λ

∫
Rd

ϕ(x) dµd(x)
}

+O(t2).

From (3.4) it follows that limt→0
I(Q̃t)−I(Q)

t
= 0, so the second term

in the prior expansion must vanish, that is,∫
Rd

ϕ(x)
{
n[T (Cn−1(Q))]∗[Cn(Q)]p−1(x)− Λ

M
Qp−1−(n−1)Λ

}
dµd(x) = 0,

where (3.1) has been used. Since ϕ was any bounded function com-
pactly supported in {Q > 0}, we conclude that (3.2) holds. �
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4. On the Madiman-Wang conjecture

Proposition 4.1. The generalized Gaussian is not the extremizer for
problem (2.1).

Proof. Consider the simplest case d = 1, p = 2, and n = 2. We
shall show that the function G(x) = α(1 − |x|2)+ does not satisfy the
equation

(4.1) C3(f) = af + b on [−1, 1] with a, b > 0,

and so no function of the form c
λ
G( ·

λ
), with c, λ > 0, satisfies (3.2),

for any value of Λ (recall Remark 3.2). In fact, we shall show that
C3(G) = G ∗G ∗G is not a quadratic polynomial near 0.

For this, observe:

G′′ = 2α(δ−1 − χ[−1,1] + δ1).

Thus, (G∗G∗G)′′′′′′ = (G′′∗G′′∗G′′) is the threefold convolution of the
above measure. The threefold convolution of −2χ[−1,1] equals −8(3 −
|x|2)+ on [−1, 1], and no other term in the convolution G′′ ∗G′′ ∗G′′ is
quadratic in |x|. Therefore, G∗G∗G has non-vanishing sixth derivative
at 0, but a+ bG does have vanishing sixth derivative at 0. �

Remark 4.2. Moreover, for any dimension d, the random vector X in
Rd with i.i.d. coordinates Xi, each distributed according to the gen-
eralized Gaussian density, does not constitute the extremizer for this
problem. Indeed, in this case hp(X) = dhp(Xi), and it remains to
use Proposition 4.1. Therefore, a random vector with i.i.d. coordi-
nates which are generalized Gaussians is not an extremal case for this
question.

5. Any radially decreasing solution of (3.2) is compactly
supported

In this section, we discuss the following

Proposition 5.1. Decreasing radial solutions of (3.2) are compactly
supported.

Proof. Suppose that Q ∈ F solves (3.2) and Q is not compactly sup-
ported. Since Q is non-negative and radially decreasing, its support is
Rd.

The term G = Cn−1(Q) ∗ (Cn(Q))p−1 on the left hand side of (3.2)
belongs to Lr, where r = max(1, 1/(p − 1)). Indeed, if p ≥ 2 then∫
Rd G(x)dµd(x) =

∫
Rd [Cn(Q)(x)]p−1dµd(x) (recall that Q ≥ 0 with
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Rd Q(x)dµd(x) = 1), but

∫
Rd Cn(Q)(x)dµd(x) = 1 and∫

Rd

Cn(Q)p(x)dµd(x) = Λ <∞,

so Cn(Q) ∈ Lp−1(Rd). If 1 < p < 2, then t 7→ t1/(p−1) is convex, so by
Jensen’s inequality, G1/(p−1) ≤ Cn−1(Q) ∗ (Cn(Q)p−1)1/(p−1) = C2n−1(Q),
whence ‖G‖1/(p−1) ≤ 1 in this case.

On the other hand, the right hand side of (3.2) belongs to Lr only if
Λ = 0, which is absurd, since F certainly contains non-zero functions.

�

6. Remarks

In this section we make some remarks that suggest that although
the generalized Gaussian is not an optimal distribution for the problem
(2.1), a reasonably small perturbation of the generalized Gaussian could
well be.

Beginning with f0(x) = 1[−1,1], consider the following iteration for
j ≥ 1

fj(x) =
C3(fj−1)(x)− C3(fj−1)(1)

C3(fj−1)(0)− C3(fj−1)(1)
.

Numerically, this iteration converges pointwise to a solution of the
equation (4.1) for some a, b > 0 satisfying the constraints f(0) = 1 and
f(1) = 0 (so the support of f is [−1, 1]). The resulting function f can
then be re-scaled via the transformation c

λ
f( ·

λ
) (c, λ > 0) to have any

given positive integral and L2-norm. We do not know if the solution of
C3(f) = af + b is unique (modulo natural invariants in the problem),
so we cannot say that this function f corresponds to a solution of the
constrained maximization problem (2.1).

We provide the graphs of f1, f2, f3 and f4 (see Figure 1 below), and
the algebraic expressions for f1, f2 and f3 on [−1, 1].

f1(x) = 1− x2, f2(x) = 1− 6x2

5
+
x4

5

f3(x) = 1− 62325x2

50521
+

12810x4

50521
− 1050x6

50521
+

45x8

50521
− x10

50521
.
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Figure 1. The graphs of f1, . . . , f4 on [−1, 1].
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