A SPECTRAL SZEGO THEOREM ON THE REAL LINE

R. V. BESSONOV, 8. A. DENISOV

ABsTrRACT. We characterize even measures p = wdz + ps on the real line R with finite entropy integral
log w(t)

fR 1+t2

As a corollary, we obtain criterion for spectral measure of Krein string to have converging logarithmic integral.

dt > —o0 in terms of 2 X 2 Hamiltonians generated by p in the sense of the inverse spectral theory.

1. INTRODUCTION

Each probability measure p supported on an infinite subset of the unit circle T = {z : |2| = 1}
of the complex plane, C, gives rise to an infinite family {®,,},>0 of monic polynomials orthogonal
with respect to . For integer n > 0, the polynomial ®,, has degree n, unit coefficient in front of 2",
and (@, D) r2(u) = 0 for all k& # n. The polynomials {®,, }n>0 satisfy the recurrence relation

D,11(2) = 20,(2) — an®; (2), Dy =1, (1.1)

where {®%} are the “reversed” polynomials defined by ®%(z) = 2"®,,(1/z). Recurrence coefficients
{a,} are completely determined by p and we have |ay,| < 1 for every n > 0. Given any sequence
of complex numbers {«a,} with |a,| < 1, one can find the unique probability measure y on T such
that {a,} is the sequence of the recurrence coefficients of p, see [32], [34].

Szegé Theorem. Let i = wdm + ps be a probability measure on T with density w and a singular
part s with respect to the Lebesgue measure m on T. The following assertions are equivalent:

a) the set span{z"™, n > 0} of analytic polynomials is not dense in L*(p);
H);
b) the entropy of p is finite: [logwdm > —oo;
K T
(c) the recurrence coefficients {an} of p satisfy 3.~ lon |2 < 0.

We refer the reader to [32], [33] for the historical account and an extended version of this result.
Independent contributions to different aspects of its proof were done by Szegs, Verblunsky, and
Kolmogorov. A partial counterpart of Szegs theorem for measures supported on the real line, R, is
due to Krein [24] and Wiener [36] (see also Section 4.2 in [13] or Theorem A.6 in [11] for modern

du(t)
itz < 00

expositions). Denote by II(R) the class of all Radon measures on R such that [

Krein—Wiener Theorem. Let p = wdx + us be a measure in II(R) where w is the density with
respect to the Lebesgue measure dr on R and ps is the singular part. The following assertions are
equivalent:

(a) the set of functions whose Fourier transform is smooth and compactly supported on [0, +00)
is not dense in L*(p);

(b) the entropy of p is finite: [ lolgﬁ;) dt > —o0.
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The Szeg6 and Krein—Wiener theorems have a probabilistic interpretation. Roughly, it says that
a stationary Gaussian sequence/process with the spectral measure p is non-deterministic if and only
if the entropy of p is finite, see, e.g, Section I1.2 in [18| or survey [6] for more details.

The aim of this paper is to complement assertions (a), (b) in the Krein—-Wiener theorem with
a necessary and sufficient condition similar to condition (¢) in the Szegd theorem. Instead of the
recurrence relation ®,11(z) = 2®,,(2) —a, P} (z), we will consider the canonical Hamiltonian system
JM' = zHM which naturally appears from p via Krein—de Branges spectral theory.

Consider the Cauchy problem for a canonical Hamiltonian system on the half-axis Ry = [0, +00),
JIM'(t,2) = 2H(t)M (¢, 2), M(0,z)=({9), t=0, zeC. (1.2)

Here J = ((1) _01 ), the derivative of M is taken with respect to ¢, the Hamiltonian H is the mapping
taking numbers ¢t € R, into positive semi-definite matrices, the entries of H are real measurable
functions on R, absolutely integrable on compact subsets of Ry. In addition, we assume that the
trace of H does not vanish identically on any set of positive Lebesgue measure. A Hamiltonian H
on Ry is called singular if

+oo
/ trace H(t) dt = +oo.
0

Two Hamiltonians Hjy, Ho on R, are called equivalent if there exists an increasing absolutely
continuous function n defined on R4 such that n(0) = 0, limy, 1. n(t) = +oo, and Ha(t) =
7' (t)H1(n(t)) for Lebesgue almost every t € Ry. Clearly, n(t) rescales the variable t. We say
that Hamiltonian X is trivial if there is a non-negative matrix A with rank A = 1, such that H is
equivalent to A, i.e., H(t) = n/(t)A for a.e. t € Ry, where 7 is an increasing absolutely continuous
function on R4, which satisfies 7(0) = 0 and lim;_, 4~ 7(t) = +o0. If Hamiltonian is not trivial, it
is called nontrivial.

Let H be a singular nontrivial Hamiltonian on Ry, and let M be the solution of (1.2). Fix a
parameter w € R U {oo} and define the Weyl-Titchmarsh function m of (1.2) on C\ R by
wdT(t,2) + (1, 2)

_ ) (0T (t,2) DF(t,2)
m(z) = tlgnoo O (t,2) + 0 (2) M(t, z) = (@_(m) @‘(t,z))' (1.3)

The fraction % for non-zero numbers ¢y, c3 is interpreted as % For the Weyl-Titchmarsh
theory of canonical Hamiltonian systems see [17] or Section 8 in [31]. Theorem 2.1 in [17] implies
that the denominator of the fraction in (1.3) is nonzero for large ¢t > 0, the function m does not
depend on the choice of the parameter w, and Imm(z) > 0 for z in C* = {z € C: Imz > 0}.

Hence, there exists a measure p € II(R), and numbers a € R, b > 0, such that

m(z)—l/R< ! v >du(x)—|—bz+a, 2e€C\R. (1.4)

T r—z 1422

The measure p in (1.4) is called the spectral measure of the system (1.2). It is easy to check that
equivalent Hamiltonians have equal Weyl-Titchmarsh functions, see [38]. The following theorem is
central to Krein — de Branges inverse spectral theory [19], [9].

De Branges Theorem. For every analytic function m in C* with positive imaginary part, there
exists a singular nontrivial Hamiltonian H on Ry such that m is the Weyl-Titchmarsh function (1.3)
for H. Moreover, any two singular nontrivial Hamiltonians Hqy, Ho on Ry generated by m are
equivalent.

See [31], [37] for proofs to this theorem. A measure p on R is called even if u(I) = p(—1) for every
interval I C Ry. It is well-known that a Hamiltonian H has the diagonal form H = diag(hq, ha)
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almost everywhere on Ry if and only if its spectral measure u is even and a = 0 in (1.4), see

Lemma 2.2 below. Here diag(cy,ca) = (CO1 002) for c1, co € Ry

Szegs class Sz(R) on the real line R consists of measures p € II(R) that satisfy equivalent
assertions (a), (b) in Krein-Wiener theorem. Given a measure p = wdz + ps in Sz(R), define its

normalized entropy by
1 [ du(z) 1 / log w(x)
K(p) = log — —— | ——=——~dx.
(1) ng/Rl—i—xQ ) s g L
By Jensen’s inequality, we have K(u) > 0, and, moreover, K(p) = 0 if and only if p is a non-zero
scalar multiple of the Lebesgue measure on R.

We say that a measure p € II(R) generates a Hamiltonian 3 if the Weyl-Titchmarsh function (1.3)
of H has the formm : 2 — L [ (- — H%) dp(x). To every H with vdet 3 ¢ LY(R,) we associate

Tr—=z

the sequence of points {n,} by

t
nn:min{tZO:/ \/deti]{(s)ds:n}, n > 0. (1.5)
0

Our main result is the following theorem.

Theorem 1. An even measure u € II(R) belongs to the Szegd class Sz(R) if and only if some (and
then every) Hamiltonian H = diag(hy, ho) generated by u is such that v/det H ¢ L'(Ry) and

K(H) = io </,:+2 ha(s) ds - /nm ha(s) ds — 4) < o0, (1.6)

n=0 n

where {n,} are given by (1.5). Moreover, we have K(H) < K (p)e™ ™) and K(u) < cﬂ%(ﬂ-f)ecjz(}()
for an absolute constant c.

By definition, the terms in (1.6) are nonnegative:

Mn+2 Mn+2 NMn+2 2
/ hl(s)ds-/ ho(s)ds —4 > < \/deti}{(s)ds) —4=0,

Mn

n

and the sum in (1.6) equals zero if and only if H is a constant Hamiltonian. Note that the spectral
measure p of a constant diagonal Hamiltonian H with det H ## 0 is a scalar multiple of the Lebesgue
measure on R, in particular, we have () = 0 in this case.

Diagonal canonical Hamiltonian systems are closely related to the differential equation of a vi-
brating string:
- —( (t )) = zy(t, 2) tel0,L) eC (1.7)
z zy(t, 2 z . .
ln [(t) lt y ) y ) ) ) )

Here 0 < L < 400 is the length of the string, M : (—oo, L) — R4 is an arbitrary non-decreasing
and right-continuous function (mass distribution) that satisfies M (t) = 0 for ¢t < 0. If M is smooth
and strictly increasing on R, then equation (1.7) takes the form —y” = zM'y.

In this paper, we consider L and M that satisfy the following conditions:
L+ lim M(t) =00 and lim M(¢) >0, (1.8)
t—L t—L

where the last bound means that M is not identically equal to zero. If (1.8) holds, we say that
M and L form [M, L] pair. To every [M, L] pair one can associate a string and Weyl-Titchmarsh
function ¢ with spectral measure o supported on the positive half-axis R, . We discuss these objects
in more detail in Section 6. Theorem 1 can be reformulated for Krein strings as follows.
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Theorem 2. Let [M, L] satisfy (1.8) and 0 = vdx + o, be the spectral measure of the corresponding
string. Then, we have [;° 8v(®) 1y > —o0 if and only if VM’ ¢ L'(Ry) and

N
“+o0o
KM, L] = 3 ((tnr = ta) (M (tns2) = M(ta)) = 4) < oo, (L.9)
n=0

where t, =min{t >0: n= fg VM'(s)ds}.
Condition (1.8) guarantees that the string [M, L] has a unique spectral measure. It does not

restrict the generality of Theorem 2: if (1.8) is violated, then either M = 0 and [;* (llofg)(% dx = —o0
because v = 0, or L+1im;_,;, M (t) < oo in which case the Weyl-Titchmarsh function is meromorphic
and real-valued on R, so v(z) = 0 again and the logarithmic integral diverges. More details on

Theorem 2 can be found in Section 6.

Strategy of the proof of Theorem 1. Our approach is based on the analysis of an entropy
function Kq¢ of the Hamiltonian H on R, which we define as follows:

jCU‘C(T) = jC(:uT')a r =0,

where p, is the spectral measure of the “shifted” Hamiltonian 3, : x — H(z+r). To estimate K(H)
in terms of K(u) = Kq¢(0) for an arbitrary Hamiltonian H, we first study the function r — Kqc(r)
for “nice” H, derive two-sided estimates for it, and then use an approximation argument to prove
that these bounds hold for all H. It turns out that the function K4 has a number of remarkable
properties. For example, Kq¢ is a non-negative absolutely continuous function on Ry that satisfies
Ks¢(0) = Kz (0) + Ky(r) where H, is a suitable analog of Bernstein-Szegd approximation of .
Moreover, Ky is non-increasing on R and its derivative, K, appears in a differential equation
that involves coefficients hy, hs of the Hamiltonian H = diag(hi, h2), see Lemma 2.7. Hence, the
problem of estimating K(u) is reduced to describing all functions hy, he for which the solution
to this equation, Kqg¢, is bounded on the half-axis R, . Analyzing this equation in the case when
H = diag(h,1/h), we obtain two inequalities

1 An+ty, 1 An+ty, ds 10K ()
= h(s)ds - — ) g el0Xm g t,) C 13, 4],
Z(tn/4 s [ = ) ¢ {ta} € [3.4]

K(p) < /Ooo <h(1r) /Too h(s)e"™* ds + h(r) /Too h(ls)ers ds — 2) dr,

see Propositions 3.1 and 3.2. The first one is reminiscent of (1.6) and it is used to derive an

estimate K(H) < K (u)e™ ™. Showing that the second bound implies K(p) < cﬂ?(f}{)ecjz(g{) is
more involved. In fact, to do that we need to introduce and study a new functional class A(R, ¢!)
which resembles the Muckenhoupt class of weights As(R, ). This is done in Section 5.

and

Historical remarks. Except for Krein—-Wiener theorem, all previously known results on Szegd
theorem in the continuous setting were proved for the so-called Krein systems, i.e., differential
systems that appear as a result of “orthogonalization process with continuous parameter” invented
by Krein in [26]. Krein systems with locally summable coefficients can be reduced to the canonical
Hamiltonian systems with absolutely continuous Hamiltonians H (see, e.g, [2] for this reduction
in the diagonal case). The class of Hamiltonians considered in Theorem 1 is considerably wider.
Krein himself formulated a restricted version of Szegs theorem for Krein systems in [26]. In [10],
the second author of this paper characterized Krein systems with coefficients from a Stummel
class whose spectral measures belong to Sz(R). In [35]|, Teplyaev fixed an error in the original
formulation of Szegd theorem in [26]. The reader interested in Szegd theory for Krein systems can
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find further information in monograph [11]. In [21] and [22], Killip and Simon proved analogs of
Szegs theorem for Jacobi matrices and Schrodinger operators. See also the work [29] by Nazarov,
Peherstorfer, Volberg, and Yuditskii for a closely related subject of sum rules for Jacobi matrices.
Deep relations of various completeness problems to the theory of de Branges spaces and canonical
Hamiltonian systems were utilized in [1], [7], [27], [28], [30]. The results of the present paper were
used in [3], [4], [5], [14], [23].

The structure of the paper. We start by studying the basic properties of entropy function for
diagonal canonical systems in Section 2. Section 3 contains the proof of upper and lower bounds
for the entropy. Theorem 1 is proved in the fourth section. The new functional class which appears
in the proof of Theorem 1 is studied in Section 5. We consider Krein strings and prove Theorem 2
in Section 6. The paper ends with an appendix which contains some auxiliary results.

Notation. In the text, we use the following standard notation. Given set E C R with positive
Lebesgue measure |E| > 0 and nonnegative f € L'(E), we denote (f)p = ﬁfE fdx. Suppose
a€R,1>0,then I,; = [a,a+ ). The symbols C,c denote absolute constants which can change
the value from formula to formula. For two non-negative functions fi, fo, we write f1 < fo if there
is an absolute constant C' such that f; < C fy for all values of the arguments of f1, fo. We define 2
similarly and say that f1 ~ fo if f1 < fo and fo < fi simultaneously. Given a set F C R, yg stands
for the characteristic function of E. The norm of the space LP(R, ) is denoted by || - ||,. The space
Lt (R.) consists of functions that are absolutely integrable on compact subsets of R,. Symbol [z]

loc
stands for the integer part of a real number x.

2. ENTROPY FUNCTION OF A CANONICAL HAMILTONIAN SYSTEM

In this section, we introduce the entropy function of a diagonal canonical Hamiltonian system
and show that it has a number of remarkable properties.

Let H = diag(h1, he) be a singular nontrivial diagonal Hamiltonian on R, and let m, u be its
Weyl-Titchmarsh function and the spectral measure, so that

1 Imz
Imm(z) = - /IR mdu(az) +bImz, z€CT. (2.1)

For every r > 0 define H, to be the Hamiltonian on Ry taking x into H(z + r). Let m,, u,, b,
denote the Weyl-Titchmarsh function, the spectral measure, and the coefficient in (1.4) of system
(1.2) for H = H,. Each time we work with these objects later in the text we assume that 3, is
nontrivial. Define

1 dpy () . . 1 log wy (2)
Jg¢(r) = 7T/R Lt 22 + b, = —im, (1), Yac(r) = - /R a2 dx, (2.2)

where w, is the density of the absolutely continuous part of p, = w, dx + i, 5. The second identity
above follows from the fact that p is even, hence m takes imaginary values on imaginary axis. If
wr & Sz(R), we put Yg¢(r) = —oo. Define the entropy function of 3 by

Kgc(r) = log Ig¢(r) — Yae(r), r>=0.
Note again that Jensen’s inequality and an estimate b, > 0 give
Kqe(r) = 0. (2.3)

For the “dual” Hamiltonian H? = J*HJ = diag(hz, h1) we denote the corresponding objects by H,

md, ud, b, w, Jg¢a, Ygca, and Kgga. Note that a Hamiltonian H is singular and nontrivial if and
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only if H? is singular and nontrivial. We also will need the Hamiltonian

~ ~H(), teo,r),
T () = {diag(ﬁ]g_{l(r),ﬂg{(r)), t € [r,+00), (24)

which plays the role of “Bernstein-Szegd approximation” to H. From formula (2.2) we see that
the Hamiltonian 3, is correctly defined and nontrivial if and only if m, (i) # 0, that is, H, is
nontrivial. Indeed, if m,(i) # 0, then 0 < Jy(r) < oo and K, is nontrivial by definition. The
converse statement also holds. .

Later we will use notation i, for the spectral measure generated by JH,.

An analytic function f in the upper half-plane C* = {z € C: Imz > 0} is said to have bounded
type if f = % for some bounded analytic functions fi, fo in CT, where f is not identically zero.

Denote by N(C™T) the class of all functions of bounded type in C*. For every function f € N(C%)

we have ‘ ‘

log | f ()]

——d 2.

B e T < 00, (2.5)
see, e.g., Theorem 9 in [9]. The mean type of a function f € N(C") is defined by
1 ,
type, (f) = limsup log | /(i) .
y—+o00 Y

The upper limit above is finite for every nonzero function f € N(C*) by Theorem 10 in [9]. A
remarkable fact of the spectral theory of canonical Hamiltonian systems is that for every ¢t > 0 the
entries of solution M (¢, z) to Cauchy problem (1.2) are entire functions in z of bounded type in C*
and their mean type in C* equals

Eac(t) = /O /det H(s) ds. (2.6)

This formula has been found by Krein [25] in the setting of the string equation and then proved in
full generality by de Branges, see Theorem X in [8]. A short proof of (2.6) is in Section 6 of [31].
As a consequence, we have the following result.

Proposition 2.1. Let H be a Hamiltonian on Ry and let entire function f(z) be one of the entries
{©F(t, 2), ®E(t, 2)} of the matriz M in (1.3). Then, if f is not equal to zero identically in C, , we

have
z

1 |
~ | ol (@) g e = hog ()] — €c(t) I (27)

for every z € C.

Proof. Let M = <8f gf) be the matrix solution of (1.2), and let © = (8f) denote its first

column. Then
JO'(t,z) = zH(t)O(t, 2), 0(0,2) =(§), t=0, zeC.
Integration by parts gives
t t
[ 176(5.2), 005, 2))ca ds = (T8 21,0t )ea + [ (B(5.2). 76/ (5. 2))ca s,
0 0
where the inner product in C2 is given by (&), (& ))c2 = 163 + cacq. It follows that

Im(©7(t,2)0(t,2)) = Im 2 '/0 (H(s)O(s,2),0(s, 2))c2 ds, z € C. (2.8)
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Take f as one of {©F}. If f(29) = 0 for some zy € C,, then (2.8) implies that H(s)O(s, z9) = 0
for almost all s € [0,¢] due to the fact that 3 > 0 on R;. Hence, JO'(s, z9) = 0 for almost all
s € [0,t]. This implies that ©(s, z9) = (}) for all s € [0,¢]. This may happen only in the case when
H has the form (8 h22) on [0,t]. But then ©(s,z) = () for every s € [0,t], z € C, in particular,
f(2) = f(20) = 01in C4. Thus, we see that either f is identically zero in C; or f(z) # 0 for z € C.
Function f belongs to N(C™T), it is smooth on R, and has no zeros in C*. So, there exists an outer
function F on C; such that f(z) = e %%()2F (), z € CT, see Theorem 9 in [9]. Now (2.7) follows
from the mean value theorem for the harmonic function log |F|. The proof for ®* is similar. O

Proposition 2.2. Let f be an analytic function in C* such that ITm f(z) > 0 for all z € C*. Then

for almost all x € R there exists finite non-tangential limit f(x) = | llim f(2) and
z—z|<2Imz
zZ—T

1 Im 2
= [ ol @)l o de = 1o £(2)|
for every z € CT, where integral in the left hand side converges absolutely.

Proof. Combine Corollary 4.8 in Section 4 with Exercise 13 in Section 7 of Chapter I in [16]. O

For every ¢ € [0, ), set e, = (Zﬂf g ) An open interval I C Ry is called indivisible for H of type
 if there is a function h on I such that H(z) = h(x)e@el for almost all € I, and I is the maximal
open interval having this property. Note that a Hamiltonian H on R, is nontrivial if (0,400) is

not an indivisible interval of some type ¢ for J.

The following four lemmas are known. We give their proofs in Appendix for the reader’s conve-
nience.

Lemma 2.1. Let H be a Hamiltonian on Ry such that (0,£) is indivisible interval of type ¢ € [0, )
for H. Then the solution M of (1.2) has the form M(t,z) = (}9)—zJ fot H(7)dr for everyt € [0, £].
In particular, for H = diag(h1, ha) and t € [0,¢] we have

1 0 .
fzfoth1(s)ds 1) Zf(/?:(),

ézfghi(s)ds> Zf(,D:ﬂ'/2

M(t,z) =

Lemma 2.2. Let H be a singular nontrivial Hamiltonian on R, and let m be its Weyl-Titchmarsh
function (1.3). Then, H is diagonal if and only if the measure p is even and a = 0 in the Herglotz
representation (1.4) of m.

Lemma 2.3. Let J be a singular nontrivial Hamiltonian on Ry and let m be its Weyl-Titchmarsh
function. Then, we have b > 0 in the Herglotz representation (1.4) of m if and only if (0,¢) is
indivisible interval for H of type /2 for some e > 0. Moreover, we have b = [;(H(t) (9),(9)) dt
in the latter case.

Lemma 2.4. Let H = diag(a1, az) be the constant Hamiltonian on Ry generated by positive numbers
ai, az. Then for all v > 0 we have w, = \/az/a; on R and

log Jg¢(r) = Ysc(r) = log Vaz/as . (2.9)

The following lemma is crucial for our paper.

Lemma 2.5. Let H = diag(hi, ha) be a singular nontrivial Hamiltonian on Ry and let p be the
spectral measure of system (1.2) generated by H. Assume that p € Sz(R). Then for every r = 0 we
have
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wr € Sz(R) and ,ujﬁl € Sz(R),

Ysc(r) = Ygc(0) — 2&5¢(r) + 21og |07 (1, 7) + iJ9¢(r)O~ (1, 1),
T) = 1/3:}(11(7“),

UCH(T) = :Ki}fd(r>7

fir € Sz(R) and Kg¢(0) = Kg; (0) + Kae(r),

where &g is defined in (2.6).

2

Proof. Take r > 0 and consider solutions

_ (OT(t,2) ®T(t,2) o G)i(t,z) @f(t,z)
M2 = (5767 o) M2 = (G167 0r0) (2.10)

of Cauchy problem (1.2) for the Hamiltonians H and H, : x — H(r + x), respectively. We have
My(t,z) = M. (t —r,z)My(r, 2), t>r, zeC. (2.11)

Indeed, the right hand side of the above equality satisfies equation JM' = zHM on [r,o0) and
coincides with My(t,2) at ¢ = r. Multiplying matrices in (2.11) and using (1.3) with w = 0, we
obtain
—(t— ot O (t — o
t=+00 Op (t —71,2)0T(r,2) + @5 (t — 1, 2)0 (1, 2)

Suppose there is ¢ > 0 such that (¢, 4+00) is the indivisible interval of type 7 /2 for H. Then from
S:Ezz; for all z € CT. Since functions ®—, O~
are real on the real axis, this implies that p is a discrete measure concentrated at zeros of entire
function z — ©7 (¢, z). In particular, we cannot have p € Sz(R). A similar argument applies in
the case where (¢,400) is the indivisible interval of type 0 for some ¢ > 0. It follows that the
Hamiltonian X, is nontrivial for every r > 0, in particular, its Weyl-Titchmarsh function m, is

correctly defined and nonzero. Using (2.12) and (1.3) with w = 0 for m,, we get the relation

_ Ot (r,2) + my(2)® (7, 2)
Ot(r,z) + my(2)0~(r,2)’

Lemma 2.1 and formula (2.12) we see that mg(z) =

zeCh, r>o0. (2.13)

mo(z)

Hence,
Im (@ (r, 2)0F(r, 2) + |my ()@~ (r, 2)O (1, 2))
|©F(r,z) + m,(2)0~(r, 2)|?
Im (m,(2)(©F (r,2)@ (r,z) — O~ (r, 2)®*(r, 2)))
|©F(r, 2) + my(2)O~ (1, 2)|? ’

Immy(z) =

Since the analytic function m, has positive imaginary part in C* for every r > 0, we can take
non-tangential limit as z — z in this formula for almost all x € R, see Proposition 2.2. The analytic
functions ©F, ®* are real on the real line. The Wronskian is constant in r, thus

OF(r,2)® (r,2) — O (r,2)®™ (r, 2) = det My(r, z) = det M (r, z) = det M (0,2) = 1,
for all » > 0, z € C, hence we obtain

_ Immr(’;) - w’"(x)z, (2.14)
[Er(@)? ()]

for almost all € R, where F, : 2 — OT(r,z) + m,(2)0 (r, z) is the analytic function in C*

and F,.(z), x € R, are the non-tangential boundary values of F,.. Denote the first column of the

matrix-function M in (2.10) by © = <®f

wo(z) = Immg(z)

o ) Assume for a moment that (0,7) is not an indivisible
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interval of type /2 for H. Then formula (2.8) implies that O~ (r,2) # 0 for every z ¢ R, and,

moreover, Im 81;’2 > 0 for z € C*. Thus, the function log|F,| can be represented in the form

log |, (2)| = log |© (1, 2)| + log |m,(2) + o (r2)| zeCT.
Since the functions m,., 8f§:’% have positive imaginary parts in C* and ©~ € N(C™T), we have

|log |Fy.(z)|| dx € TI(R), and, moreover,
1 / log |, («)
R

T 1+ 22 dr = log |F7’(Z)| - g?‘f(r)7

by Proposition 2.1 and Proposition 2.2. In particular, the measure u, belongs to the Szegd
class Sz(R). Taking logarithms in (2.14) and integrating with ﬁ, we obtain assertion (b):

Y3c(r) = Y5c(0) — 2&3¢(r) + 2log | F-(7)]. (2.15)

Let us now prove (b) in the case where H has an indivisible interval (0,e) of type 7/2 for some
e >0 and r < e. In that situation, we can use Lemma 2.1 to show that F,(z) =1 for all z, hence
wp = wy, on R by (2.14), yielding Ys¢(r) = Y5¢(0) for r € [0,¢]. Since &5 = 0 on [0,¢| by definition,
this gives us relation (b) in full generality.

Next, the solution M¢(r, z) of the canonical Hamiltonian system generated by the dual Hamil-
tonian H¢ = J*HJ has the form

M(r, 2) = J*M(r, 2)J = (_‘I’q: f’grzg) _@%_(7(:; '§)> . (2.16)

Note that 3%, H? are singular nontrivial Hamiltonians because I, I, are singular and nontrivial.

+
Using formula (1.3) with w = oo, we see that mZ(z) = — limy_, 4 0 218’2 = —mrl(z) for all » > 0 and
all z € C*. Taking the non-tangential values of imaginary parts gives wf(m) = ﬁﬁﬁ;gﬁ) = \ﬁf((f))p-

This formula and Proposition 2.2 imply u¢ € Sz(R) thus completing the proof of (a). Since the
measures /i, & are even, we have

1 1
J =Imm(i) = = 2.17
g‘fd (T) m m’F (Z) Im mr(z) Jg{(?’) ’ ( )
as claimed in (c). Next, using the formula wd(z) = %,x € R, the mean value formula in

Proposition 2.2, formula (2.17), and identity m,.(i) = iJ5¢(r), we obtain assertion (d):

Kyea(r) = log Igca(r) — Yge(r) + log |my (i) 2
= —logJgc(r) — Ygc(r) 4+ 2log Ig¢(r) = Ko (r).

Finally, consider the Hamiltonian JTCT introduced in (2.4). Since H, is nontrivial, we have J5¢(1) # 0
and hence 3, is defined correctly. By definition and Lemma 2.4, we have J5. (r) = Jgc(r), Y5 (r) =
log J3(r), and F}(i) = F.(i) for the corresponding function F,. The proof of Lemma 2.4 shows that
My is a constant function for each ¢ > r. Using this and the fact that ®*, @* € N(C*), from (2.13)
we obtain i, € Sz(R). Comparing the right hand sides of formula (2.13) for mg and mg at z = 1,

we get I3 (0) = Jgc(0). Hence, relation (2.15) for H, can be written in the form

Yse (1) = Yse (0) = 265c(r) + 21og |F(3)] = Y5, (0) = Ysc(0) + Yc(r).
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On the other hand, we have logJs(r) = Y5 (r) and Jg (0) = J5(0). This yields assertion (e):
Kae(r) = logIsc(r) — Ysc(r) =Ygz (1) — Yoc(r) = Yz (0) — Y3c(0)
=Yg, (0) — log J3¢(0) + log Jg¢(0) — Yac(0)

= ‘z}% (0) —log I3 (0) + logJs¢(0) — Y3c(0)
X3, (0) + 9<9{( )-
The lemma is proved. 0
Lemma 2.6. Let | > 0 and H be a singular Hamiltonian on Ry satisfying H(t) = diag(ay, az) for

all t € [¢,+00) where a1, az are positive parameters. Then its spectral measure p belongs to the
Szegd class Sz(R).

Proof. Formula (2.14) for r = ¢ says that the absolutely continuous part of u coincides with

R%g));j Since H, = diag(ai,az) on Ry, we have wy(z) = \/az/a; for all z € R by Lemma 2.4. Tt
remains to use Proposition 2.1 for the function Fy # 0 of class N(C™T). O

Lemma 2.7. Let H = diag(hy, ha) be a singular nontrivial Hamiltonian on Ry whose spectral
measure belongs to the Szegd class Sz(R). Then the functions Ysc(r), Ka¢(r) are absolutely continuous
and

Yac(r) = 239¢(r)ha(r) — 2&5¢(r), (2.18)
Khe(r) = =Igc(r)hy(r) — ;L;((Z)) + 2&5(r), (2.19)

for almost all v > 0.

Proof. At first, assume additionally that h;, hy belong to C'(R,), the space of continuously
differentiable functions on (0, 4o00) whose derivatives have a finite limit at 0. Then the entries of
the the solution M(-,i) of (1.2) at z = i belong to the space C!(Ry) as well. From formula (2.13)
and identity m,(i) = iJs¢(r), r > 0, we also have Jg¢ € C}(Ry). Assertion (b) of Lemma 2.5 says
that

Yoc(r) = Y3c(0) — 265¢(r) +210g |07 (r, ) +iTy(r)O (r,3)], 7 >0. (2.20)
Differentiating the above formula with respect to r at » = 0 and using the equation

@+(7’7i)/ CI>+(7')7:)/ _ / S\ Tk N 0 ihg(o)
(@’(r,i)’ <I>*(r,i)’) r—0 M (O,Z) =1/ J{(O)M(Ov Z) - <7ih1(0) 0 ) ’

we obtain

T(r, i) +id5 (r)O (r,i 7 O~ (r.i)
=0 (VLA
= —2£50(0) + 2J5¢(0)h4 (0).

For r > 0 we have

P3c(r) = Yy, (0) = =285, (0) + 2T5¢, (0)(r) = —2&5(r) + 2T3¢(r)ha (1)
Thus, relation (2.18) holds in the case when hy,hy € CY(Ry). Now let 3 = diag(hi, h2) be an
arbitrary singular nontrivial Hamiltonian on Ry with spectral measure in Sz(R). By Lemma 2.5,

the functions Jg¢(r), Yg¢(r) are correctly defined on R,.. Find a sequence of positive smooth functions
{hin}, {h2n} such that

r=0

T
lim |hj(s) — hjn(s)|ds =0
n—oo 0
10



for every T'> 0 and j = 1,2. Solutions of the equations JM(’n) = iH () My, Mny(0,3) = (§9),
generated by the Hamiltonians H(,) = diag(h1n,h2n) will then converge uniformly on compact
subsets of Ry to the solution M(-,7) of the equation JM' = iHM, M(0,7) = (). From formulas
(2.13) and (2.20) we see that continuous functions Js , (r), Ys, (r) converge uniformly on compact
subsets of Ry to the functions Jg¢(r), Ys¢(r), respectively. Thus, we have

Y3c(r) = Y5(0) = lim (Yo, (r) — Yo, (0))
= —2&¢(r) + nlgglo /07“ J5¢(,, ()1 (s) ds
= —2&5¢(r) + /T I5¢(s)hi(s) ds,

0

for every r > 0. This formula shows that Y is absolutely continuous and satisfies relation (2.18).
Relation (2.19) follows by adding (2.18) written for H and H; = diag(he, h1) and using identity

Kae = —(Yac + Yc,) /2 (2.21)
which is immediate from Lemma 2.5.(c), (d). O

Lemma 2.8. Let ¢ > 0, H = diag(h1, h2) be a singular Hamiltonian on Ry such that H(t) = H()
fort e [l,4+00), and det H(¢) # 0. Then, for every r = 0 we have

[e.9]

e —3Yac(r)—Eac(r / hi(s —3Ygca(s)—Eac(s )ds, (2.22)
o Haa(r)—Esc(r) _ / * ha(s)e— ¥l =6(s) g, (2.23)
Proof. The right hand side of (2.22) at r¢o > ¢ is equal to

h1 (g)eff}c(ro)*%%{d(m) /OO e(ro—s)\/hl(f)hz(é) ds = Zlég . e*é(}(('f‘o)*%y%d (ro)'
o 2

Substituting Yg¢(ro) = log Hg{d (ro) = log 4/ Z;Eg into the formula above, we see that (2.22)

holds for all r > ¢. Next, dlfferentlatlng the left hand side of (2.22) and using Lemma 2.5 and
Lemma 2.7, we obtain

_ (99{(7“) N 55{(7.)>€;yw<r)sﬂ<r> by () () FH ) ()

2
=—h (T‘)G% log J9¢ (r)+3 Ko (r)—&ac(r)

S (7“)6% log J3¢(r)+4 (log I5cq (1) =Ygea (1) —Eac (r)
— (T)e_%yﬂd (r)=&sc(r)

This agrees with the derivative of the right hand side of (2.22) for almost all » > 0. It follows that
(2.22) holds for all 7 > 0. Formula (2.23) can be proved in a similar way. O

3. SOME ESTIMATES OF THE ENTROPY FUNCTION

In this section we consider Hamiltonians J{ such that det J{ = 1 almost everywhere on R;. In
the notations of Section 2, we have K(u) = Kq¢(0) for such Hamiltonians. Indeed, the coefficient by
in (2.2) is non-zero if and only if there exists € > 0 such that (0, ¢) is the indivisible interval of type
/2 for Hy = H, see Lemma 2.3. The latter never happens for Hamiltonians H with det H = 1
almost everywhere on R .
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3.1. A lower bound for the entropy. We first obtain a local estimate for the entropy X(u) =
Kq¢(0) in terms of H and then use assertion (e) of Lemma 2.5 to improve it.

Lemma 3.1. Let h > 0 be a function on Ry such that h,1/h € Li. (R}) and assume that h equals
to some positive constant on [¢,400) for some £ > 0. Then, for the Hamiltonian H = diag(h, 1/h),

we have
¢35 (0) / VG, () - te~tdt,
where ¢, (t) = 1 fo fo 7y s for t>0.

Proof. Using Lemma 2.8 twice, we get

e 59%()—/ h(s)e™ Y5ca(9)=s g

([ sy e)
L[k ([ ) o

Analogous formula holds for Yqa:

1 o0 1 T 1
e~ 295a(0) — / h(7)e 295 (7) </ d8> e Tdr. 3.2
0 (r) o h(s) 32)

We have 2Kq¢(r) = —=Yg¢(r) — Ygea(r) for all 7 > 0 (see (2.21)). We also have Kg¢ > 0 on Ry (check,
e.g., (2.3)). Multiplying formulas (3.1), (3.2) and using Cauchy-Schwarz inequality, we obtain

e2%3(0) 2/ e%K“(T)e_T\// h(s)ds/ h(l)deTZ/ VG, (1) - te7tdt,
0 0 0 0

S

as required. O

Remark. We can write (;,(t) = (h)j0,4(1/h)jo, and (,(t) > 1, as follows from Cauchy-Schwarz
inequality.

This lemma and additivity of the entropy Xq¢ imply the following estimate.

Proposition 3.1. Let h > 0 be a function on Ry such that h,1/h € L] (Ry) and H = diag(h, 1/h).
Then, there exists a sequence of numbers {t,} such that t,, € [3,4] and

1 An—+ty 1 An+ty d
Z / h(s)ds-/ 5 < ! 0Kac0)
tn Ja tn J4 h(s)

Proof. Iteratively applying assertion (e) of Lemma 2.5, we can find a sequence of Hamiltonians
Hny = diag(hn, 1/hy) such that H,y(z) = H(4n + ) for = € [0,4], H,(x) = diag(an, 1/an) for
almost all x > 4 and some constant a,, > 0, and

0) =Y Ky, (0). (3.3)
n=0

Take n > 0 and apply Lemma 3.1 for the Hamiltonian 3. Making note of

oo
/ te tdt =1
0
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and applying Jensen’s inequality, we get

:K}gm<o>;z]ﬁ log(Gy. (1)) - te™" dt,

where ¢, ,(t) = 1 fsﬂh(s) ds - 1 44:+t (s ds for t € [0,4], ¢,(t) = 1 for all ¢ > 0. Since
[yte~tdt > 1/10 for I = [3,4], we have 10Xy, (0) = mingerlog(j ,,(¢). Define ¢y, to be a point in I

such that ¢, ,,(t,) = mingey ¢, ,,(t). Since e*™¥ —1 > e” —1+¢e¥ — 1 for all z,y > 0, we notice that

(3.3) implies
(0%(0) _ 1 > $° (elo‘%“w ©_ 1) > (Gualta) = 1)

n=0 n=0
An+ty 1 An+ty 1
Z< / h(s)ds-/ ds—l),
n>0 4n tn 4n h(s)
which is the desired estimate. O

3.2. An upper bound for the entropy.

Proposition 3.2. Let h be a function as in Lemma 3.1, and let H = diag(h,1/h) be the corre-
sponding Hamiltonian. Then,

Kq¢(0) < /OOO(F;(S) + kq(s) — 2) ds,

where K(r r) [ h(s)e™*ds and rq(r) = h(r) [ h(ls) e’ Sds forr > 0.

Proof. Consider the functions
o 1 [o.¢]
= = o 9x(s)—s — —Y,a(s)—s
u(r) /r h(s)e ds, ug(r) /r h(s)e™ %5 ds,

defined on R4. By Lemma 2.8, we have

00 Yed () 2
e 9n(m) — (/ h(s)e™ oy ers ds)
< ( h(s)er Sds> < / (s )e—Yana (9 r= ds)

h(r)e" w(r)ua(r)-

Dividing by he”, we obtain —u'(r) < k(r)ug(r) for almost all 7 > 0. Analogously, we have —u/,(r) <
Ka(r)u(r), r = O for the function ug. It follows that

0 < —(u® +ug)'(r) < 2(6(r) + Ka(r))u(r)ua(r) < (5(r) + £a(r))(u® +ug)(r),

for almost all » > 0. Thus, we have

0
D g (u2(r) + u3(0)) < () + ).
Taking into account that u(r) = ug(r) = e™" for r > ¢ by (2.9), we get
W(0) + 63(0) < (u3(0) + uB(D)e KPR ds — gl ™ (e rate)-Dds. (3.4
On the other hand, we have

u(0) = OO#&K%(S)—S s U = ~ s)h(s)eXn(s)=s qg
O = [ g s w0 = [ dohe o s
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by assertions (¢), (d) of Lemma 2.5. From (2.19) for hy = h = 1/hs we now get

o0

u(0) + uq(0) = _/ ﬂ%{(s)e%{(s)_s ds+2/ oXac(s)=s g
0

0
_ Ke(0) / % Kae() s g
0

> Xoc(0) 4 1 > 9Kc(0)/2

9

using integration by parts and the fact that Kq(s) > 0 for all s. Last estimate and (3.4) imply

Kac(0) (U(O) +ud(0)>2 < u?(0) + u3(0) < oJ T (s()trals)-2) ds

~X

2 2

Taking the logarithms, we arrive to the statement of the proposition. ([

4. PROOF OF THEOREM 1

The classical Muckenhoupt class Aa(R) is defined as the set of measurable functions A > 0 on R
with finite characteristic

[h]o = sup <h)1<h_1>1,
ICR

where the supremum is taken over all intervals / C R. Recall that I, denotes [z,z + y) for
x,y € Ry. For a function h > 0 on Ry and a sequence o = {av, } of positive numbers, put

(hy0] = 32 (Pt 1, = 1) (4.1)

n=0
Each term in the sum above is nonnegative, hence [h,a] € Ry U {400} is correctly defined. Denote
by 2 the constant sequence 2, 2,... indexed by non-negative integers.

Definition. Let As(R.,¢') be the set of functions A > 0 on R such that the characteristic
[h]2, o0 = [h, 2] is finite.

Note that [h]; » = 0 if and only if the function h is constant. Next, for a function h > 0 on Ry
define

[h]int = /OOO(K(S) + Kka(s) — 2) ds, (4.2)

where £(r) = = [ h(s)e"* ds and kq(r) = h(r) [ +15e"*ds for r > 0. Since h > 0 on Ry,

R(r) h(s)
we have ZE;; ZEZ; > 2, hence the quantity [h]in: € Ry U {400} is correctly defined.

Proposition 4.1. Let h > 0 be a measurable function on Ry. Assume that [h,q] is finite for a
sequence o = {ay} where o, € [3,4],Yn € Z*. Then h € Ay(Ry,¢') and, moreover, we have
[h]2, i < clh, o] with absolute constant c.

Proposition 4.2. There exists an absolute constant ¢ such that [hlin: < C[h]Q’elec[hb,ll for every
function h € Ay(Ry, £1) .

Propositions 4.1, 4.2 will be proved in the next section. Later, in the proof of the theorem, we
will need the following lemma.

Lemma 4.1. Let H, 3y, be singular diagonal Hamiltonians on Ry such that Hg,(x) = H(x)
for every k > 0 and all x € [0,k]. Suppose that the spectral measure of Hyy belongs to Sz(R) for
every k > 0 and supy-o Xy, (0) < oo. Then, the spectral measure of H belongs to Sz(R) and
%50(0) < limsupy o Koy, (0),
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Proof. Let H be a singular Hamiltonian on R4 and let m be its Weyl-Titchmarsh function. As
usual, denote by ©F, ®* the corresponding entries of the solution M of Cauchy problem (1.2).
Then, by the nesting circles analysis (see page 42 in Section 8 of [31] or page 475 in Section 7
of [17]), we have

O~ (k, 2) 1
6= (k,2)| ~ Im(0F(k,2)0~(k,2))

m(z) — zeC*, k>0, (4.3)
where the right hand side tends to zero as k — 400 uniformly on compacts in C*. Let my,) be the
Weyl-Titchmarsh function of the Hamiltonian ;). Since 3 coincides with 3 on [0, k], we have
estimate (4.3) with m replaced by m) and the same right hand side. The triangle inequality now
implies that m — m;) tends to zero uniformly on compact subsets of C*t.

Let us consider the measures i, fi(y) supported on the unit circle T = {z € C: |z| = 1} whose
Poisson extensions to the open unit disk D = {z € C: |2] < 1} coincide with positive harmonic
functions Imm(w), Imm,y(w) in D, respectively, where w : w z%%ﬂ’j is the conformal mapping
from D onto CT. Since the difference m — myy tends to zero uniformly on compacts in C™T, the
measures fi(x) converge weakly to the measure p. Recall that the the relative entropy of two positive

finite measures v, vo on T is defined by

—00 if 11 is not vy a.c.,
duvy . .

— Jplog <%> dvy if 1q is 1p a.c..

It is known (see Section 2.2.3 in [32]) that the relative entropy is weakly upper-semicontinuous,
which means limsup_, o S(v1|var) < S(vi|ve) for every sequence of finite measures vy on T
converging weakly to a measure vo. This implies that i belongs to the Szegd class on T and

—00 <limsup/1rlog@(k)(£) dm(§) < /logzﬂ(g) dm(§), (4.4)

k—o0 T

S(vi|ve) = {

where m is the Lebesgue measure on T normalized by m(T) = 1, and w, w) are the densities on
fs fi(ky with respect to m. Changing variables in (4.4), we see that the spectral measure of J lies
in the class Sz(R), and, moreover,

lim sup Y, (0) < Ys¢(0).

k—4-o00
From the relation limy_oo my(i) = m(i) we get Jy3(0) = limg 400 I3, (0). The lemma now
follows. O

The next result establishes the key two-sided estimates for a special class of Hamiltonians. Recall
that the quantity K(H) is defined in (1.6).

Lemma 4.2. Let h be a function as in Lemma 3.1, and let H = diag(h,1/h). Then, we have
Ks¢(0) < eK(H)eX) and K(H) < ¢Kae(0)e %) for an absolute constant c.

Proof. By Lemma 2.6, the spectral measure of H belongs to Sz(R). From Proposition 3.2 we
know that Ksc(0) < [h]int. Proposition 4.2 implies [hi < C[h]275166[h]2,€1 with [hly 0 = 1K(%).

Combining these estimates, we obtain inequality Kgc(0) < cﬂ?(ﬂ-f)ecgz(%) . To prove the second
inequality, observe that Proposition 3.1, when applied to H, provides a sequence {t,} C [3,4] such

that A A
1 n+tn 1 n—+tn
Z / h(s)ds'/ ds —1) <0 1,
tn 4n tn 4n h(S)

n=>0
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The same proposition applied to three “translated” Hamiltonians Hy : ¢ — H(z + k), k = 1,2,3,

gives
1 4n+t»(nk) 1 4n+t»(nk) dS 10%
_ R " < 3, (0) _
Z(“‘?)An h(s + k) ds t;’“[; e 1] < et 1

n=0 n n

for three new sequences {tnk)} C [3, 4] where k = 1,2,3. Summing up the above four formulas,
we obtain [h,a] < e!®%(©@ 1 4 59 (e 10556, (0) _ 1) for the sequence o = {ay} defined by
Qg = tp, Qupik = t;), > 0,k = 1,2,3. By Lemma 2.5.(e), we have Ky, (0) < Kg¢(0), hence
[h, a] < 4(e'%%%(0)—1) < Kygc(0)e' %) Proposition 4.1 says that (P2, < c[h, o] for an absolute
constant ¢. By definition, we have (%) = 4[h]y g1, hence K(H) < cKe(0)e 0K (0), O

In the next lemma, we will show that the condition that the determinant equals to one can be
dropped.

Lemma 4.3. Let H = diag(hi, h2) be a singular Hamiltonian on Ri such that hy, ho are equal
to positive constants on [f,+00) for some £ > 0. Then, we have K(H) < c¢Kgc(0)e™ O and
K¢(0) < cK(H)e KOO with an absolute constant c.

Proof. For every e > 0 define H,y : t = H(t) + exp,q(t)f2, t € Ry, where Iy = (§) is the
2 x 2 identity matrix and x[o 4 denotes the characteristic function of [0, f]. Set & = &5.,» and let 7.
denote the inverse function to &, so that 7. (& (¢)) =t for all ¢t > 0. Since {g, maps Ry onto Ry,
the function 7. is defined correctly. Moreover, we have det 3.y > 0 almost everywhere on R, hence

7e is absolutely continuous on Ry and we can define the Hamiltonian ﬂff(a) ct= L () H ey (ne(t)).
By construction, n.(t) = 1/,/det H)(n(t)) almost everywhere on R, so the Hamiltonian ﬁ(e)
has determinant equal to one almost everywhere on R;. By Lemma 2.6, the spectral measures p,

H(e), Hie) of I, Hiey, fR(a), respectively, belong to Sz(R). By Lemma 4.2,

~ ~ X~ (0) ~

K(H() < Ky (0)e 7, 9%2()(0)<cﬂ<(9~f(a>)ecg~“ﬁ<€>), (4.5)

for an absolute constant c. Let hi., hae, he be defined by H) = diag(hi e, hae), JTC(E) =
diag(he, 1/he). Then, for every ¢t > 0, we have

e (t42) < (142) 42 t+2
/ hie( / has(s)ds = / he(s)ds - / ds,
< (t) < ( t t he(s)

by a change of variables. This shows that 52(976(6)) = 5{(9{(5))- It is also not difficult to see that the
spectral measures (i), fi(c) of H(.), H () coincide. Indeed, solutions M., M. of Cauchy problem
(1.2) for H(y, TH(E) satisfy M( y(z) = M()(ne(x)), € Ry. Hence the limit in the right hand side
of (2.1) defines the same harmonic function for H.y and 3. Thus, from (4.5) we get

K(FHe)) < Ko, (00O, Kgq ) (0) < eK(He))e T, (4.6)

for every € > 0. Next, by construction, we have &5 (t) > &s¢(t) for all t > 0 and € > 0. Moreover,
the difference {3, — &5 tends to zero uniformly on Ry as e tends to zero. Hence ne(t) < n(t) for

all >0, e > 0 and n(t) — 7:(t) tends to zero for each ¢t € R as € tends to zero. Since I, H,) are
16



constant on [, 400), we have

TIn+2 Mn+2
O:/ hl(s)ds'/ ho(s)ds — 4
n nTL
ne (n+2) ne(n+2)
0= / hie(s)ds - / has(s)ds —4
7 (n) 7 (n)

for all n > ng and all sufficiently small € > 0, where ng can be chosen independently of €. Hence,
the sums in (1.6) which define fK(fH) IK(fH(E)) contain at most ny nonzero terms for small € > 0.
It follows that lim._, fK(fH( ) = K(H). It remains to show that lim._ K., (0) = Kg¢(0). To do
that, one can use formula (2.13) with r = £ for 3{ and J{(,). Since the matrix norm of 3 — .
tends to zero uniformly on [0, 4] and 3 = H, on [{, +00), we have

Yae(l) = Y (0, Tim e (0) = €5c(0),  Tim [Fp(i)] = | Fe(i)]. (47)

To show that the last equality holds, we notice that the Hamiltonians JH, and J-C(E)(- + ¢) coincide
on R, and thus have the same Weyl-Titchmarsh functions which we denote by my. Hence, the
corresponding functions Fy. : z — Gz;)(l,z) + mg(z)(ﬂ(_g) (I,z) tend to Fy uniformly on compact
subsets of CT as ¢ — 0. From (4.7) and Lemma 2.5.(b) for r = £, we get lim._o 93¢, (0) = Ys5c(0).
Using again formula (2.13) with r = ¢, we obtain lim._,0 J5, (0) = J5(0). This completes the proof
of the lemma. O

Now we are ready to prove Theorem 1.

Proof of Theorem 1. Let H be a nontrivial singular diagonal Hamiltonian on Ry such that
its spectral measure p lies in the class Sz(R) and b = 0 in the Herglotz representation (1.4) of its
Weyl-Tichmarsh function m. Note that we have K(u) = Kq¢(0) and no positive ¢ exists such that
(0,€) is the indivisible interval for J{ of type 7/2, sece Lemma 2.3. Consider the family of Bernstein-
Szegé Hamiltonians H, = = diag(hy,, hgr) > 0, generated by H (see (2.4) for their definition). By
Lemma 2.6, the spectral measure i, of H, belongs to Sz(R) for every r > 0. Since the Hamiltonians
H, have no indivisible intervals (0,€) of type 7/2, we have X (i) = Xz (0). From Lemma 2.5.(¢)
we now get K(7i,) < K(u). Let us first show that vdet H ¢ L*(R. ). Since 2v/det H < trace H, the
function v/det 3 is integrable on compact subsets of R;. Suppose that v/detH € L'(R,). Then
the function & in (2.6) is bounded, hence there exists ng > 0 and rg > n,, > 0, such that for every

r > 19 the last nonzero term in the sum defining IJNC(J/'\CT) equals

ﬁ’ﬂo“r?(r) —~ ﬁn0+2(7“) N
Cring = / hlr(S) ds - / hgr(s) ds — 4

Mng Mng
where 7,, = min{t > 0 : {(t) = no}, and Nogi2(r) = min{t > 0 : &5 () = no + 2} increases
infinitely with . By Lemma 4.3 and Lemma 2.5.(e), we have ¢, < K(H,) < K(fy)eX @) <

K (1)e™ ) for every r. From traceH ¢ L'(R,) (recall that the Hamiltonian 3 is singular) and
the uniform boundedness of ¢;,,, 7 > 79, we get

/ hl(s)ds/ ha(s)ds < limsup ¢, p, + 4 < 00, / (hi(s) + ha(s))ds = oo,
0

Mng Mng T—00

which implies that either fnoo hi(s)ds = 0 or fnoo ha(s)ds = 0. We see that ether hy = 0 or hg =0

almost everywhere on [rg, +00) and the Hamiltonian H,, is trivial. The first part of the proof of
17



Lemma 2.5 shows that this is not the case, hence fooo \/det H(s) ds = +oo! and the function 7, in
the statement of Theorem 1 is correctly defined on Ry. For every r > 19 the first [{5¢(r)] — 2 terms

defining X () and K(H,) in (1.6) are identical. Hence,

K () < limsup K(H,) < limsup K (7, ) e ) < ek (p)e™X W),

r—00 r—00
where the second and the third inequalities follow from Lemma 4.3 and Lemma 2.5.(e), respectively.
Conversely, suppose that 3 = diag(h1, ho) is a singular Hamiltonian on R, v/det K ¢ L*(R,),

and the sum defining K(H) in (1.6) converges. For every integer k > 0, fix some positive constants
a1k, a9k to be specified later, and consider

H(#) if ¢ € [0, 742,

() (t) = diag(hug, hax) {diag(am,a%) if t € (g2, +00).

For every ¢ > 0, set n; = min{s > 0: {y,, (s) = t}, where &g, (s) = Jo \/det H gy () dr. Then we
have 7, = n; for every t € [0, n,12]. By construction,

() = Zk: ( / " h(s) ds - / " ha(s) ds — 4> (4.8)

n=0 Mn Mn
Mk+3 Mk+3
+ / hik(s) ds - / hop(s)ds — 4.
Mk+1 Mk+1

Indeed, j-vf(k) is constant on [Ng42,+00) = [Mkt2, +00) and H = j-vf(k.) on [0, 7,+2], hence the terms
with indexes n > k + 2 in formula (1.6) for ﬁ(k) vanish, while the terms with indexes n < k

coincide with the corresponding terms in (1.6) for the Hamiltonian . Since th(k) = diag(a1x, azk)
on [Nky2,+00), we have

Mk+3 Mk+3 2 Mk+2 _ _
/ hi ds - / hoy ds = H / hjds + aji(Mks3 — Mkt2) | -
Met1 Mk+1 j= M1

1

A short calculation gives k43 — Mgro = 1/y/a1xas,. Thus, we have

Mk+3 Tk+3
/~ hlkds-[ Do ds = (:1:1 n %:) (1‘2 + ;%:)
n

k+1 Nk+1

where z; = fnzk:f h;ds for j =1,2. Denoting y; = n’;’“:;’ hjds, j =1,2, we get
Nk+3 Nk+3
(951 + %Z) («’62 + Z%Z) < (21 4+ y1) (w2 + 42) =/ hi ds / ha ds, (4.9)

Nk+1 Mk+1
for the following special choice of parameters a1 and ask: a1 = y%, agr = 1, where the inequality
in (4.9) follows from yyy > (L;Zf;‘* \/h1h2d5)2 = (&3¢ (Mg 3) — Ex¢(Mry2))? = 1. Combining (4.8) and
(4.9), we see that &(Uff(k)) < K(H) for every k and
lim K(H)) = K(). (4.10)

k—o0

LThere is a different way to prove this fact. One needs to check that the supremum of the function £5¢ in (2.6) determines
the exponential type of the measure p and then apply Krein-Wiener completeness theorem. See Section 6 in [31].
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By Lemma 2.6, the spectral measure of the Hamiltonian 5{(@ belongs to Sz(R) for every k. From
Lemma 4.1, Lemma 4.3, and (4.10) we obtain u € Sz(R) and

(0) < climsup &(ﬁ(k))e&(i‘%)) < X (H) X0,

r—00

K(p) < limsup K

k—o0 oy

with an absolute constant ¢. The theorem is proved. ]

5. FUNCTIONS WITH SUMMABLE FIXED-SCALE MUCKENHOUPT CHARACTERISTIC

In this section, we study functions from the class As(Ry,¢') defined in Section 4 and prove
Propositions 4.1, 4.2.

Lemma 5.1. Let [ = I~ UI" be a splitting of an interval I C R into the union of two disjoint
subintervals I*. Let h > 0 be a function on I such that h,1/h € L*(I), and let v = (h);{1/h); — 1.
Assume that |I7|/|I] = L, then

o _ T min
’<h>1_ 1’ SV +), ‘ 0r 1‘ < min(1, /7). (5.1)
and, moreover,
()i (1B ~ 15 7. 52

Proof. The number v and all bounds are invariant with respect to multiplying h with a positive
constant, thus we can assume that (h); = 1. Next, put v = |I7|/|I|, a* = (h);+, bt = (A1) =.
We have

va” + (1 —v)at =1, vb” + (1 —v)bt = (WY =1+, atbt > 1. (5.3)
Adding the first two estimates and using the bounds 1/a* < b*, one gets v (a™ +1/a™) + (1 —
v) (et +1/a™) < 2++. Since x+1/x > 2 for all z > 0, this yields v(a™ +1/a~) < 2v++. Dividing
by 2v, we get the inequality

1 1 0%
—(a”+— ) <1+ —. 4
2 (a * a‘) i 2v (5.4)

It can be rewritten in the form (1/a~ — 1)? < v/(va™). Since v € [},1] and 1/a~ < (1 +7) by
(5.4), this gives the first bound in (5.1). To get the second bound in (5.1), rewrite (5.4) in the form
(a= —1)?2 < a~y/v and use the fact that va~™ < 1. Thus,
-1 < o<ttt
v
which implies the second inequality in (5.1). Next, let us prove (5.2). Since a® + b* > 2, we get
v(a”™ +b7) < 2v 4+ v by summing up the first two identities in (5.3). Hence va=b~ < 1+ v/(2v)
and a= b~ < 1+ /v +~2/(4v?). This gives the inequality (h);—(1/h);- — 1 < 7 in the case
where v < v. For v > v we can use (5.3) to get a= < 1/v < 5 and b~ < 5(1 + ). This gives

(hy;-(1/h);- =1 <25(1 4+ ) — 1 < 7y since v > 1/5. O
Proof of Proposition 4.1. Apply Lemma 5.1 to the function h and the intervals I = I, ,,,
I = [n,n+2],n>0. Since {a,} C [3,4], this will give the estimate [h]y n < c[h,a] with an
absolute constant c. O

Lemma 5.2. For h € Ay(Ry,¢Y), define vn, = (h)1, ,(h" )1, — 1 and 0, = (h),,. Then,
(L)' S 9’;“
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HZH - 1' < v, if Ya < 1. (5.6)
Moreover, we have |[h+h™* —2|; < [Rlan = >0’V for the function . defined by
h(z) = h(z)/(B)1, ., € Ip1, n=0. (5.7)

Proof. Represent 6,,11/6, in the form
9n+1 <h>1n+1,1 <h>1n,2

_ . (5.8)
0” <h>1n,2 <h>1n,1
We write h)
1
9 < <h>ln72 Sl+ey 'Yn('Yn + 1) S 1+, (5~9)
In,l

where the first inequality is immediate and the second one follows from the first estimate in (5.1).

Similarly, we get
1 M1,
Lo Whe 1y emtn DS+
2 <h’>ln+1,1

and

_ <h>1 41,1
(1+) ! N —
<h>1n,2

It is now sufficient to multiply (5.10) with (5.9) and substitute into (5.8) to get (5.5). Take n > 0
such that v, < 1. By Lemma 5.1, we have

‘%_1‘5\/777 ‘m—llﬁﬁ- (5.11)

Substituting these bounds into (5.8) gives (5.6). Finally, observe that for every n > 0 we have
(W), (1)1, =1 S v by (5.2). Using the identity

<2. (5.10)

Sl +h™ =20,y =2 (B, (R, — 1),
n=0

n=0

we complete the proof of the lemma. O

Remark. Notice that (5.5) and (5.6) imply

) n < 2’
log (i1 /) S Vw7 (5.12)
logvn, Yn > 2.
Proof of Proposition 4.2. Define R as in (5.7) and consider the function f; = (ﬁ —1)X1_fcs-
2 2

Notice that [hlo ;1 = D" vn where 7, is defined in the previous lemma. Since the function
h+h™t—2¢€ L'(Ry), we have f1 € L*(Ry) and || f1]|3 < [hla,n- Indeed, this follows from the fact

that z + 27! — 2 ~ (z — 1) for z € [}, 3] and the estimate [h+ht=2) < (P2, in Lemma 5.2.

Similarly, the function fo = (h — 1)X|Tz—1|>l belongs to L'(R,) and ||f2]|1 < [A]ae. Thus, we see
/2 9

~

that h can be represented in the form h= fo+ f1+ f2, where fo =1, fi € L*(R,), fo € L'(R),
and || f1]]3 + || f2ll1 S [A]2,2. Function h~! admits similar representation h™t = fo + f1 + f2, where
fo=1,fi=—fiand fo € L'(Ry) is such that Hfg”l < [h]a,n. Notice that we have got fi=—f

from

Xh-1l<1/2  Xh-1]<1/2 9
W i n eap(— A+ OU)
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and J/"\g € L'(R;) because ]?2 = X|ﬁ,1|<1/20(f12) + X\E71|>1/2(E_1 —1) € L'Ry).

Let go be the function on Ry such that go = log6,, on each I,, 1, then h = e%h on R,. Define
also the function g : x — go(x) — go(0) on R;. Then, for x and k4 from Proposition 3.2, we have

K= Z Dkj, Phkj i T > / ﬁg(;c)fj(g)eg(é)fg(w)ﬂ:ff de,
0<k,j<2 T

Kq = Z Pd.ki» D jj : T > / fk(x)ﬁ(g)eg(z)*9(§)+w*5 d.
0<k,j<2 T

We will need some estimates for the function g. Let again v;, 0; be defined as in Lemma 5.2 and

let v, = log(Gn/Qn,l),n € N, vgp = 0. Observe that g(z) = Zg}:o vp, on Ry by construction. Here,
as usual, [z] stands for the integer part of a number z € R . We can estimate

Hoadl3= D o+ D v D mt+ D, log®wuSihlaa, (5.13)

n:Yn—1<2 niYn—122 n:yp—1<2 n:yp—122

where we used (5.12) and the trivial bound: log? vy < 5 which holds for all 4 > 2. Bound (5.12) also
yields

[{on}Hloo S 108(2 + [Al2m) - (5.14)

For x < y, we can apply (5.12) to write

[v] y] ly]
g@) =g <[ vl < Yyl Yyl (5.15)
j=l] i=le] 712 j=lal, 7122
] ]
SO W+ YD gy
J=lz],vj-1<2 j=lz],vj—1>2
1/2
S(le=y+ DY %) T+
720 720

< (e =yl + D[ + (lan
It follows that there is an absolute constant C such that for all x,y € Ry we have
l9(2) = 9()] < glz —yl+ C(L+ [hlyn). (5.16)

Now, for indexes k, j such that k+j > 2, we can use (5.16) and the Young inequality for convolutions
to estimate

Ipayill < eCaer /0 /O | fi(@) xr, (€ = 2)eE/2| f(€)| d€ da
< R il e - 1l S [Plore ™,

where gg = +00, g1 = 2, g2 = 1, and the parameter ry ; is chosen so that i + % + qij = 2. The
3J

estimate on pg; for k + j > 2 is similar. To prove that s + 4 — 2 € L'(R4), it remains to estimate
21



the L'(RT)-norms of functions
Poo + Pa,00 — 2 = 2/ "¢ (cosh G(z, ) — 1) de,
poutpaon =2 [ Fi©esinh Gl ) de

(o)
P10 + Pato = 2 / Fi(@)e™ € sinh G(a, €) de,

where G(z,€) = g(x) — g(§). Let us define the function g on [—1, 00) to be continuous, linear on I;;

for each j > —1, and so that g(—1) =0, g(j) = 220 |vn| for 7 > 0. Clearly, g is non-decreasing
on [—1,00). Put G(z,§) = g({ +1) — g(z — 1) for every 0 < z < & Then |G(z,¢)| < G(z,£) and
so cosh G(z,€) < cosh G(z, £). By construction and (5.13) we have
F13 S loal* S [l (5.17)
n=0

The bound (5.13) also implies

IG (@, )13 < H{on} I3 S [hlaen - (5.18)
The estimate (5.14) gives

I1G(2, 2)]|o0 S sup [vn| < log(2 + [Al2,) (5.19)
nz
and argument given in (5.15) yields

G(x,6) 5 \/(Ifﬂ — &+ Do + o, G@,8) < §lz— €&+ C(1+ [hlyp) (5.20)
for all x < £. Integrate by parts to get

lpoo + paoo — 2|1 < / / coshG(a: €) —1)d¢dx

2/O /x 7(€+ 1)e* S sinh G(x, €) d€ dx + 2Ry,

where Ry = [;*(cosh G(z,x) — 1)dz. Using the inequality cosht — 1 < 2!l we obtain R; <

|G (2, 2)|3 exp([| G2, 2)[[oo) S [Bla.greM2et by (5.18) and (5.19). To estimate the double integral,
let us change the order of integration and integrate by parts once again:

00 13 3 ~
/ g &+ 1)/ *=€sinh G(x, €) dwdE = / g€+ 1)/ 7 (z — 1)e* % cosh G(z, €) dzx d€ + Ry,
" ’ " (5.21)

where Ry = [°9'(€ + 1)(SlnhG(f &) —e 5sth(0 €))d¢ < fo JE+1 )sinhé(f,f)df because
g > 0. Let us estlmate the integral first using the second bound in (5 20)

oo 13 . o] 13
/ JE+1) / 7 (@ —1)e" € cosh G(x, ) du dg et / JE+1) / 7 (= 1)e" 92 dy dg
0 0 0 0
S €Mt 7|3 < [h)y e,

as follows from Young’s inequality for convolution and (5.17). We are left with estimating Ro. Using
inequality | sinht| < |t|ell we obtain

/0 7(€+1)sinh G(&,€)de < [|F(€+ D)2 |GE )2 exp(|G(E, €)llo) S []p e et
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Collecting the bounds, we get ||poo + pa,00 — 2[11 S [h]o,n e“lMl21 Tt remains to bound the LY(Ry)-
norms of po1 + pgo1 and pig + pg,10- First, we write

oo 13 .
lIpor + paotllr < 2 / 1f1(6)] / " Esinh G(z, &) da dE < [h]y pe e
0 0

since the integral has the form similar to the left hand side in (5.21) and the estimates for (5.21)
can be repeated. Finally,

10 + paoll <2 / / 1 (2)|e" € sinh G(x, €) d€ da
0 T
<2/ | f1(z)| sinh G (z, ) dx:
0

0o 00 o ot .
2 /0 / A1 (@)[F(€ + 1)e"€ cosh Gz, €) d da,

where the first term can be estimated similarly to Ra, while the second one is dominated by
C’eo[hbaflﬂfl”g g =Dz S [h]27@1eo[h]2761. Thus, we see that k + kg — 2 belongs to L'(R})

~

and [h]int S [h]2,n 2.1 with an absolute constant c. O

6. KREIN STRINGS AND PROOF OF THEOREM 2

In this section, we introduce the spectral measure for Krein string and show how Theorem 1 and
some results obtained in [20] imply Theorem 2. Let 0 < L < co. Recall that M and L form [M, L]
pair if (1.8) holds, i.e., L + limy,;, M(t) = oo and lim;_,; M(t) > 0. Define the Lebesgue—
Stieltjes measure m by m[0,¢] = M (t). Next, define the increasing function N : ¢t — t + M(t) on
[0, L) and let n denote the corresponding measure, n[0,¢] = N(t) for ¢ > 0. Define also the function
NGED on Ry by N g inf{t > 0: N(t) > y}. The set under the last infimum is non-empty
for every y > 0 because of the assumptions we made on M and L. Using the fact that N is strictly
increasing, one can show that N(=1) is continuous on R, and we have N"D(N(t)) = t for every
t € [0,L). Let M’ be the density of the absolutely continuous part of m, so that m = M’(t) dt + ms.
Denote by F, the support of the singular part my of the measure m. Define two functions on R,

0, if N1 (z) € E,,
h(x) = { , - (6.1)
m, otherwise,
and
1, it N1 (z) € E;,
ho(z) = ¢ MV (a)) therwi (6.2)
m, otherwise.

The proof of Lemma 6.1 below shows that functions ki, hs defined by different representatives of the
function M’ differ on a set of zero Lebesgue measure. Notice that hy, he are non-negative Lebesgue
measurable functions and we have hy(z) + ho(z) = 1 for all z € R;. We are going to prove the
following result from [20], pp. 1527-1528.

Lemma 6.1. Formulas (6.1), (6.2) establish the bijection [M, L] — diag(hy,h2) between [M, L]
pairs and nontrivial diagonal Hamiltonians H = diag(hy, he) with unit trace almost everywhere
on Ry .

Proof. Fix any pair [M, L] and consider the corresponding function N (=1 and the measure n. For
every function f € Ll (Ry,n) we have f(N("Y(z)) € L} (R.), and, moreover,

loc

f(t) dn(t) = ; FINED(2)) da, (6.3)
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if f is compactly supported in [0, L). This result is known as the change of variables in the Lebesgue—
Stieltjes integral (see, e.g., Exercise 5 in Section II1.13 of [12]) but we give its proof for completeness.
Without loss of generality we can assume that f > 0. Then (see, e.g., [20], Proposition 6.24), we
have

ft)dn(t) = [ Ay(A)d), FINCD(@))de = | As(N)d),
[0,L) Ry [0,L) Ry
where Aj(A) =n{t: f(t) > A} and Az2(N) = ‘{az C FINCD(2)) > A}. For all 0 < a < b we have
n((a,b)) = N(b=) = N(a) = [(N(a), N(b-))[, (6.4)

where N (b—) denotes the left limit of N at the point b. In fact, (N(a), N(b—)) is preimage of (a,b)
under the continuous map N(-Y. Thus, the preimage under N (=1 of any open cover U(aj, b;) for
n-measurable set E' will be an open cover for the set {x : N (_1)(x) € E}. Conversely, every open
cover Uj(c;,d;) for {z : NV (z) € E} is the preimage of some open cover for E. Indeed, for each
J we get (c¢j,d;) = (N(aj;), N(b;)), where a; and b; are points of continuity for N (to see this, note
that the preimage of n’s atom under N(=1) is a closed segment). For every regular measure v we
have

v(E) = inf{z v(I;), E C Ujl;, {I;} are disjoint open intervals}, (6.5)

J

see, e.g., Lemma 1.17 in [15|. From (6.4) and (6.5) we now get A1(A) = Az(\) and, consequently,
relation (6.3) follows. Next, take a number y > 0. Since hy(z) = 0 for all z such that N(=Y(z) € E,,
we have

X (2)h1(2) = fy(NTD(2)), 2 €[0,L),

X0,y (=1 (s ()

where fy : t — S Fu 70 e is the compactly supported function from L!(]0,L),n). Applying
formula (6.3) to the function f,, we get

v X ND )N\ (B) / -
h xdx:/ ’ dn(t) = dt = NCD(y), 6.6
[ mae= [ TS we = [ W,  (©66)

where we used the fact that the singular part of n is supported on E4 and the absolutely continuous
part of n has density M’ 4+ 1 with respect to the Lebesgue measure on [0, L). If y is a point of
growth for the function N(-1) (that is, there is no open interval I containing y such that N (=1 s
constant on I), we have x[p,(z) = X[(),N(fn(y)](N(_l)(a:)) for all x > 0, hence we can apply (6.3)
to get

0 ONCDNE, L+ M(t) [0,N (=D (3)]NE,

From here we see that hy, ho define M, L uniquely, in particular, these functions, as elements of
Lll0 .(R4), do not depend on the choice of the representative of M’. Moreover, we cannot have hy = 0
or hy = 0 almost everywhere on Ry for any M, L satisfying (1.8). Hence, [M, L] — diag(hq, ha)
is the injective mapping from a set of pairs [M, L] to nontrivial diagonal Hamiltonians with unit
trace. Now take a nontrivial Hamiltonian diag(hj, he) with unit trace almost everywhere on R,

and consider the function
U Yy — / hl

Put L = sup,>(¥(y). Note that [W(y1) — ¥(y2)| < |y1 — y2| for all y1, y2 in Ry, hence there

exists a measure m on [0, L) such that ¥(y) = inf{zx > 0: z + M(x) > y} for every y > 0, where

M(z) = m[0,z]. Using (6.6) and (6.7), it is easy to check that formulas (6.1), (6.2) for [M, L]

generate the singular Hamiltonian H = diag(hq, h2) and it is nontrivial. The lemma is proved. [
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For any pair [M, L], one can define the Krein string as the differential operator [13,19]. In [20],
the authors considered two functions ¢(z, z) and ¥(z, z) that satisfy

olr,z)=1-— Z/[o ](x —8)p(s,z)dm(s), =z=€]0,L),

Y(x,2z) =z — z/ (x — s)Y(s,z)dm(s), x€]0,L).

[0,z]
These functions are uniquely determined by the string [M, L] and they define the principal Weyl-
Titchmarsh function ¢ of [M, L] by

L 92)

a—L p(z,2)’ 2 € C\[0,00),

q(z) =

see formula (2.21) in [20]. This function ¢ has the unique integral representation

do(z
q(z) =10 +/ (z) ,
Ry r—z
where b > 0 and o, the spectral measure of the string [M, L], is a measure on Ry = [0,+00)

satisfying condition

/ do(x)
< 00.
Ry 1+(IJ

The authors of [20] established, among other things, connection between ¢ and the Weyl-Titchmarsh
function of a canonical system. It is worth to mention that the definition of the Weyl-Titchmarsh
function m we used in (1.3) was taken from [31]. The authors of [17], [20] deal with the canonical
system written differently, i.e., they write the Cauchy problem

W'(t,z)J = 2W(t,2)H(t),  W(0,2)=(4?), teRy, 2€C,
and define the Weyl-Titchmarsh function Q* for z € C\ R by

~ lim w1 (t, 2)@ + wia(t, 2) ) = w11 (t, z)  wia(
QM) = lim et B2 < t,2) wasl

o
and denote by My, the solution of Cauchy problem JM) = zH, My, M (0,2) = (§ ) for the
dual Hamiltonian H? = 3,, = o01Hoy, then the function m,, from formula (1.3) for ¥, will
coincide with the function Q* in (6.8) for H and & = 1/w. Indeed, we have

My, () = o, M(t, —2)o1 = oW (2, 2) T = @ig 2 Zig 2) . (6.9)

We will need the following lemma from [20].

Lemma 6.2. Suppose [M, L] — diag(hi1, ha) is the bijection given by (6.1) and (6.2), q is the Weyl-
Titchmarsh function for the string given by [M, L], and m, ms,, are the Weyl-Titchmarsh functions
for diag(hi, he) and diag(ha, h1), respectively. Then, we have

2q(2%) = mg, (2) = —m~(2), z€CT. (6.10)

Proof. In [20], formula (4.20), it is proved that
Q1 (2) = 2q(z%), zeCT, (6.11)

where Q7 is defined in (6.8) and H is obtained from [M, L] by bijection discussed in Lemma 6.1.
On the other hand, Q*(z) = my, (2) = m~(—2) = —m~1(2), where the first equality follows from
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discussion right before formula (6.9), the second one follows from (6.9) and (1.3), and the last one
is the corollary of the spectral measure of diag(h1, ha) being even. O

Proof of Theorem 2. Let [M, L] be a string with Weyl-Titchmarsh function ¢ and the spectral
measure o. Using Lemma 6.1, define the Hamiltonians H and Hi = Hyy = 01Hoqp on Ry. Let
My, oy = Woy AT+ [1g, s be the Weyl-Titchmarsh function and the spectral measure of K<, Recall
that 0 = vdz + o, for spectral measure of the string. In (6.10), taking the nontangential limits of
Im(me, (2)) and Im(zq(2?)) as z — x, we get wy, (x) and zv(z?) for almost all z € R, respectively.
Thus, we, () = xv(2?) for almost every = > 0, and, since iy, is even by Lemma 2.2, we get

00 00 2 [o's]
/logwal(x) dx—Q/ log x d:n—|—2/ logv(x )dac: logv(x) d.
R 0 0

1+ 22 1+ 22 241 0o Vz(r+1)
where we used the fact that [ i‘f”; do = [T sie=y dy = 0. This implies that [ xl/CngJfl dz is

finite if and only if y,, € Sz(R). On the other hand, formula (6.3) and the defintion of hy, ho imply

- (—D)(y
/y Vhi(x)he(x)de = / ]W(t))dn(t) = /N M (t) dt
0 0

O, NCD)\E, 1+ M(t

if 3 is a point of growth of the function N(=1). For every n > 1 the points {1,} defined in (1.5) are
the points of growth for N(=1). Indeed, this is clear from the formula (6.6) that was proved for all
y > 0. Hence we have t,, = N(=1)(n,,) for all n. > 0. It follows that

Mn+2
bz = tn = N as2) = NV () = [ () da,
where we used (6.6) again. We also have

M(tss) = M(tn) = m(tn, tss] = m(N D (), NCD (1, 19)] = / " ho(e) da,

MNn
by the definition of M and (6.7). Thus, K[M, L] = X(H) = K(H,,) and vdet H € L*(Ry) if and
only if VM’ € L*(R,). Now the result follows from Theorem 1. O

Remark. If [M, L] — diag(hy, h2), then the string [My, Ly] for which [My, L] — diag(hg, h1) is
called the dual string. One can easily see that K[M, L] = K[My, Ly] so the logarithmic integral for
the string converges if and only it converges for the dual string.

We give two applications of Theorem 2.

Proposition 6.1. Suppose that the mass distribution M of a string [M, o] satisfies M' = 1 almost
everywhere on Ry. Let my be the singular measure on Ry such that M(t) = t+wm[0,¢] for allt > 0.
Then we have
> logv(x)
o Va(z+1)

for the spectral measure o = vdx + o5 of [M, 0] if and only if ms(R4) < oo.

dr > —00

Proof. For given M, we have t,, = n and M (ty42) — M(t,) = 2 + ms(n, n + 2], hence
K[M,00] =) (2- 2+ ms(n,n+2]) —4) =23 my(n,n+2].

n=0 n=0

It remains to use Theorem 2. O

The next result shows that logarithmic integral can converge even if mg(R;) = oc.
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Proposition 6.2. There exists a string [M, L] with L < oo and mg[0, L) = +00 such that
[e.9]
1
ogu(@) oo oo

o Va(z+1)

for its spectral measure 0 = vdxr + 0.
Proof. Consider any sequence {e,} C (—1,1), and define &;, = [[_o(1+¢;), to = 0,t, = E;-:Ol Ot;
for integer n > 0, and let L = sup,,>(t,. Consider the function

M'(t) = M, = (6;,)" 2%,  t€[tntnr1], n=0.

Define the measure m by m = M'dt +mg, where m; is some singular measure, and let M (t) = m[0, ]
for ¢ > 0. Then, the condition (1.9) for [M, L] is satisfied if and only if

{(5tn + 0ti1) (&1” 41 ) — 4} et (6.12)

5tn+1

and
{(5tn + 5tn+1)(Ams)n} S 617 (6.13)
where (Amy),, = mg(tp, tnto] for n > 0. Condition (6.12) is satisfied if and only if

{Q+en)+ 1 +en) ' -2} et

or, equivalently, {,} € ¢2. If we choose €, = —(n+ 1)"%,a € (3,1), then > °° (tp2 — tn) < 00
and we have L < oo. Condition (6.13) in that case can be satisfied even if ) (Amy), diverges,
that is, m4[0, L) = co. For instance, we can take a singular measure mg such that (Amg), =1 for
all integers n > 0. g

7. APPENDIX

Proof of Lemma 2.1. Differentiate the function M : 7~ (§9) — zJ fg H(r)dr and use the fact
that the solution to Cauchy problem (1.2) is unique. O

Proof of Lemma 2.2. Put o1 = ({}) and M,, = 01Mo1, where M is the solution of (1.2). Using
identity o1Hor = J*HJ = Hy and Jog = —o1J, it is easy to check that JM(’,1 = —zH My, . It
follows that M, (t,2) = M%(t,—z2) for all t > 0, z € C. Using (2.16), we get
O (t,z) O (t,2)\ ([ P (t,—2) —O(t,—=2)
Ot(t,z) OF(t,z))  \—®"(t,—2) OT(t,—2)
for all t > 0 and z € C. From (1.3), one has m(z) = —m(—=z) for z € C\ R, hence
1 I 1 I
/ mzzdu(x)—kblmz:/ ﬁd,u(:z)—kblmz, zeCT.
T Jr, |7 — 2| T Jr,
This implies that p is even. Using m(i + 1) = —m(—i — 1), we conclude that a = 0.

Conversely, suppose that u is even and a = 0. The approximation procedure in Section 9 of [31]
gives a sequence of even measures uy supported at finitely many points such that the correspond-
ing Hamiltonians, 3y, constructed in Theorem 7 of [31] are diagonal and limy_,o|| fot (Hn(s) —
H(s)) ds|| = 0 for every t > 0. It follows that H is diagonal, as required. O

Proof of Lemma 2.3. Let 3 be a singular nontrivial Hamiltonian on Ry such that (0,¢) is the
indivisible interval of type 7/2 for some & > 0. Then, for all z € C*, we have
Ot (e, 2) + me(2)P (g, 2) c
= : = L = H(t) (9),(9)) dt 7.1
M) = G e = ¢ [, GO () (D e+ ), ()

by formula (2.13) for r = ¢ and Lemma 2.1. So, we have b > [ (H(t) (), (?)) dt in this situation.
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Conversely, assume that b > 0 in (1.4). Consider a Hamiltonian 3,y whose Weyl-Titchmarsh
function Mg, coincides with m — bz. Define

JT((;E) ) diag(0,1), x € [0,0],
| Hp(z—b), x>0

Let mz; denote the Weyl-Titchmarsh function of K. Then, a variant of (7.1) for UTC, € = b, gives

mi{:bz—i-mg{(b) =bz+m—bz=m.

Thus, the Weyl-Titchmarsh functions of H and H coincide. It follows from de Branges theorem
formulated in the Introduction that the Hamiltonians X, K are equivalent. Hence, there is an
absolutely continuous strictly increasing function 1 > 0 such that H(t) = o/ (£)H(n(t)) almost
everywhere on R. In particular, the interval (0,7(b)) is indivisible of type 7/2 for H. It follows
that for ¢ = n(b) we have

b ~ n(b) €
b= /0 trace H(t) dt = /0 trace H(s) ds = /0 (H(s) (9),(9)) ds,

completing the proof of the lemma. ]
Proof of Lemma 2.4. The matrix-function
M(t, 2) = cos(ty/arazz) Vaz/ai sin(ty/ajazz)
" \—=V/a1/az sin(t\/a1azz) cos(ty/arazz)
solves Cauchy problem (1.2) for H = diag(ai,a2). It follows from (1.3) that the Weyl-Titchmarsh
function of H is given by m(z) = iv/as/a; for all z € CT. Taking imaginary part, we get w,(x) =

Vag/a1, x € R, and logJg¢(r) = Yg¢(r) = log \/az/ay for all r > 0, as required. O
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