UNNORMALIZED OPTIMAL TRANSPORT
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ABSTRACT. We propose an extension of the computational fluid mechanics approach
to the Monge-Kantorovich mass transfer problem, which was developed by Benamou-
Brenier in [4]. Our extension allows optimal transfer of unnormalized and unequal
masses. We obtain a one-parameter family of simple modifications of the formulation
in [4]. This leads us to a new Monge-Ampére type equation and a new Kantorovich
duality formula. These can be solved efficiently by, for example, the Chambolle-Pock
primal-dual algorithm [6]. This solution to the extended mass transfer problem gives us
a simple metric for computing the distance between two unnormalized densities. The L,
version of this metric was shown in [23] (which is a precursor of our work here) to have
desirable properties.

1. INTRODUCTION

Optimal transport (OT) plays important roles in inverse problems [10, 27] and machine
learning [1, 13, 19]. It provides a particular distance function, called the Wasserstein
metric or Earth Mover’s distance, among histograms or density functions [4, 26]. In these
traditional settings, it assumes that histograms or densities have the same total mass. In
real applications, we face a situation where the total mass of each histogram is not equal.
For example, when comparing two images, their intensities are not the same. This fact
prevents us from applying the classical optimal transport.

In this paper, we formulate simple and natural extensions of optimal transport in un-
normalized density space. In a word, we add a spatial independent source function into the
continuity equation and cost functional. There are two benefits of the current approach.
On the one hand, the changes of the variational problem are simple. They define a robust
LP Wasserstein metric in unnormalized density space and do not significantly change the
computational complexity of the problem. The proposed model allows us to apply classical
algorithms, such as the Chambolle-Pock primal-dual method [6], to solve it. On the other
hand, the proposed problem is natural in that it uses the key Hamilton-Jacobi equation as
in the original optimal transport problem. These properties allow us to identify new prob-
lems corresponding to the Monge problem and Monge-Ampére equation in unnormalized
density space.

There have been various extensions of optimal transport for unnormalized or unbalanced
densities [2, 3, 8, 5, 11, 12, 18, 21, 22, 24, 25]. In particular, [8, 9, 18] propose the
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Wasserstein-Fisher-Rao or Hellinger-Kantorovich metric!. In their studies, a spatially

dependent source function is introduced, which is a ratio involving the density in the
spatial domain. In addition, [7] and [20] study other spatially dependent source functions.
Here we propose a spatially independent source function which keeps the key Hamilton-
Jacobi equation as in the normalized case. This property allows us to design a simple
algorithm and to derive a reasonable simple unnormalized Monge-Ampére equation.

The plan of this paper is as follows. In section 2, we propose and study the properties
of the unnormalized dynamical optimal transport problem. The unnormalized Monge
problem, Monge-Ampére equation and Kantorovich formulations are all derived. In section
3, we present the algorithms and numerical examples for this proposed metric.

2. UNNORMALIZED OPTIMAL TRANSPORT

In this section, we introduce unnormalized OT problems and show that the proposed
unnormalized metric is well defined. We then derive minimization procedures for unnor-
malized optimal transport.

Denote Q2 C R?% as a bounded convex domain with area |Q|. Denote the space of
normalized densities by

Pm%:meLWm:M@ZOhAu@Mx=H-

Let the space of unnormalized densities be

M(Q) = {p € LY(Q): u(z) > 0}.
We note that P(Q2) C M(£2). We next define the optimal transport cost between po, 1 €
Definition 1 (Unnormalized OT). Define the LP unnormalized Wasserstein distance
UW,: M(Q2) x M(Q2) = R by

) 1 1 1
OWytuo,n)? = int [ [ oteo)lPueadode+ S [Cir@pae el (a)
Uuu'zf 0 0 a 0

such that the dynamical constraint, i.e. the unnormalized continuity equation, holds

atu(t7$) +V- (/J,(t, x)v(t,m)) = f(t)7 M(0,$> = ﬂO(x>7 M(l,(lﬁ) = Ml(x) (1b>
Here || - || is the Euclidean norm, po, p1 € M(Q), and the infimum is taken over all
continuous unnormalized density functions p: [0,1] x Q@ — R, and Borel vector fields
v: [0,1] x Q = RY with zero flux condition v(t,z) - n(t,z) = 0 on (0,1) x IQ with n(t, z)
being the normal vector on the boundary of 2, and Borel spatially independent source
functions f:[0,1] — R.

The new proposed LP Wasserstein metric has an attractive physical interpretation. The
above optimization problem can be viewed as a variational fluid dynamics problem in
Eulerian coordinates. Definition 1 considers the motion, creation and removal of parti-
cles. During this process, the total mass is changing dynamically in a uniform manner,

n the literature, the Wasserstein-Fisher-Rao metric is called unbalanced OT. To distinguish with their
approaches, we call our approach unnormalized OT.
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controlled by the positive parameter « and a spatially independent function f(t). We
remark that the spatial independence of the source function introduces a very important
natural property, which we will repeat. It uses the same Hamilton-Jacobi equation as in
the classical optimal transport, which allows us to obtain a new Monge problem, Monge-
Ampére equation and Kantorovich duality problem. In addition, this physical analogy
follows approaches in [16]. More interestingly, we notice that problem (1) has essentially
the same computational complexity as the classical dynamical optimal transport problem.
We will present computational details in section 3.

2.1. L! unnormalized Wasserstein metric. We first study the L' unnormalized Wasser-
stein metric. When p = 1, the problem (la) becomes:

1 1
0w ) = int [ [ ottt ajaode+ - [l 10
Op(t, ) + V- (M(t7$>v(t7x)) = f(t)7 (0, z) = MO(x)7 p(l,z) = Ml(x)}'

Denote 1
m(x) = / olt, 2yt 2)dt,
0

then by Jensen’s inequality, the minimizer is obtained by a time independent solution. In
other words,

/01/Q|’v(t,x)||u(t,x)dmdt>/Q||/01v(t,33)u(t,x)dt||dx:/QHm(;U)de_

By integrating the time variable in the constraint, we observe that

1 Hv(t,%)llﬂ(t,96)61956175+l llf(t)!dt-lﬂlr
0 Ja a Jo
(

Ou(t,2) + V- (u(t.2)o(t.2)) = F(B). p(0.2) = po(a), p(1.2) = pa(a) }
>{ [ Im(@lde+ 2 /!f Jdt 19 () — /f )it + V- m(z) = 0}
>{ [ im@iae+ 2] [ 56 dt\ D+ [ s+ 5w =0},

Denote ¢ = fo t)dt, by integrating on both time and spatial domain for continuity
equation (1b), it is clear that

c:|§12‘</ﬂug(x)dx—/ﬂul(x)da:>.

We can show that the minimizer path can be attained in the last inequality, by choosing
wu(t,z) = (1 —t)po(x) + tpr(x). Thus we derive the following proposition.

Proposition 2. The L' unnormalized Wasserstein metric is given by

Wi ) = int { [ Im(@)lde + 2| [ oo = [ (oo

p1(x) — po(z) + 512|</Q,u0(x)d:1: - /Q,ul(x)dzx) +V-m(z) = O}.



4 GANGBO, LI, OSHER, AND PUTHAWALA

In addition, in one space dimension on the interval Q = [0,1], the L' unnormalized
Wasserstein metric has the following explicit solution:

W) = [ | [y = [ sowin = [ () = oe)dz o

(| [z = [ ).

The formulation in proposition 2 has been proposed in [23] for inverse problems. It
is one of the prime motivations for this paper. We also note the minimizer satisfies the
following form [17]:

HZEQH —VO(@), if m()] £0
V() = () — po(z) + é,( /Q o () de: — /Q i (x)dr).

2.2. L? unnormalized Wasserstein metric. We next present the result when p = 2.
Similar derivations can also be established for p € (1,00). For simplicity of presentation,
we now assume || = 1.

Proposition 3. The L? unnormalized Wasserstein metric (1) is a well-defined metric
function in M(QY). In addition, the minimizer (v(t,z), u(t,x), f(t)) for problem (1) satis-
fies

v(t,x) =Vo(t,x), f(t)= oz/g@(t,a:)d:c,
and

Oui(t, ) + V - (u(t, 1) V(1 7)) = a/ﬂfb(t,x)daz

0u8(t,x) + |Vt 2)|* < 0 (2)

1(0, @) = po(x), p(l,z) = p(z).
In particular, if p(t,x) > 0, then

0,0(t, ) + %HV(I)(t,:E)HQ —0. (3)

Remark: We note that equation (2) implies

Oz/ol/gfﬁ(t,x)dxdt—/Qm(y)dy—/ﬂuo(y)dy-

This means that unlike the classical OT, we are not only solving for the unique V®, but
also for the unique .

Proof. Denote m(t,z) = p(t, z)v(t, z) and

[lm]?

m if u > 0;
F(m,u) =10 if u =0, m=0;
400 Otherwise.
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then variational problem (1) can be reformulated as

UWoy(po, p11)? = inf / / m(t, ), u(t,z))dxdt + — / |£(t))dt:
m,p, f

Oui(t.2) + V- (u(t. 2)o(t.2) = £(1). p(0.2) = po(a). p(L.2) = pu(x) ).

(4)

It is clear that (4) is the reformulation of (1). We first prove that the variational problem

(4) is well defined. In other words, there exists a feasible path for the dynamical constraint.

We construct a feasible path u; connecting any pg, 1 € M(Q2). The proof is divided into
three steps.

Step 1. Construct a density path t € [0, %], there exists a feasible path connecting g and
a uniform measure with total mass fQ podzx. In this case, the density path is a normalized
(classical) OT between two densities. We set f(f) = 0 when ¢t = [0,1/3], there always
exists such a path.

Step 2. Construct a density path t € [%, %], there exists a feasible path connecting a

uniform measure with total mass fQ podx and a uniform measure with total mass fQ pide.
In this case, we let the transport flux m(¢,x) = 0, and choose f(t) = 3( fQ,u x)dx —

Jo 10 (z)dx
2

Step 3. Construct a density path ¢ € [3,1], there exists a feasible path connecting a
uniform measure with total mass [, p1de and . In this case, we set f(t) = 0. Following
the classical OT, we find a feasible path.

Combining steps 1,2,3, the proposed path is feasible with finite cost functional. We next
show that the problem has a minimizer. Since the constraint set is not empty, then it is
classical to show the cost functional F'(m, ,u)—i—é f()? is convex and is lower semicontinuous,
while the constraint is linear. So the variational problem (2) has a minimizer.

We next apply a Lagrange multiplier to find the minimizer. Denote ®(¢,x) as the
multiplier with

1 m(t. x 2
E(m,u,@):/o QW—I—CI)(t,a:)(Bt,u(t,x)—i—V-m(t,J;)—f( dq:dt-i—/ f(t)

Assuming 6,,£L =0, 6,£ <0, ;L = 0, we derive the property of minimizer as follows:

(m(t,z) .
wtm) o)

m(t,x)?
 2u(t,x)?

\f(t) = oz/g@(t,x)da:.

Here if 4 > 0, we obtain 6,£ = 0, which gives equality in the second formula of the above

system. Using the fact ((: x)) = V&(t,z), we prove the result. In this case, the non-

negativity, symmetry, triangle inequality of the metric follow directly from the definition.
O
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We next derive our new Monge problem for unnormalized OT. This approach uses the
Lagrange coordinates arising in problem (1).

Proposition 4 (Unnormalized Monge problem).

UW- = inf M(x) — x)d
5 (1o, 11)? er}(t) /H x| po(z :L'+a/ f(t)

+ /0 /0 f(s) /Q || M(x) — x||2Det(5VM(a:) +(1- S)H)detd%

where the infimum is among all one to one, invertible mapping functions M : Q — Q and
a source function f: Q — R, such that the unnormalized push forward relation holds

(5a)

1
1(1, M (2)) Det(VM (2)) = u(0,z) + /0 f(t)Det(tVM(:n)—i—(l—t)]I)dt. (5b)

Proof. We now derive the Lagrange formulation of the unnormalized OT (1). Consider
any mapping function X;(z) with vector field v(¢, X;(x)), i.e.

d
ﬁXt( x) =v(t, Xi(x)), Xo(z)==zx.

Then

/ 1 [ et teydzar - | 1 [ et X)) P, Xs (o)X .
/ /||Xt M2p(t, X (a ))Det(VXt(:z:)>dxdt.

We next derive the differential equation for J(¢, p(t, X¢(z))Det (VXt(l‘)). Later on,

x) =
we use the notation J(t) = J(t,z) and 4.J(t) = BQJ(t x). Since

%J(t z) = jt{ (t,Xt(x))Det<VXt(x))}

—d,u(t, X;(z))Det (VXt(:c)) + Vxult, Xt(a:))%Xt(x)Det (vxt(g;))
+ ult, Xo ()9 Det (VXt(x))
:{atu +Vp v+ V- W}(t, Xy(z))Det (VX ()

={0u+ V- () } (¢, X () Det(VXy(2))
=/f(t)Det(VX(x)),
where the third equality is derived by the Jacobi identity, i.e.
8;Det (VXt(a;)) = V- u(t, X;(z))Det (VXt(x)),

and the last equality holds following our proposed continuity equation with spatial inde-
pendent source function (1b).
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Notice .
d
J(t) = J(0) + /0 L a(s)ds.
Since Xo(z) = 2 and VXo(z) =, then J(0) = u(0,z) and

t
w(t, X¢(z))Det (VXt(ac)> = u(0,2) + / f(s)Det (VXs(x)>ds.
0
Since the minimizer in Eulerian coordinates satisfies the Hamilton-Jacobi equation in (3):
1
00(t,w) + 5| Ve(t,2)||* =

and 4 X,(z) = V&(t, X;(x)), then we naturally have %Xt(x) = 0. This implies

d
ﬁXt( x) =v(t, Xy(x)) = M(x) — x,

thus Xy(x) = (1 — t)x + tM(x) and Det (VXt(:z:)> = Det((l —t)[+ tVM(a:)).

Substituting all the above relations into (6):

©=[ [ 1axwr
/ v =l (70 + / L J(5)ds) dadt
= [ [ 1) apsaa+ [ [ a1 - alp [ ssyasoar

:/OI/QIIM(x):cHQM(O,:c)dde/OI/QIIM(x)x|y2/Otf(s)Det(VXs(x))dsdxdt
1 t
:/Q||M(93):L“|!2u(0,1:)d9:+/0 /0 /QHM(QS):c”?f(s)Det((lS)H+5VM(x))d5dq;dt_

Thus we prove the results. O

We next find the relation between the spatial independent source function f(¢) and the
mapping function M (x). For simplicity of presentation, we assume periodic boundary
conditions on €.

Proposition 5 (Unnormalized Monge-Ampére equation). The optimal mapping function
M(z) = VU (x) satisfies the following unnormalized Monge-Ampére equation

u(1, VO () Det(V> U (x)) — u(0, )

—a /01 Det(tVQ\Il(:L‘) +(1- t)ﬂ) /Q (\If(y) - ”y2H2 + t”W(‘? - yH2>Det<tv2‘I’(y) +{- t>H>dydt‘

Proof. Let us rewrite the minimizer (2) into a time independent formulation. From the
Hopf-Lax formula for the Hamilton-Jacobi equation,

2
| M (z) — x|

O(1,M(z)) = P(0,2) + 5
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Thus V&(0,z) +x — M(xz) = 0. We further denote ¥(z) = ®(0,z) + @, then M(x) =
VV¥(z). From X;(x) = (1 —t)x +tM(z), then

X () — =]
2t
t|M(z) — =|?
2
_ lell® | V() - 2]
2 2

O(t, Xy(z)) =0(0,z) +

=(0,z) +

=U(z)

and
VXi(2) = (1 - )1+ tV?¥(2).

From (2) and the above two formulas, then

f(t) :a/Q@(t,x)dx :a/Q@(t, Xi(x))dX(x)
—a / @(t,Xt(x))Det(VXt(:c)>dx
Q

:a/Q {\1/(1:) - ”‘”2”2 + ”W(‘? = xH2}Det((1 - t)]I+tV2\If(x)>dx.

Substituting f(t)’'s formula and M (z) = V¥(x) into (5b), we derive the result. O

We now present the Kantorovich duality formulation of the problem (1).

Proposition 6 (Unnormalized Kantorovich formulation).

O(1, z)u(l,z)dr — / @(O,x)u(o,x)dx—g/ol (/Q@(t, x)dw)th}

1
~ UWa(po, p1)* =sup {/
2 o Q

Q

where the supremum is taken among all ®: [0,1] — Q satisfying

1
od(t,x) + 5HVcD(t,au)H? <0.
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Proof. As in [14, 15], we derive the duality formula by integration by parts as follows.
Notice the fact that

*UWZ (1o, p1)?

. mtaz
:&ff/ 2Mt$ddt+/f Pt O+ V- m =0, p(0,2) = pio(a), (1) = () }

— inf sup { / g;tt”; b o F(07 + 0(t,2) (plt, ) + V- mt,2) — £(0) ) dadt}
Soup ik { [ [ B L0 4 0(t0) () + 9 ) - 100 )
=t { [ ZL’;Z = V(L 1) ) + o [0+ B(t,2) - (Buult,x) — F(0))dodt}
—oup int { [ [ (2 G0,0) o) - SVt ) )t

+ [ (300)u01.2) = 9020000, 2)) do

/ [ (=t 00010(t.2)+ 5o 10 = B0, 1)) ot

—sup{ [ (®(1,2)n(1,2) = 2(0,2)1(0,2))da

vint [ —uteo) (00, + 3V

wint [ ([ g 02 - @t 0)500) )t}
:sgp{/g(CI)(l,x),u,(l,x)—‘I’(O,$)u(07x)>dx—;a 01 (a/QCD(t,x)dx)zdt

vint{ = [ [ wte.o) (0t0) + S1v0 0o}

+ 21ah}f/01 (et —a/ch(t,x)dxfdt}
:sgp{/ﬂ ((I)(l,a:),u(l,x)—<I>(0,x)u(0,x))dx—3/01 (/Q<I>(t,a:)da;>2dt:

0,D(t,7) + %HVCI)(t,x)HQ <o}

We have shown that the minimizer over m is obtained at “* = V®, and f (t) = o [ (¢, z)d.
The last equality holds because p(t,z) > 0, thus 9,®(t, ) + 5| V®(t,2)||* < 0.
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We next show that the primal-dual gap is zero. From proposition 3, the minimizer
(1, @) satisfies (2). Thus

/ glpttxa: drdt + 2104/01 f)*dt
= [ [ sivet.oPue s § [ ( [ o) a
! 1
:/o /Q(_;’vq’(t’$)|’2ﬂ(tvﬂc)+HV@(t,x)qu(t,x))dacdtJr;/O (/QCI)(IS,:U)d:);’>2dt
! 1
=/0 /Qatcb(t, )ult,x) + 0(t,2) (= V- (ut, ac)VtI’(t,:r)))dxdt—i—;/O (/Q@(t,:c)d:r>2dt
= [ ettt [ a0.00.0)

Q

_/OI/Q@(t,x)(atu(t,va.(M(t,x)vq>(t,x)))dxdt+(;‘/01 (/Q<I>(t,x)dx)2dt

- [ @ outta)dr - | 80.0)u(0.2)s

—/Ol/ﬂé(t,x)f(t)dzdmu;‘/ol (/Qé(t,x)dx)zdt
:/Q<I>(1,a:),u(1,m)dx—/Q<I>(0,x)u(0,x)dx+(—a+g)/ol (/Q@(t,x)dx)zdt
:/Qq)(l,a:),u(l,x)dx—/Q@(O,x)u(o,x)d:v—3/01 (/QCI)(t,x)da:>2dt.

This concludes the proof. O

3. THE NUMERICAL METHOD

In this section, we propose to apply a primal-dual algorithm to solve unnormalized OT
numerically. We then provide several numerical examples to demonstrate the effectiveness
of this procedure.

3.1. Algorithm. We present a primal-dual algorithm for problem (1). In particular, our
method is based on its reformulation (4), named the minimal flux problem. Define the
Lagrangian of (4):

[[m(t, 96)!!2

1
2

/ / (t,x) Gtu (t,x)+ V- -m(t,x) — f(t))d:rdt,

where ®(t, z) is the Lagrange multiplier of the unnormalized continuity equation (1b).

Convex analysis shows that (m*(¢,z), u*(t,x), f*(t)) is a solution to (4) if and only if
there is a ®* such that (m*, ®*) is a saddle point of L(m, u, f, ®). In other words, we can
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compute minimization (4) by solving the following minimax problem

1nf sup L(m, p, f, P),

m)u"

It is clear that £ is convex in m, u, f and concave in ®, and the interaction term is a linear
operator. This property allows us to apply the Chambolle-Pock first order primal-dual
algorithm [6], which gives the update as follows.

1
m*T(t, 2) =arginf L(m,pu®, f*, %) + 21/ / |m(t, z) — m"(t, z)||>dzdt
m T1
) =arging 0709 5 [ [ utea) - ) P
B
P =arging £0n, i 109 + 5 [0~ P )
71 Jo

- - 1 1
B (t0) —angsup LG, i f.#)— 5 [ [ [0(ta) - @t e
) 2’7’2 0 0]

e k+1 | k+1 phtl E  k rk
\ (maluaf>_2(m s 1 7f )_(m7,u'7f)
where 71, o are given step sizes for primal, dual variables. These steps can be interpreted

as a gradient descent in the primal variable (m, u, f) and a gradient ascent in the dual
variable ®.

It turns out that the optimizations in above update (8) have explicit formulas. The first
line becomes

Im(t, )|

k+1 _ .
m T (t, x) —arglnf { 2t )

ot x) VOt 1) + ;ﬁlm(t, r) —mb(t,2)|}

__ M Mt ) k
= Fto) + (7'1V<I>(t,a:) +m (t,a:)).
The second line of (8) simplifies to

k 2

kil e ImP ()|

t,r) =arginf —————
pr(t ) =argin 2u(t.2)

The above problem has an analytical solution by solving a cubic equation. The third line
of (8) gives

. 1 1
PO =angint {502 = 70) [ @ta)do+ 5100 - PO

__ @ k
- (ﬁ/Qcp(t, vy + (1)),
The fourth line of (8) gives

O (@) =argsup { (t,2) - (Dilt, @) + V -t @) — () 2i||<1>(t, z) - ok(t,2)|2}
o T2

1
- 8t<I>(t,:17) : ,U(t,flf) + 277_1|:u(t7$) - [Lk(t,l‘)|2.

=o%(t,2) + 7 (at/]’““(t, z)+V-m(t,z) — f(t)).

Combining all above formulas, we are now ready to state the algorithm.
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Algorithm: Primal-Dual method for Unnormalized OT
Input: Unnormalized densities ug, p1;
Initial guess of m?, u®, ®°, f9. step size 71, .
Output: Minimizer u(t,x); Dual variable ®(¢,z); Value UWa(ug, t1).

<1>k+1( x) o (t,x)+7‘2<8tuk+1(t,x)+v mt, ) — f(t));
(i, fi, f) = 2(mPHL kL pEEL) — (b kR

1. For k£ =1,2,--- Iterate until convergence
k(t,

2. mFt(t, x) = % <71V<I>(f, x) + mk(t,x)>;

. t,z)||? .
3. Solve uk+1(t z) = arginf,, % — 0 ®(t, ) - p(t, ) + 5o |p(t, w) — pF(t, ) %;
4, ) = 2o (71 f @t @)da + F5(1) )
d.
6.
7.

end

3.2. Numerical Grid. To apply the algorithm, we first define our numerical grid. For
simplicity we consider the case where the space of interest is Q = [0, 1]¢ and time 7" = [0, 1].
Further, for the following explanations we consider the problem when d = 2, however, our
grid construction can be constructed on any dimension by extending it in the obvious
way. We will use the same symbol to represent both the continuous p, m,®, f and their
respective discretized counterparts, as the difference between the two should be clear from
context alone.

Let n¢, n,, and n, be given then notate At = L Az = ﬁ, and Ay = 1

TLt—l ?
this notation we define the following sets:

[iAz, (i + 1)Az] x [jAy, (j + 1) Ay]
[kAt, (k+ 1)At]
[
[iA

)
Tk
)
)

Qi—1/2,5) = (1 —1/2)Axz, (i+ 1/2)Ax] x [jAy, (j + 1)Ay] for i =0,...,n,
Qi j-172) = [1Az, (i + 1)Az] x [(j — 1/2)Ay, (j + 1/2)Ay] for j =0,...,ny
where t =0,...,n, —1,j=0,...,ny —1,and k =0...,7n; — 1 unless otherwise specified.

For the discretized problem we consider a f() that is constant along each 7), and
consider i ; jy and @y, ; ;) that are constant along each 7y x€2(; ;). The vector my; ;) has
two components my, (r;—1/2,5) and my, (. ; j—1/2), that are constant along 7(z) X €2(;_1 /2 j) and
T(k) X (,j—1/2) respectively. Numerically m quantifies the movement of density between
each of the Q(; ;) and its spacial neighbors (i.e. Q1 ), Q4 j-1), Liv1,5), and Q1))
and so it is natural to define the components of m not on §(; ;) but rather on Q(;_y/3 j,
Qiv2,5), Qig-1/2) and Q2.
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Using the above notation, we write the steps of the algorithm as:

Pk i—1,5) TRk, i—1,5)

_ it i_1.5)+F2T
My (ki—1/2,§) = {g<k TR 020
if i =0,n,

(71 + Va@io1/2) + Ma(ri-12) fi=1...n,—1

Bk i, g) TPk i —1) . . if 7= —
My (hij—1/2) = {“(k,i,j)Jru(k,i,jl)Jr?Tl (Tl T VyPhij-1/2) + my:(k»%a—l/?)) itj=1,...,ny—1
y7 717]7

0 if j = 0,n,
f(kig) = 100t (1, = (71 % 0r® (ki jy + Hikig)): 0,

—T
?1 ((m(k,i+1/2,j) + m(k,ifl/Q,j))Q + (Mkijr1/2) + m(k,i,jfl/Q))Q))

(0]
fooy = ol A ZZ: ZJ: Pk, ) ATAY + fir)

Dk,ig) = T2 (@mk,i,j) + Vi) = (k)) + Pk

where
Phyig) = Pli—1,)
Va®i-1/2) = Ax
Qi) — Pt
Vy®k,ij-1/2) = ) Ay( =0,

|~

A (T + q%am‘)) if k=0

a7 (P52 — @) ik =1

0@ r,ig) = 4 357 (Ph1,ig) — Plh—rigy) i 1<k <y —2
At \Pou-1,09) — 7¢("t53’i'j>) ifk=mn—2

1 Ping—2,) ) ip 1.
At " Pe-1ig) ~ tf) ifk=mn —1

—

root™ (a,b,c,d) = the largest real solution to az® + bz? + cx +d =0

2 (Big) = Hoig) k=0
Oitt(ryigy = \ A7 (Hot1,ig) — Hk—1,i)) 1f 0 <k <mny—1
Ait (“(ntfl,iyj) - /“L(nt*liyj)) ifk=mn;—1
_ Mg (kyit+1/2,5) = Mea,(ki—1/2,5) n My (kij+1/2) — my,(kz,i,j—l/2).

v M (ksi.g) Ax Ay

Note that the unusual boundary conditions of 0;® arise from the need to satisfy

Z D (ki) Ol ki, ) AL = — Z Ot ® (ki ) (ki) AL Vi, J.
! %

3.3. Numerical Experiments. Now we present our numerical results. The first two
experiments are in one dimension, and the rest are in two. The numerical parameters for
our experiments are given in Table 1.
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Parameter Value \ Parameter Value

Discretization Optimization

g 15 Iterations 200,000
Na 35 ] 1073
ny 35 T 107!

o 100

TABLE 1. Numerical parameters for our experiments. Note that for our
one dimensional experiments, n, has no value.

=3 _
g1
[}
0 -1
10 10 02 04 06 08
Space (z) Time (t) Space () Time (t) Time (¢)
(a) pu(t,z,y) (B) plt,z,y) (c) f(#)

FIGURE 1. A plot of (A) Wa(puo, 1), (B) UWa(po, p1) and (C) f(¢) in the
unbalanced case.

3.4. Experiment 1. Here we consider the problem where g and p; are both one dimen-
sional Gaussians of equal integral, 2 = [0, 1] and

1
o =N <x; 3,O.l)

2
w1 =N (ac; 3,O.l)

E*Nz)z

(
N (2; pig, 0%) = Ce” 202 where C'is such that / N (x; ptg, 0?)dz = 1
Q

We plot the results in Figure 1. In this case the input densities are balanced and so
Wa(po, p1) and UWa(pg, 1) appear similar. Indeed UWa(po, p1) = 0.055 and Wa (ug, 1) =
0.056.

Note that even in this simple case the behavior of f(t) is nuanced. In this case, o
and py are smooth, of equal integral and Wa (g, 11) is given by a simple analytical for-
mula, and f(¢) is not identically zero. Integrating Equation 1b in space and time yields
’Q|f[o,1] ft)dt = [opdx — [ pode, and so for balanced inputs f[O,l] f(t)dt = 0, but
experiment 1 shows that f # 0.
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03
3
S 20 50
502 = \
= 02 z o S 0
o &
= 015 -20 50
' 024, 1 108 0 o 1 10°
103 10" 10° 0608 s 10 1 103 1°
a Time (t) a Space (z) a
(A) UWa(pg, pa; ) (c) ®'(t, z;0)
10°
)
S, 1000
510
= 10! 0
5 10° -1000
0 10°
10" 10" 10° 05 T, 10
« Space (z) 10
(D) UWa(jio, pas ) (k) ®(t,250)

FI1GURE 2. A plot of the asymptotic behavior of UW5 in o with balanced
and unbalanced inputs. Balanced: (A) UWa(ug, p1; ), (B) f'(t;«), (C)
' (t, x; ), and unbalanced: (D) UWa(uo, u1; @), (E) f(t; a), (F) ®(¢, z; ).

3.5. Experiment 2. Again consider 2 = [0, 1], however in this experiment we analyse
the asymptotic behavior of UWs (o, 111) as a function of o and o — 0 and a@ — oo. Here

1
o = N (;0,0.1) + N <a;; 370.1>

The balanced case refers to UWa(p, pt1), and the unbalanced refers to UWa(po, pt1). In
both cases we compute the unnormalized Wasserstein distance. The results are given in
Figure 2.

Figures 2a - 2c show that (at least numerically) UWa(uo, pt1; o), f(t, ) and @(¢, z; o)
converge as o — 07, a@ — 0o when [, piodz = [, p1dx. Further is seems plausible that for
balanced inputs UWa(po, p1; ) — Wa(po, 1) as « — 07. For any « the pu, m and ® from
Wa(po, p1) along with f(t) = 0 satisfy the constraint of Equation 1b. Formally sending
a — oo causes f(t) to 0.

Figures 2d - 2f illustrate the asymptotic behavior of UWas (g, p11; @) w.r.t. « when the
inputs are unbalanced. In that case we (numerically) see that as o — 0, f(¢; &) converges
to a non-zero value, and both UWas (g, p11; @) and ®(¢, x; ) diverge. This too is consistent
with the formal argument that UWs (o, p1; ) — Wa(po, 1) as a — 0.
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In a predecessor of this work [4] the authors solve for Wa (1, p2) using Lagrange multipli-
ers in a similar formulation to equations (1a), (1b). In their work the Lagrange multiplier
®(t,x) is given up to an additive constant. If indeed UWa(uo, p1; ) — Walpo, p11) as
a — 07 and ®(t,7;a) does converge then ®(t,2;0") is given uniquely (as a limit) and
there is no issue of undetermined constants.

0 15
§ 10
% 0.5
A 5
1
0 0.5 1 0 0.5 1 0 0.5 1
Space () Space () Space (z)
(A) p(0.00,z,y) (B) 1(0.21, z,y) (¢) n(0.50,z,y)
1
R 0
Ry
2
-3
0 0.5 1 0 0.5 1 02 04 06 08
Space () Space (x) time (t)
(D) 1(0.79,2,y) () p(1.00,z,y) () f(2)

FiGure 3. Plots of the u(t,xz,y) and f(t) for UWa(uo,p1). (A)
1(0.00,z,y), (B) p(0.21,z,y), (C) p(0.50,z,y), (D) wu(0.79,z,y), (E)
p(1.00,z,y), (F) f(2).

3.6. Experiment 3. Now consider the two dimensional problem where Q = [0,1]2. In
this case

po(z,y) = N (2,9;0.3,0.3,0.1,0.1) + N (z,y;0.7,0.3,0.1,0.1)
pi(z,y) = N (z,y;0.7,0.7,0.1,0.1)

(m—ux)2+(y*lty)2
N(&,y; ptas py, 01, 03) = Ce > >75
where C' is a normalization constant such that [, N(z,y; e, [y, 03, 03)dzdy = 1. The
results from our experiments are shown in Figure 3. Note that although the mass of pg
is twice that of z1, the optimal f(¢) is not non-positive. Indeed from ¢t =0 to t ~ %, f(t)
is positive, before staying non-positive for the rest of the interval. This again illustrates
that even in the case of gaussian movement the behavior of f(¢) is nuanced, and violates

naive basic intuition.

3.7. Experiment 4. Consider again the two dimensional problem, however this time we
choose 9 and p1 to be the cats in [17]. Our results are summarized in Figure 4. This
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1
| . H05
0

Space
1(0.00, z, y)

05. HOS
0

Space (y)
o
()]

N

Space (y)

0 05 1 02 04 06 08
Space Space () Time (t)
(D) M(0-79,x,y) (B) 1(1.00,2,y) () f(2)

FIGURE 4. Plots of the u(t,xz,y) and f(t) for UWa(uo,p1). (A)
1(0.00,z,y), (B) w(0.21,z,y), (C) n(0.50,z,y), (D) w(0.79,z,y), (E)
1(1.00, 2, ), (F) f(?).

illustrates that our new method can be used as a general purpose OT solver for unbalanced
inputs, and so can be used to interpolate between two functions.

3.8. L' unnormalized Wasserstein metric. In this subsection, we also present several
numerical results for UW; in Figure 5. In [23] the authors develop the UW; metric (called
the struc [-] in that work) and show that it has the desirable property that is insensitive to
noise and sensitive to the underlying structure. Numerically UW7 (o, pt1) is much easier
to compute as the time dimension can be integrated out, so that f is constant, and p, m
and ® have no time-varying component.

4. DISCUSSION

In this paper, we propose and solve an unnormalized optimal transport problem. We
show that the proposed distance is well defined, and we obtain the minimizer using the
same key Hamilton-Jacobi equation (3). More importantly, computing the LP unnormal-
ized Wasserstein metric has essentially the same computational complexity as the nor-
malized one. In the future, we intend to study these related geometric properties and
applications in inverse problems, machine learning and mean field games.
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