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ABSTRACT: Energy transport during chemical reactions or
following photoexcitation in systems of biological molecules is
mediated by numerous interfaces that separate chemical groups
and molecules. Describing and predicting energy transport has
been complicated by the inhomogeneous environment through
which it occurs, and general rules are still lacking. We discuss
recent work on identification of networks for vibrational energy
transport in biomolecules and their environment, with focus on
the nature of energy transfer across interfaces. Energy transport
is influenced both by structure of the biomolecular system as
well as by equilibrium fluctuations of nonbonded contacts
between chemical groups, biomolecules, and water along the
network. We also discuss recent theoretical and computational
work on the related topic of thermal transport through molecular interfaces, with focus on systems important in biology as well
as relevant experimental studies.

1. INTRODUCTION

Energy transport in biomolecules during chemical reactions in
the cell occurs not only through the backbone of, say, a protein
where the transformation takes place but also across myriad
interfaces within the protein and between it and its
surroundings. Time-resolved measurements and molecular
simulations continue to provide an ever more detailed picture
of energy relaxation during reactions and following photo-
excitation in biological molecules,1−23 mapping not only
relaxation pathways and their role in subsequent reactions and
cooperativity but also contributions of structure and equilibrium
dynamics that control energy relaxation. In this Feature Article,
we discuss recent work on energy transport through systems of
biological molecules on sub-nanosecond time scales with focus
on energy transfer across interfaces between chemical groups of
large biomolecules and their surroundings. Statistical properties
of energy transport in proteins on vibrational time scales have
been analyzed,1 and computational studies have long been
elucidating pathways in specific proteins by which energy
transport occurs, providing important insights into time-
resolved measurements.24−28 More recently, attention has
turned to identifying rules by which structure and equilibrium
fluctuations control energy transport, and we discuss that aspect
here.We furthermore address recent work on the related topic of
thermal transport in biological systems and systems with
application to biological processes in the cell, also governed by
vibrational energy transport through molecular interfaces. We
discuss thermal conduction of interfaces between protein and
water, protein−saccharide−water interfaces, and interfaces
between water and gold nanoparticles functionalized for
photothermal applications in cells.
A protein may be in a large number of structures in its

functional state, as dictated by its energy landscape.29,30 Over

the vibrational time scales for energy transport that we address,
the protein and its surroundings have little time for excursions
beyond a local minimum or a few minima of that landscape.
Because of structural aperiodicity, the vibrational dynamics of a
protein and energy transport resemble to some extent those of
glassy materials.31−34 The statistical properties of energy
transport on vibrational time scales have been well studied
and reviewed in the past.1 They are related to the mass
distribution governed by protein geometry and by the
vibrational dynamics associated with that geometry, as will be
briefly summarized below. On amoremicroscopic level, we wish
to identify rules by which specific contacts and their dynamics
mediate energy transport. For instance, the rate of energy
transfer across a nonbonded contact is often controlled not only
by the chemical nature of the contact and distance between
chemical groups but also by equilibrium structural fluctuations
and energy relaxation within chemical groups of the
system.35−37 Connections between equilibrium dynamics and
energy transfer not only help in modeling energy transport but
can also provide a more detailed molecular-level picture
underlying results of ongoing time-resolved spectroscopic
experiments.
Energy transport in many biological molecules such as

proteins differs from the more isotropic transport in many
condensed phase systems in that themass density of themedium
is highly inhomogeneous. The mass distribution for several
proteins is illustrated in Figure 1 and discussed further below.
On length scales from about 2 Å to several nm, proteins exhibit
properties of fractal objects, which provide a statistical
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description of energy transport and the emergence of networks
of energy transport channels that span these molecules.38−46

The statistical similarity between the distribution of mass on the
level of amino acids and at larger length scales of groups of amino
acids has been associated with the subdiffusive energy dynamics
observed in computational studies,38 vibrational dynamics of
proteins,47−49 and the anisotropy of energy transfer observed in
time-resolved vibrational spectroscopy.50,51 Statistical proper-
ties of mass distribution indicate that energy transport is
anisotropic and networks for long-range energy transport are
ubiquitous in globular proteins. Networks of energy transport in
proteins and between protein molecules, including long-range

nonbonded networks in allosteric proteins that also include
water molecules,52,53 have been identified by computational
studies15,53−67 and probed by experiment.3,50,51,68−71

To simplify the description of energy transport through a
system of biomolecules, we consider first a coarse-grained
picture of a protein and its environment. Though there are
significant limitations to a Markov approximation in a model for
energy transport in biomolecules, as long-wavelength modes
make significant contributions,72,73master equation simulations
appear to model the transport quite well when compared with
results of all-atom nonequilibrium simulations,35,37 as we
summarize here. For such a simple model to be predictive, we

Figure 1.Density plots of deoxy-HbI with no (a) and with (b) water at the interface between the two globules. The interface region is circled in part a.
(c) Oxy-HbI without the interface waters is shown with the interface region circled. A perspective for HbI (deoxy; oxy is nearly identical) is shown in
part d. (e) A density plot of GFP using the perspective shown in part f. Each density plot is a slice through about the middle of the protein from the
perspective that is indicated by the ribbon diagrams. Volume mass-density maps were created using a voxel size of 1.728 Å3, which corresponds to a
cube with sides of length 1.2 Å. The mass density is displayed in five levels which correspond to regions with a density of 0.116 amu/Å3 (blue), 0.231
amu/Å3 (cyan), 0.347 amu/Å3 (green), 0.463 amu/Å3 (yellow), and at least 0.579 amu/Å3 (red), a region in which the density rises steeply. Networks
of higher density through each protein are apparent. The interface region of oxy-HbI is smaller and holds less water than deoxy-HbI. Water is seen to
enhance density in the interface (compare parts a and b) in HbI in both unliganded and liganded states.
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need an approach to estimate rate constants. We can broadly
classify rate constants in two groups, one for energy transfer
along the main chain and another for the more variable set of
rate constants for nonbonded contacts. The former group has
been quantified by experiments on helical peptides and by
simulation for some time.6,35,74−78 More recently, energy
transfer across nonbonded contacts and properties that govern
rate constants for that process have been analyzed.35,36 For
residue−residue and residue−water contacts, the rate of energy
transfer has in some cases been found to vary inversely with
fluctuations in the length of the contact.35,36 Such a relation can
help determine rate constants for a master equation from
relatively short equilibrium simulations of proteins.
Thermal transport across interfaces is mediated by vibrational

dynamics and energy relaxation. We discuss studies of thermal
transport across protein−water interfaces,57,79−81 which may
include layers of other molecules such as saccharides,82 to
provide a general picture of thermal transport through interfaces
in biological systems and its role in heat flow in the crowded
environment of the cell.83−85 We also discuss other recent
work86−89 on contributions of molecular structure, composition,
and energy relaxation and thermalization in thermal transport
across molecular interfaces, in which a vibrational state space
picture of energy flow in molecules,90−100 developed to describe
quantum energy flow in modest-sized molecules and its role in
chemical reaction kinetics, can be helpful. We focus on systems
in a cellular environment, including thermal transport between a
gold nanoparticle (GNP) and its surroundings via a capping
agent that functionalizes the GNP for photothermal applica-
tions,101−104 such as drug delivery and control of protein and
nucleic acid structure and aggregation.
This Feature Article is organized into two parts. The first

addresses energy transport in systems of biomolecules, with
focus on energy transfer across nonbonded contacts. In section
2, we provide some background to energy transport in proteins,
its relation to protein geometry, and attempts to use Markov
models to describe energy transport. In section 3, we discuss
relations between biomolecule structure, equilibrium structural
fluctuations, and energy transfer. A central topic is the relation
between equilibrium structural fluctuations and energy transfer
across contacts between amino acids, cofactors, and water. In the
second part of the article, we address thermal transport across
molecular interfaces. In section 4, we consider thermal transport
across protein−water interfaces and how thermal conductance
of the protein−water interface changes with a layer of
saccharides on the protein surface. In section 5, we turn to a
more general discussion of thermal conductance of molecular
interfaces between two larger objects, which could be protein
and water, or a gold nanoparticle and the cellular environment.
Section 6 presents a summary and future directions.

2. ENERGY TRANSPORT IN PROTEINS AND PROTEIN
GEOMETRY

We summarize here some important properties that control
energy transport within proteins and interfaces with other
biomolecules. Within a protein, there are numerous interfaces
and gaps between residues, giving rise to a highly nonuniform
mass density, as long recognized.105 Before summarizing the
connection to energy transport, we illustrate heterogeneous
mass density with several examples in Figure 1, where we depict
slices through proteins from the perspective illustrated by the
accompanying ribbon diagram.

The proteins plotted include the homodimeric hemoglobin
from Scapharca inaequivalvis (HbI), both in liganded and
unliganded states. To contrast with a helical protein, we also
show the β-barrel green fluorescent protein (GFP). Regardless
of structural makeup, globular proteins are characterized by
networks of high density andmany low-density pockets. Some of
those low-density regions contain water molecules, including
parts of the interior of GFP and the interface between the two
globules of HbI. The latter is indicated with a circle in the
density plots. There are more water molecules at the interface of
HbI in the unliganded state, corresponding to a larger low-
density region when the mass density plot does not include the
interface water. The density plots with the interface water
present clearly reveal a higher density at the interface than when
the water is absent. Of course, what molecules are embedded in
regions of low protein density depends on the chemical
composition of the region. Overall, the density plots for the
proteins reveal more the organization of the amino acid residues
than the structure of the backbone, which tethers the amino
acids together. It is the structure as revealed by the mass density
as well as fluctuations in that structure that control energy
transport and signaling. Once again, we picture the protein and
water in a local minimum of a complex energy landscape, where
it resides on time scales of vibrational energy transport.
Fluctuations in structure thereby correspond to oscillations of
contacts within that local minimum.
In connecting energy transfer in a protein to the heterogeneity

of mass density, we begin with a statistical perspective.1 Over
length scales from a few atoms to the size of the protein, about 2
Å to several nm in length, the mass density can be described by
fractal geometry, where the mass, M, of amino acids contained
inside a sphere of radius R is found to scale with R as M ∝ RD,
where D is referred to as the mass fractal dimension. D is less
than 3 for folded proteins, reflecting the heterogeneity of the
density in the protein interior. For the inner region of a protein,
the mass fractal dimension approaches a value of roughly 2.6 for
larger proteins and may be smaller for smaller proteins.39,40 A
dimension of 2.6 is similar to the dimension of a percolation
cluster near threshold in three-dimensional space, the point at
which channels connecting one region of the surface to any
other is guaranteed, even if there aremany pockets in the interior
where there are few contacts, restricting energy transport there.
Due to the fractal nature of the protein interior, the mass
distribution on a small scale, such as a few atoms, looks
statistically similar to that on a larger scale, such as clusters of
residues.44The observation thatM∝RD, whereD≈ 2.6, helps to
explain energy transport in proteins.
The inhomogeneous distribution of mass in a protein is

correlated with anisotropic energy transport. Molecular
simulations of energy transport through proteins on the
vibrational time scale find a correlation between facile transport
and regions of high density, which can span a protein molecule,
as the percolation picture suggests.38 One striking example has
been discussed in the simulations of protein quakes in
myoglobin, which revealed a propensity for energy transport
through the high-density regions following ligand photolysis,
ultimately yielding pressure waves in the surrounding solvent.66

Correlations between high mass density and energy transport
have also been observed in time-resolved X-ray studies of HbI
following ligand photolysis, which reveal events involved in
allosteric transitions from the liganded to unliganded
state.20,106,107 These results are consistent with a mass density
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structure that in large part controls energy transport and
signaling.
The anisotropic flow of energy in a protein and its dimension,

D, can be related in a more quantitative fashion. We observed in

computational studies of energy transport in proteins that,
following a localized excitation, vibrational energy propagates
subdiffusively; i.e, if ⟨R2⟩ is the variance in energy at time t, it
spreads in a power law fashion as ⟨R2⟩ ∝ tα, where α < 1.38 The

Figure 2. (a) Villin headpiece subdomain (HP36) with some of the residues discussed in text highlighted. (b) Natural log of local energy diffusivity,
ln( ′DAA ), vs inter-residue distance, d, for HP36. ln(D) typically decreases with increasing d, though there are significant fluctuations around this trend.
Larger ln( ′DAA ) values at a corresponding d typically correspond to charged residues, whereas smaller values correspond to nonpolar residues. (c)
Distance map, residue pairs for which distance, d < 5 Å (red), 7 Å (green), and 9 Å (blue). (d) Communication map: ′DAA > 10 Å2/ps (red), 1 Å2/ps
(green), and 0.1 Å2/ps (blue). The lower triangle in parts c and d corresponds to the dehydrated structure, and the upper triangle corresponds to
hydrated HP36. (e) Master equation simulation of P(t) using for rate constants the data in part d. (f) All-atom nonequilibrium MD simulation of
kinetic energy per degree of freedom, E(t), for residues 3 (black), 4 (red), 5 (green), 6 (blue), and 7 (magenta) when residue 16 is heated initially.
These results highlight the importance of the nonbonded contact between residues 4 and 15 in energy transport in HP36, as energy is transferred to
residue 4 on a sub-ps time scale via the nonbonded contact, captured well by the master equation simulation without the statistical noise in the all-atom
simulation. A phenomenological damping time of 5 ps is used for coupling to water in the master equation simulation, which appears to overestimate
damping at the low temperature at which the all-atom simulation is run. There are no fitting parameters in the master equation simulations. When the
rate constants of the master equation are obtained by fitting to results of all-atom simulations, the time-dependent energy in each residue predicted by
the master equation simulation matches that of the all-atom simulations even better.35 Reprinted with permission from ref 37. Copyright 2015
American Institute of Physics.
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power α depends both on the mass fractal dimension, D, which
can be computed for objects such as those in Figure 1, as well as
on a dynamic property, the spectral dimension, d̅, which
describes how the vibrational density of states, ρ(ω), varies with
mode frequency, ρ(ω) ∝ ωd̅−1. The subdiffusive transport of
energy, with power α = d̅/D, thus depends on static and dynamic
properties of the network.1 In more recent work, we have moved
beyond a statistical perspective of energy transport and explored
specific properties of a protein that control energy transport and
how measurements of energy transfer can inform us about
protein structure and dynamics associated with energy transport
and functionally important properties. These properties include
not only the contacts that produce the structures and mass
density plotted in Figure 1 but also equilibrium structural
fluctuations of the protein.
We now seek to identify the networks along which energy

transport occurs in a given biomolecular system. In a protein,
such a network includes both the main chain and many
interfaces, or nonbonded contacts, between residues. Network
analysis of proteins is widely applied to identify groups of
residues that interact, residues that are critical to communica-
tion, and regions wheremutationmight affect function.43,108−122

Many definitions of networks are based on distance criteria,
sometimes interactions, but our focus is on networks of energy
transport channels. A natural computational approach to locate
energy transport networks in proteins involves coarse-graining at
the level of residues and perhaps clusters of water molecules.
There are long-wavelength modes in proteins that play a role in
energy transport.31,38,72,73,123,124 Thus, coarse-graining at the
level of residues and introducing a Markov model for energy
transfer between them is a significant approximation. Never-
theless, we will explore the use of that picture. One assumption
of the approach is sufficiently rapid energy relaxation within each
residue, which is supported by calculations of anharmonic decay
of vibrational states of proteins.72 If we model transport with a
master equation, we need to identify rate constants for energy
transfer, both along the main chain and across nonbonded
contacts.
We have developed an approach to locate energy transport

networks by computing local energy diffusion coefficients, ′DAA ,
between residues A and A′.15,53,56−58,79,125 In earlier work, we
computed thermal transport coefficients of proteins,72,126 a topic
we have reviewed in the past,1,127 and some of those values,
which have been confirmed experimentally,128 will be discussed
in the following section. We note that both calculations and
experiments of the thermal conductivity of proteins indicate
enhancement of thermal transport due to anharmonic
interactions, supporting a picture of fast energy relaxation that
is assumed in the Markov model. On the basis of calculation of
local contributions to the overall thermal diffusivity of a protein,
we obtain energy diffusion coefficients ′DAA between regions A
and A′, which may represent residues, cofactors, or water. We
have referred to the collection of values of ′DAA for a particular
protein or other nanoscale object as a communication map.58

We have computed and analyzed the local energy diffusion
coefficients, ′DAA , between residue pairs for a number of proteins.
For myoglobin, the energy transport networks that emerge from
this calculation58,129 have served as a good predictor for
measurements of energy transport.50,71 We have also compared
energy transport predicted by a master equation simulation,
where the rate constants are obtained in terms of ′DAA , with the
results of all-atom nonequilibrium molecular simulations of

energy flow in the same protein.37 That study was carried out on
the villin headpiece subdomain, HP36, which we summarize
here. The protein is illustrated in Figure 2, indicating some of the
residues that are important in energy transfer across nonbonded
contacts. We also illustrated in Figure 2 the local energy
diffusion coefficient, ′DAA , between A and A′ for HP36.
We observe in Figure 2 that values of ′DAA are to some extent

correlated with interresidue distance, d. However, they also
depend on specific interactions between the residues. As seen in
Figure 2b, there is great variability in the value of ′DAA for a given
distance, d, between the residues. For a given d, larger values of

′DAA are found for interactions involving at least one charged
residue, whereas smaller values of ′DAA for a given d correspond
to nonpolar pairs.37 A distance map is plotted in Figure 2c, and a
plot of the magnitude of ′DAA for all residue pairs of HP36 is
plotted in Figure 2d, both for the hydrated and dehydrated
protein, i.e., communication maps for HP36. Comparing parts c
and d of Figure 2, we see that, while the distance between two
residues, A and A′, is often correlated with the local energy
diffusivity, ′DAA , there are many cases where such a correlation
appears weak. Due to nonbonded contacts, relatively large
values of ′DAA may be found for residues quite far from each
other in sequence. For example, residues 4 and 15, which are
hydrogen bonded, are seen to be close to each other and D4,15 is
relatively large; it is a similar case for nearby residues 11 and 33
and 18 and 26. Because of the relatively large values of the local
energy diffusivity for these pairs, wemight expect energy transfer
through these contacts to compete with transport along the
main chain, for which values of ′DAA are comparable. Residues 3
and 15 are quite close to one another, but the local energy
diffusivity between them is very small. Consequences of small
D3,15 and largeD4,15 are seen in the results of the master equation
simulations.
The local energy diffusion coefficients may then be used to

calculate rates of energy transfer between a residue pair. The rate
constants, in turn, can be introduced into a master equation to
model energy transport in a particular protein, or, more
specifically, for a protein structure that may be one of many
representing the native state. We thereby estimate a rate
constant, ′wAA , for energy transfer between the residue pair A and
A′ for a particular protein structure, assuming one-dimensional
diffusion between them, so that the rate constant is ′wAA = 2 ′DAA /
d2, where d is a representative distance between the residues.
Those rate constants can then be introduced into a master
equation of the form = ∑ −

′≠ ′ ′ ′E t w E w Ed /dA A A AA A A A A , where

EA is the energy of residue A and ′wAA is a rate constant between
residues A and A′. Different rate constants are in general needed
if the protein samples other structures.
There are of course a number of assumptions in this master

equation formulation. One is the Markov model assumption of
memory loss at the scale of individual residues. That assumption
ignores longer wavelength modes that span several residues and
water, which is of course dynamically coupled to the
protein.130−139 While long wavelength modes transport vibra-
tional energy in proteins, there are sufficiently many with
wavelengths on the scale of individual residues and smaller that,
even at low temperature, aMarkov assumption yields results that
apparently compare well with the results of all-atom simulations
where comparison has been made.37 In Figure 2e and f, we show
results for solvated HP36, where the protein is initially cold and
excited at residue 16. For themaster equation results, we plot the
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time-dependent probability for energy in a particular residue,
while the time-dependent energy in a residue is plotted from the
results of the all-atom simulations. To emphasize the role of
nonbonded contacts in rapid energy flow in the protein, we focus
on residues 3−7, far in sequence from the initially excited
residue 16. Nevertheless, because of the large value of D4,15 that
results from the hydrogen bond between those residues, energy
is transferred to residue 4 at times below 1 ps. Indeed, energy
transfer to residue 4 following excitation at residue 16 occurs
more rapidly than energy transfer to residue 14.
The time for energy transfer to residue 4, and subsequent

transfer to nearby residues, is captured quantitatively by the
master equation simulations, where the rate constants are
obtained by the local energy diffusion coefficients in the
communication map for this protein, and as noted above, we
clearly see the consequences of large D4,15 and small D3,15 in the
master equation results. To account for coupling of the protein
to the surrounding water in the master equation simulation, a
phenomenological damping rate was introduced. For solute
modes in water, the damping rate can vary widely and we simply
used a 5 ps lifetime as the representative for a protein in water, in
rough agreement with results of experimental and computa-
tional studies of energy flow from peptides and proteins into
water.35,140 In the present case, where the all-atom simulations
were run at low temperature (<100 K), the damping rate that
was applied appears to be an overestimate. Overall, agreement
between the master equation simulations and the results of the
all-atom simulations is quite good given the simplicity of the
approach to estimate rate constants and the Markov
approximation at the level of individual residues. The
importance of the nonbonded contact between residues 4 and
15 in energy transport is captured well by master equation
simulations without the statistical noise in the all-atom
simulation and without fitting parameters. When the rate
constants of the master equation are fit to the results of the all-
atom simulations, we find an even better match.35 These studies
provide insights into the origins of anisotropic energy transport
from a relatively hot region to colder regions of the biomolecule
and the solvent.

3. ENERGY TRANSFER RATES AND EQUILIBRIUM
FLUCTUATIONS OF NONBONDED CONTACTS

We consider separately energy transport along the main chain
and energy transfer across nonbonded contacts. The nature of
energy transport along the main chain has been studied
computationally and by time-resolved vibrational spectroscopy
of helical peptides, which indicate diffusive energy transport
along the peptide.6,35,77,141,142 Results of all-atom nonequili-
brium simulations of energy flow in HP36, discussed in the
previous section, have been fit to a master equation, with rate
constants for energy transfer along the main chain that are
consistent with an energy diffusion coefficient, ′DAA , for
neighboring residues that is on the order of 1 nm2 ps−1.35 This
value is similar in magnitude to values for many nonbonded
contacts, and some rules governing energy transfer across
nonbonded contacts have been identified by the HP36 study
and more recent work.35,36

Energy transfer through nonbonded contacts competes with
energy transfer between adjacent residues on the main chain, as
illustrated by the computational results plotted in Figure 2 for
HP36. That transfer depends on the proximity of residue pairs
and the nature of the contact. Energy transfer across a hydrogen
bond typically occurs more rapidly than that across a van der

Waals contact. However, in both cases, the rate of energy
transfer appears to depend on fluctuations in the length of the
contact.
Before discussing some of the numerical evidence for the

connection between energy transfer rates across nonbonded
contacts and fluctuations in the contact length, we first
summarize theoretical justification for such a connection.
Consider a network as a collection of balls connected by
springs, as in elastic models.60,143−145 The equation of motion

for the lattice vibrations is = ∑
′≠ ′ ′m u t f u(d /d )A

2
A

2
A A AA A ,

where mA and uA are the mass and displacement, respectively,
at site A and

′
f
AA

is the force constant for the interactions

connecting the masses. This equation has the same form as a
master equation, = ∑ −

′≠ ′ ′ ′E t w E w Ed /dA A A AA A A A A , for energy

transfer between residues, where EA is the energy of residue A
and ′wAA is a rate constant between residues A and A′. Both
equations may include additional molecules such as solvent. We
see that the equations differ by the presence of first- and second-
order time-derivatives in the master equation and the equation
of motion for lattice vibrations, respectively. As a result, some
solutions to the master equation can be obtained from solutions
to the vibrational dynamics by substituting t for ω−2.146−149

For example, using the t to ω−2 (or reverse) substitution
provides a connection between vibrational energy diffusion in a
protein and its dispersion relation. The dispersion relation for a
protein, describing how frequency, ω, varies with wavenumber,
k, follows a power law relation, ω ∝ ka,38 as found for fractal
objects.149 Starting with this dispersion relation and using the
ω−2 to t substitution, we find how the variance in energy in a
protein spreads with time. The wavenumber, k, varies inversely
with length, so that, rearranging ω ∝ ka, length varies with
frequency as ω−1/a. Following a localized excitation in a protein,
vibrational energy, where ⟨R2⟩ is the variance in the energy at
time t, spreads in a power law fashion as, ⟨R2⟩ ∝ tα.38 Therefore,
length varies with time as tα/2. Since t can be replaced by ω−2 in
going from the solution of a diffusion equation to the vibrations
of the object, we see that length varies as ω−α. We already found
that length varies asω−1/a, so the two powers, a and α, are related
by a = α−1. Calculations of dispersion relations and energy
transport dynamics for specific proteins have yielded results
where a = α−1. Calculation of the dispersion relation,ω∝ ka, for
the proteins GFP and myoglobin yielded a = 1.56 and 1.69,
respectively.38 Vibrational energy dynamics determined by
simulations yielded α = 0.64 and 0.58 for GFP and myoglobin,
respectively,38 consistent with a = α−1.
The same substitution allows us to connect energy transfer

rates with equilibrium structural fluctuations. Consider the rate
of energy transfer between two residues, A and A′. We drop the
subscripts ′AA in the discussion that follows, recognizing that
the rate constants and fluctuations in contact distance refer to a
specific pair. We picture fluctuation in the distance of a contact,
such as the length of a hydrogen bond, which may be a localized
oscillation or may be an oscillation that is part of a delocalized
mode or modes of the protein. Following the connection
between time and frequency noted above, the rate constant,
which varies as t−1, can be replaced byω2. For an oscillatorω2

∝

⟨δr2⟩−1, so that for a rate, t−1∝ ⟨δr2⟩−1, or the rate constant varies
as w ∝ ⟨δr2⟩−1. While the vibrational model we have used to
justify these relations is harmonic, we compare the trends that
are predicted by it with the full anharmonic dynamics of the
protein.
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That the energy transfer rate across a nonbonded contact
varies inversely with the variance in the length of the contact was
first observed in the computational study of energy transport in
HP36.35 That study was carried out at low temperature, below
100 K, to increase signal-to-noise. For polar contacts, it was
found that, for a given variance in contact distance, the energy
transfer rate is greater than that for a nonpolar contact, but in
both cases, the energy transfer rate was found to vary inversely
with equilibrium fluctuations in the contact distance. Since that
study, another computational study was carried out to examine
this relation, this time formyoglobin at 300K.36That work again
found that, for nonbonded contacts interacting by short-range
potentials, such as hydrogen bonded contacts, the energy
transfer rate across the contact varies inversely with the variance
in the contact length. For longer-range ionic contacts, the results
were more ambiguous. A diffusion relation was found, whereby
the energy transfer rate depends in a diffusive-like fashion on the
distance between the ionic contacts. However, it was unlikely
from the data that the rate of energy transfer across the contact
varies inversely with the equilibrium fluctuations in the contact
length, possibly due to several contacts interacting significantly
with each other, rather than just a pair via, say, one hydrogen
bond. The generality of the scaling between energy transfer rate
and contact fluctuations at equilibrium is currently still under
investigation.
Here we illustrate the scaling relation between rates of energy

transfer across nonbonded contacts and equilibrium fluctuations
of the contact for hydrogen bonded residues of the dimeric
hemoglobin from Scapharca inaequivalvis, HbI, one of the
proteins presented in Figure 1. The comparison of equilibrium
fluctuations and energy transfer rates is made using the same
trajectory from a molecular simulation. We have done this
conveniently using the current calculation for proteins (CURP)
computational approach developed by Yamato and co-work-
ers.55,150,151 The CURP calculation provides a local energy
conductivity, G, between residue pairs, applying the Kubo
relation between thermal conductivity and equilibrium energy
fluctuations, and is analogous to the local energy diffusivity
discussed above. Formally, they are related, as the local
conductivity is given by the product of the local energy
diffusivity and the heat capacity. The advantage of calculating
the local energy conductivity using CURP to study relations
between energy transfer across a nonbonded contact and
fluctuations in the length of the contact is that both properties
can be calculated using the same equilibriumMD trajectory. We
note that energy conductivity, G, obtained from the time-
correlation function of the inter-residue energy current, as
described elsewhere,15,55,150 is multiplied by RT; values of G are
given in (kcal mol−1)2 ps−1.
In Figure 3, we plot G vs ⟨δr2⟩−1 for polar contacts of HbI in

the unliganded state. Polar contacts are defined as X−H···O,
where X was taken to be either N or O and the H···Oseparation
is no greater than 2.8 Å. Hydrogen bonds, a subclass of polar
contacts, were selected for angles XHO ≥ 150°. Polar contacts
were considered for further analysis if the contact criteria were
met for 99% of the trajectory. For all contacts existing over the
entire trajectory, the average distance between the O and H
involved in the polar contact, ⟨r⟩, and the variance in the
distance, ⟨δr2⟩ = ⟨(r − ⟨r⟩)2⟩, were calculated and subsequently
paired with the respective energy conductivity, G, computed for
this trajectory. We note that, to eliminate trajectories with small
G and reduce the noise at small ⟨δr2⟩−1, we only plot data withG
exceeding a threshold of 50 (kcal mol−1)2 ps−1.

In Figure 3a, we plot the results for polar contacts within each
globule of deoxy-HbI, which are nearly all hydrogen bonds,
while, in Figure 3b, we plot the results for contacts between the
interface water cluster and either the heme (purple) or residues
at the interface (green) that strongly couple to the water,
specifically side chains of lysine and arginine. The polar contacts
plotted in Figure 3a do not include hydrogen bonds along α-
helices, as energy transport along α-helices follows the rule for
energy transport along the main chain mentioned above.35 In
Figure 3a, we observe that the computational data for G across
hydrogen bonds in each globule fall along two different lines, a
result we found earlier for polar contacts in myoglobin.36 The
data labeled in orange and those in blue correspond to the
contacts plotted with these respective colors for myoglobin,
listed in ref 36. The data for contacts with water exhibit an
energy conductivity that is comparable to that found for energy
transfer between residue pairs, even larger for the case of heme−
water. Overall, sinceG is proportional to the energy transfer rate,
w, the data plotted in Figure 3 support the scaling of energy

Figure 3. (a) Energy conductivity, G, across polar contacts of deoxy-
HbI as a function of the inverse of the variance, ⟨δr2⟩−1, in the length of
that contact. The data appear to fall on two lines for different sets of
polar contacts. (b) Energy conductivity,G, between the cluster of water
molecules at the interface of deoxy-HbI and either the heme or residues
at the interface as a function of the inverse of the variance, ⟨δr2⟩−1, in the
length of that contact. The data plotted in purple, which fall near the
line with greater slope, correspond to hydrogen bonding between the
heme and water molecules at the interface. The data plotted in green
correspond to hydrogen bonding between interface water molecules
and either lysine or arginine. The insets to parts a and b are schematic
illustrations of the relation between fluctuations in the distance of a
hydrogen bond and the rate of energy transfer between hydrogen
bonded residues, as quantified by the energy conductivity, G.
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transfer rates with fluctuations around the average distance
between the polar contact, i.e., w ∝ ⟨δr2⟩−1.
As noted, we do not yet know how general the scaling of the

energy transfer rate with equilibrium contact fluctuations is, only
that we have found it to hold for short-range interactions we
have studied thus far. For longer-range ionic contacts, results we
obtained for myoglobin were less clear.36 We found in that case
that the rate of energy transfer is consistent with a diffusion
equation, which in turn depends on the number of contacts that
simultaneously interact with one another. Work on energy
transfer across nonbonded contacts is ongoing.
It is interesting to consider further the relation between

equilibrium dynamics and energy transfer when the relation w∝

⟨δr2⟩−1 holds. A change in functional state, or a mutation, could
lead to a change in dynamics of a contact. We assume for now
that the contact is maintained for a given functional state, at least
for a very high percent of the time. The change in dynamics with
change in functional state (or mutation), in turn, corresponds to
a change in the rate of energy transfer across the contact. The
energy transfer rate across a contact can be measured by time-
resolved vibrational spectroscopy, which could thereby provide
information about the change in dynamics with change in
functional state or mutation. The same measurement can
provide information about a change in entropy associated with
the change in local dynamics. At fixed temperature, the change in
entropy, ΔS, associated with the change in dynamics of the
nonbonded contact going from state 1 to 2, with change in force

constant from f1 to f 2, is Δ = =
ω

ω( ) ( )S kln ln
k f

f2 B
B 1

2

1

2

in the

harmonic approximation. Since in that approximation the
energy transfer rate is proportional to the force constant, we

have Δ = ( )S ln
k w

w2

B 1

2

.

If the vibrational energy transfer rate across the contact can be
measured prior to, w1, and following, w2, a change in functional
state, we can learn about changes in the entropy associated with
the dynamics of that contact caused by that state change.36 Of
course, there may be many other changes in dynamics that
would contribute to differences in entropy between the two
states. Such a measurement only provides information
associated with the dynamics of one contact, and while that
appears more restrictive than NMR measurements that yield
information about changes in methyl rotor dynamics and their
associated entropy change with change in functional
state,152−157 it can also pinpoint a contribution from a change
in one region.
As an example, time-resolved Raman experiments carried out

by Mizutani and co-workers indicate that energy transfer from
the heme to Trp68, which are tightly packed together, is not
influenced by cleavage of the heme from the proximal histidine,
His93, a H93G mutant.69 MD simulations reveal that the
packing and dynamics between the heme and Trp68 do not
change noticeably in going from myoglobin to the H93G
mutant.69 Mizutani and co-workers find that the energy transfer
kinetics from the heme into the protein via Trp68 is not
influenced by the changes around other parts of the heme that
leave intact the contact between the heme and Trp68. This
observation is consistent with the close connection between
energy transfer rate across a nonbonded contact interacting by a
short-range potential, in this case a van der Waals interaction,
and the dynamics of the contact. The energy transfer rate is seen
to be unchanged as long as the contact structure and dynamics
do not change with the mutation, highlighting the importance of

nonbonded contacts in energy redistribution and protein
stability.

4. THERMAL CONDUCTANCE OF THE
PROTEIN−WATER INTERFACE

We discuss here energy transport between protein and solvent
from a more coarse-grained perspective than in the previous
sections. To assess the role of solvent in energy transfer between
a protein and its environment, it is useful to consider the case of
the two systems at different temperature and examine thermal
transport across the protein−water interface. Thermal boundary
conductance between protein and solvent has been calculated by
molecular simulations and theoretical modeling.57,79−81,158 In
earlier work, thermal boundary conductance was estimated
using plausible values to explain time-resolved spectroscopic
experiments of energy transfer in heme proteins,159where in this
and other studies it was apparent that the boundary resistance
between protein and water is rather small.7,8 We discuss the
relative thermal resistance within a protein to the resistance at
the protein−water interface here. Overall, thermal diffusion
through a protein into water is not impeded by the boundary
between them. However, a protein may be insulated from
thermal stress in its environment by the presence of other
molecules at the interface, such as trehalose and other
saccharides.160,161 We have thus considered thermal conduc-
tance of a protein−saccharide−water interface, which we
compare with thermal transport at the interface between protein
and water.
Consider first the coefficient of thermal conductivity of a

protein itself. Thermal transport coefficients for several proteins
have been computed in linear response approximation, yielding
values around 0.2 W m−1 K−1.81,126 The thermal conductivity of
myoglobin has been measured by femtosecond time-resolved
thermoreflectance techniques, revealing quantitative agreement
with theoretical predictions over a wide range of temperature.128

Moreover, the temperature dependence of the thermal
conductivity is consistent with the enhancement of thermal
transport by anharmonic interactions, which had been predicted
in earlier theoretical and computational work.72 As a reference,
the thermal conductivity of proteins is about twice that of many
organic materials but smaller than the thermal conductivity of
water, about 0.6 W m−1 K−1. We consider now thermal
conductance of the protein−water interface.
We have calculated the thermal boundary conductance, hBd,

for cytochrome c and water, myoglobin and water, and GFP and
water57,79,80 and plot the results in Figure 4. Values of the former
two are within about 1% of each other, while values for GFP−
water are about 10% larger. For the cytochrome c−water and
myoglobin−water interfaces, we find a modest increase in
boundary conductance over the plotted range of temperature,
from about 240 MW K−1 m−2 at 200 K to about 315 MW K−1

m−2 at 340 K. This compares with about 265 MW K−1 m−2 at
200 K to about 340 MW K−1 m−2 at 340 K for the GFP−water
interface. The values that we compute at 300 K are reasonably
consistent with those computed for four different proteins
(including GFP and myoglobin) by molecular simulations at
300 K, reported in ref 81. The calculations that yield the results
plotted in Figure 4 are not all that sensitive to the force field
models used for either protein or water, as long as each provides
reasonable descriptions of the vibrational density of states in
thermally accessible regions and the speed of sound. Those
calculations adopted CHARMM potentials for the proteins and
the TIP3P water model. The speed of sound in both protein72
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and water162 and their densities of states are modeled sufficiently
well to provide good estimates to the boundary conductance in
the plotted temperature range.
Vibrational energy transport across the protein−water

interface is relatively efficient compared with interfaces involving
other organic molecules that hydrogen bond to water. For
example, the thermal boundary conductance between myoglo-
bin, cytochrome c, and GFP and water is roughly 2−3 times as
large as the thermal boundary conductance computed for the
interface between water and a monolayer of hydrocarbon chains
with −OH head groups.163

As noted, saccharides protect a protein from sudden change in
ambient temperature. There has been much interest in dynamic
and spectroscopic properties of saccharide−solvent interfa-
ces,164,165 and recently, we have calculated thermal transport
properties of a number of saccharides and thermal conductance
of the protein−trehalose−water interface, which we plot in
Figure 4. As seen in the figure, near 300 K, the thermal boundary
conductance for the protein−water interface is about 300 MW
m−2 K−1.57,81 With a layer of trehalose, the thermal boundary
conductance drops to about 80 MW m−2 K−1. Compared to
other organic molecules of similar size, some of which are
presented in the following section, trehalose acts as a very
effective organic insulator. It is also interesting to compare the
contribution of a layer of saccharides to thermal transport
between protein and water with the contribution of a cluster of
water molecules between the two globules of the dimeric
hemoglobin discussed in the previous section. We have found
that for disaccharides the energy diffusion coefficient is smaller
than that for water clusters and bulk water,82 due to a smaller
mean free path for vibrational energy diffusion at comparable
frequency. There is thus greater resistance to thermal transport
through a layer of disaccharides such as trehalose than there is
through a cluster of water molecules.
The ratio of thermal resistance within a protein molecule to

thermal resistance at the protein−water interface is given by the
dimensionless Biot number, Bi, defined as Bi = hBdL/κ, where L

is a length scale, often taken as the volume to surface area, κ is the
coefficient of thermal conductivity, and hBd is the thermal
boundary conductance. A Biot number roughly 0.1 or smaller
indicates that thermal resistance at the interface is significantly
larger than that within the protein, and roughly 1 or greater
indicates relatively large interface conductance. At 300 K, we
find hBd ≈ 300 MW K−1 m−2 for the three proteins in Figure 4.
For the thermal conductivity of a protein, we use as a
representative value κ = 0.2 W K−1 m−1, calculated126 and
measured128 for myoglobin. We approximate the length, L, as
the volume to surface area, R/3, which, using a 16 Å radius of
gyration, roughly that of myoglobin, is about 0.5 nm. These
estimates yield a value for the Biot number of Bi ≈ 0.75, so that
thermal resistance at the protein−water interface is comparable
to thermal resistance in the protein. With a layer of trehalose at
the interface, the boundary conductance drops to 80 MW m−2

K−1 and the Biot number to 0.2, consistent with an interface that
exhibits greater thermal resistance than the thermal resistance
within the protein itself. From this discussion comparing two
interfaces out of the diversity of interfaces that can exist at one
time on the surface of the protein in a native environment, we
see the implications of sugars providing a barrier to heat shock in
vivo.

5. THERMAL CONDUCTANCE OF MOLECULAR
INTERFACES

Insertion of a layer of small molecules between two large objects
that act as thermal baths may impede or sometimes facilitate
thermal conductance across the interface. For the protein−water
interface, we find that a layer of saccharides introduces
significant thermal boundary resistance. However, it is also
possible to enhance thermal conductance between two thermal
reservoirs by introduction of a molecular layer, as we shall see
here. In this section, we focus less on biomolecules and more on
properties of molecular interfaces or molecular junctions that
mediate thermal boundary conductance. Thermal transport at
molecular interfaces is currently studied for a wide range of
systems.166−182 Those that we address here, while not
exclusively biomolecules, can be applied to biological systems,
including gold nanoparticles (GNPs), which may be function-
alized for photothermal applications in the cell.74,102,104,183,184

A variety of properties control the thermal conductance of
interfaces, such as an interface of small molecules separating two
relatively large objects held at reasonably well-defined temper-
ature, which act as thermal baths. The protein−saccharide−
water system discussed above serves as an example. Contacts
and interactions between the molecular layer and substrates
contribute to thermal conductance of the interface, as seen in
experimental and computational work probing this effect.163,185

In addition to the contacts, the composition, size, structure, and
dynamics of the molecules at the interface also dictate thermal
flow.Whether or not energy relaxes in a molecule at the interface
between two thermal baths has a large impact on thermal
boundary conductance.
The insets in Figure 5 illustrate the kinds of systems we

consider. One consists of a monolayer of PEG oligomers
capping a gold nanoparticle (GNP) in an aqueous environment.
GNPs may be applied in a number of photothermal therapies,
such as drug delivery and control of protein structure and
aggregation.74,102,104,183,184 To further examine effects of PEG
oligomers at interfaces, we also consider a layer of PEG
oligomers between two solid-state objects, one at temperature
T1 and the other at T2. Thermal transport of molecular

Figure 4. Thermal boundary conductance calculated for myoglobin
and water and cytochrome c and water (magenta; the results for both
are the same to within 1%) and GFP and water (green). Values above
100MW/m2 K are often larger than the thermal boundary conductance
between many solid-state materials and correspond to little thermal
resistance between a protein and its solvent environment, as discussed
in the text. Introducing a saccharide layer, illustrated in the inset,
between a protein and water substantially reduces thermal conductance
(black).
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monolayers between solid objects has been the subject of
numerous experimental studies, many including alkanes and
derivatives, providing data against which computational results
can be compared.172−174,185−187 The theoretical and computa-
tional studies in turn provide insights into the underlying
mechanisms that control thermal conductance of a molecular
interface.
Thermal conductance of the interface is influenced by

contributions of elastic and inelastic scattering within the
molecular layer. Elastic scattering is dictated by molecular
structure and composition, and inelastic scattering, by
anharmonic interactions and contact with the substrates. Both
contribute to thermal transport dynamics, which may be at one
extreme ballistic, when scattering is very weak, or otherwise
diffusive. Thermalization in the molecules, which when
sufficiently rapid yields a well-defined local temperature, is
controlled by inelastic scattering. The nanometer length scale of
a molecular interface can accommodate ballistic trans-
port,188−191 and even if transport is diffusive, anharmonic
interactions may not yield sufficiently rapid energy relaxation for
local temperature to be well-defined within the molecules at the
interface or in a molecular junction. Either way, thermal
transport may not adhere to Fourier’s heat law on the molecular
scale.
Consider first gold−PEGn−water, n = 4, 6, 8, 10, plotted in

Figure 5a, where we also plot the thermal boundary conductance
calculated for a gold−water interface for comparison. The
thermal boundary conductance has been calculated in two
limits, one where inelastic scattering via anharmonic interactions
is neglected (solid curves) and the other limit of rapid
thermalization so that local temperature throughout the
molecule is well-defined. While neither limit strictly holds,
calculated rates of anharmonic decay of vibrational states in PEG
oligomers the size of those plotted in Figure 5 are consistent with
rapid anharmonic decay and thermalization on short (atomic)
length scales.87 We thus expect that thermal boundary
conductance of the gold−PEGn−water interface is described
by the calculations that account for rapid energy redistribution
in the PEG oligomers. We observe that thermalization enhances

Figure 5. (a) Thermal boundary conductance between Au and water
(black) and the thermal boundary conductance with a layer of PEG4

(violet), PEG6 (blue), PEG8 (green), and PEG10 (red) between Au and
water, where calculations were carried out with anharmonic
interactions neglected (solid curves) and assumed to be large (dashed
curves), representing no and rapid energy redistribution, respectively.
Inset: Illustration of a gold nanoparticle (GNP), separated from the
surroundingmedium, which could be water, by a capping layer of PEGn,
n = 4, where each PEG oligomer is attached to a gold nanoparticle via a
thiol−gold bond. The temperature of the GNP is T1 and the
surrounding medium T2. (b) Thermal boundary conductance between

Figure 5. continued

Au and sapphire (black) and the thermal boundary conductance with a
layer of PEG4 (violet), PEG6 (blue), PEG8 (green), and PEG10 (red)
between Au and sapphire, where calculations were carried out with
anharmonic interactions neglected (solid curves) and assumed to be
large (dashed curves). Inset: Two objects at different temperature, T1

and T2, with the molecular interface made up of PEGn, n = 4. Red circles
indicate bonding between the PEG oligomers and the substrates. (c)
Calculations of thermal conductance between Au and sapphire (red)
and between Al and sapphire (black) with an alkane chain (dashed) or
fluorinated alkane (solid) interface for temperatures from 100 to 400 K.
Experimental results from ref 173 are plotted (Au-sapphire red circles,
Al-sapphire black squares, closed and open, respectively, for carbon-
chain molecular interfaces that are fluorinated and not fluorinated) with
reported error bars. Only elastic scattering is accounted for in the
calculated results, apart from the dotted red curve, for which strong
inelastic scattering leading to thermalization in the molecular interface
is assumed, a result that clearly does not match the temperature-
dependent experimental data. The experimental results are consistent
with incomplete thermalization in these molecules to at least 2 nm.
Parts a and b were reprinted with permission from ref 87. Copyright
2017 American Institute of Physics. Part c was reprinted with
permission from ref 88. Copyright 2016 American Chemical Society.
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thermal conductance of the boundary compared to systems of
molecules in which it is very slow.
Thermal conductance of the gold−PEGn−sapphire system, n

= 4−10, is plotted in Figure 5b. The results are qualitatively
similar to those for gold−PEGn−water. However, in this case, we
find that, when energy redistribution in the PEG oligomers is
rapid, thermal conductance of the interface can exceed that of
the thermal boundary conductance of gold−sapphire at higher
temperatures.
Energy redistribution enhances thermal conduction because

additional transport channels become available within the
molecules at the interface, particularly at higher temperature.
Phonons from gold that enter the molecule can upconvert to
higher-frequency vibrations of the PEG oligomers, resulting in
additional energy transfer to sapphire. Those channels are
unavailable in the absence of thermalization. They are also
unavailable in the absence of the molecular interface, which,
when energy rearrangement occurs, can enhance thermal
boundary conductance beyond that of the substrate−substrate
interface. This is seen for gold−sapphire at temperatures of 400
K and beyond. A layer of PEG oligomers, in which energy
redistribution is quite rapid, yields a thermal boundary
conductance at the gold−PEGn−sapphire interface that is
greater than that for gold−sapphire when n is not very large at
400 K and higher and at higher temperatures when n is larger.
Higher temperature enhances the rate of energy redistribution
and amplifies the enhancement of thermal conductance by the
molecular layer. For larger n, the overall resistance of the layer
due to structural effects and elastic scattering is greater, so that
higher temperature is needed to obtain the enhancement. We
note that extremely rapid energy redistribution may yield a
turnover effect, in which the mean free path becomes shorter as
temperature increases, giving rise to a lower conductance.180

That effect lies outside the temperature range for the systems
plotted in Figure 5.
In contrast to PEG oligomers, computational studies of alkane

chains have found them to exhibit relatively slow energy
redistribution by anharmonic interactions, so that the length
over which inelastic scattering occurs reaches tens of nm.88,192

Indeed, recent measurements of thermal conductance of alkane
chain junctions indicate that the conductance is independent of
chain length,193 consistent with ballistic transport and minimal
effects of scattering seen in the calculations and other
experiments.88,174,192

Thermal transport efficiency can be altered by alkane
derivatives. Experiments measuring the thermal boundary
conductance of a gold−sapphire interface have also been carried
out with introduction of alkane and ∼2 nm fluorinated alkane
monolayers.173 Measurements on the fluorinated carbon
monolayer system revealed smaller values of the thermal
boundary conductance between gold and sapphire than for the
interface without the molecular monolayer, in contrast to alkane
chain monolayers, which apparently has no significant effect on
thermal boundary conductance. The mechanism for thermal
resistance was conjectured on the basis of that study to arise
from anharmonic interactions in the molecules173 but in fact
could also be due to elastic scattering or both.
We subsequently carried out computational work to assess the

relative importance of anharmonic interactions, which give rise
to inelastic scattering, and structural effects of the molecular
monolayer, which give rise to elastic scattering.87,88 The
calculations revealed that, while inelastic scattering in
fluorinated alkanes is far more prevalent than in alkane chains,

it is not sufficiently rapid to explain the temperature dependence
of the experimentally measured thermal conductance from 100
to 400 K. The results of the computational study, along with the
experimental measurements, are plotted in Figure 5c. The black
and red dashed curves represent the computed thermal
boundary conductance between aluminum and sapphire and
gold and sapphire, respectively, with an alkane chain monolayer
in between. The calculations provide a good match to the
experimental results.173 Those results are about the same
whether or not the molecular monolayer is present between the
metal and sapphire, indicating little thermal resistance of the
alkane chain on the nanometer length scale from 100 to 400 K,
consistent with the calculations as well as previous experimental
measurements.174,194

Thermal boundary conductance computed for a 2 nm
monolayer of fluorinated alkanes between aluminum and
sapphire and gold and sapphire is also plotted in Figure 5c as
solid black and red curves, respectively. For the calculations of
thermal transport in these systems, we accounted for elastic
scattering but neglected inelastic scattering due to anharmonic
interactions, which, as already noted, was found in separate
calculations to be insufficiently rapid to significantly influence
thermal transport over a length of about 2 nm. The calculations
of thermal conductance are seen to match the measured values
quite well from 100 to 400 K, indicating that the thermal
resistance in the fluorinated alkanes that is observed in the
experiments indeed arises from elastic scattering in the
molecules. In fact, if we carry out the calculation of thermal
boundary conductance between gold and sapphire through a
fluorinated alkane monolayer by introducing artificially large
inelastic scattering rates, we find a more rapid rise in thermal
conductance with increasing temperature, indicated in Figure 5c
as the dotted red curve, than seen in the experimental
measurements.

6. SUMMARY AND FUTURE DIRECTIONS

Contributions of structure and equilibrium dynamics to energy
transport through biomolecules and across interfaces with their
surroundings are becoming clearer through a combination of
theory, computational studies, and experiment. In this Feature
Article, we have discussed networks of energy transport in
systems of biological molecules, where we have focused on
proteins, saccharides, and surrounding and embedded water, in
particular the role of interfaces between different chemical
groups, molecules, and materials. While these systems explore a
range of structures during function, the sub-nanosecond,
vibrational time scales we consider restrict the networks over
which energy transport occurs. Energy transport along the
network depends on a number of properties, including
molecular structure, equilibrium fluctuations of nonbonded
contacts, and energy relaxation and thermalization within the
network. We have discussed recent work exploring the use of
master equation simulations to model energy transport in
systems of biological molecules, connections between energy
transfer across molecular interfaces and equilibrium fluctuations
of the interface, and thermal transport through molecular
interfaces in biological systems.
Although energy is transported by modes that span a range of

length scales,72,73 we have nevertheless found that a Markov
approximation on the scale of residues and a master equation
predict energy transport quite well when compared with results
of all-atom simulations.35,37 Recent work has examined
connections between equilibrium structural fluctuations and
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rates of energy transfer across nonbonded contacts, which help
identify values of rate constants in a master equation. For short-
range contacts, such as hydrogen bonds, we have thus far found
the scaling between energy transfer rate and inverse in the
variance of contact length to hold up well. For long-range ionic
contacts, a diffusion picture is supported by computational
results, but simultaneous interactions appear to complicate the
short-range relation between energy transfer rate and equili-
brium structural fluctuations, which is not as simple as the case
of hydrogen bonds studied to date.36 Those, too, may reveal
more complicated trends if the residues that are in contact are
involved in several hydrogen bonded interactions. Overall, the
scope of applicability of the relations between equilibrium
structural fluctuations and energy transfer along the network,
identified for hydrogen bonds in myoglobin and HP36 and van
der Waals contacts in HP36,35,36 remains to be more firmly
established for proteins, proteins and water, and at other
interfaces. To the extent that rates of energy transfer across an
interface are related to equilibrium fluctuations of the contact,
measurements of energy transfer rates by time-resolved
vibrational spectroscopy provide insight into the dynamics and
associated entropy of the contact, in particular changes
associated with change in functional state or mutation. We
have discussed above some recent experiments that appear to be
consistent with this picture, but further studies are needed.
We have also discussed the related topic of thermal

conductance of a variety of molecular interfaces relevant to
biological systems. Energy and thermal transport between
proteins and water, while facile at the protein−water interface,
can be modified with a layer of small molecules at the interface
between them. Saccharides, in particular trehalose, provide an
insulating layer that is consistent with their ability, and those of
larger saccharides, to protect proteins and preserve function
when proteins are exposed to a number of stresses including
thermal effects.
Small molecules at the interface between two materials, each

at fixed temperature, mediate thermal conductance of the
interface due to a number of properties, including their
structure, composition, and dynamics, as well as interactions
between the molecules and substrates. The rate of energy
relaxation within the molecules at the interface plays a critical
role in thermal boundary conductance.89 Relaxation may
enhance thermal conductance, as it allows energy rearrangement
within the molecules, which can bridge a mismatch in the
vibrational density of states of the two heat baths.We have seen a
substantial enhancement, particularly at higher temperature, of
the thermal boundary conductance between gold and other
materials with a higher Debye temperature when energy
relaxation within the molecules that bridge them is rapid.
Conversely, if energy relaxation is limited and slow, the
temperature dependence of the conductance is more muted
and the density of states mismatch of the two leads cannot be
partially offset by the molecular interface. While not found for
the systems discussed here, it is also possible that energy
redistribution due to anharmonic interactions can be so rapid
that it introduces resistance to thermal transport at the
interface.180

The role of energy relaxation and thermalization in molecules
at interfaces on thermal conductance of molecular junctions and
interfaces, as well as effects of structure and composition, still
need further study for a more quantitative description and
control of thermal properties, essential to applications such as
thermally controlled charge transfer,195−197 photothermal

activation of drug delivery and structural changes of proteins
and nucleic acids in cells,102 and energy and thermal rectification
through molecules.80,86,179,198−206 Biologically inspired materi-
als may also exhibit interesting and useful thermal properties.
Recent measurements of a protein-like oligomeric system found
the thermal conductivity of the material could be tuned by a
remarkable factor of about 2.5 by rapid and reversible hydration
and dehydration.187 Further study and understanding of
properties that control thermal transport in this and other
biologically inspired systems may lead to new materials with
adjustable thermal properties.
We have seen that structure and equilibrium dynamics can

serve as predictors for the anisotropic response of impulsive
excitation in a system of biological molecules. Detailed pictures
of how vibrational and vibronic relaxation through a protein and
its surroundings influence the dynamics and kinetics of chemical
reactions occurring on the 1 or 10 ps time scale, including
photochemical isomerization and charge transfer reactions in
protein photosensors, have emerged for some time.4,5,207−210To
what extent the response on vibrational time scales is an
indicator of structural changes that may occur over longer times
during allosteric transitions or in molecular motors,211−213

among others, still needs to be explored. The rapid, vibrational
response in a system of protein and water has been found in
some nonequilibrium molecular simulations to serve as a useful
predictor;18,22 in other cases, it is less clear,21,214 and the extent
and limitations of such connections require further study.
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