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1 |  INTRODUCTION

A quantitative knowledge of the time-dependent nucleation 
rate as a function of temperature, I (t,T), is critically import-
ant for developing new glasses and for preparing glass ceram-
ics with a desired microstructure. If the temperature ranges 
for nucleation and growth are sufficiently separated, I (t,T) 
can be accurately measured using a two-step heat treatment 
method. Nuclei are first developed by heating for different 
amounts of time in a temperature range where the nucleation 
rate is significant (nucleation treatment). These nuclei are 
subsequently grown to observable crystals with a heat treat-
ment at a higher temperature, where the growth rate is signif-
icant (growth treatment). The steady-state nucleation rate and 
the transient time for nucleation can be determined from the 
number of crystals produced as a function of the isothermal 
heating time at the nucleation temperature.1

Nucleation measurements made using this two-step 
method are very time consuming, requiring many weeks or 

even months to obtain a complete set of data. Further, for 
such measurements to even be feasible, a prior knowledge of 
the temperature range where significant nucleation occurs is 
required. As suggested previously from studies of crystalliza-
tion in lithium disilicate glasses,2‒4 thermal analysis methods 
such as differential thermal analysis (DTA) and differential 
scanning calorimetry (DSC) can be used to determine this. 
This was also recently experimentally confirmed in two bar-
ium-silicate glasses5. Ray et al6 and Ranasinghe et al7 argued 
that the DTA/DSC method can be used to quantitatively mea-
sure the nucleation rate. However, this technique was criti-
cally reviewed and refined by Fokin et al8 who found that it 
could only give accurate quantitative nucleation rate data if 
a significant amount of preliminary data were known. The 
DTA/DSC method has been examined numerically for the 
lithium silicate glasses assuming the classical theory of nu-
cleation (CNT) and demonstrated to be valid.9,10 However, 
no numerical investigation has been made for other silicate 
glasses. Here the accuracy of the DTA/DSC technique to find 
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the temperature region of significant nucleation is examined 
by numerical modeling in a barium silicate (BaO∙2SiO2) 
glass. It should be emphasized that it is not the purpose of the 
investigation to determine whether the DTA technique can 
be used to obtain quantitative information on the nucleation 
rate data.

Two models are used to describe the time-dependent 
nucleation behavior, the CNT and a more recently devel-
oped model, the diffuse interface theory (DIT).11‒13 The 
CNT based calculations describe the DTA only if at low 
temperatures the work of critical cluster formation is rad-
ically different from the form that is expected.14,15 A sim-
ilar anomalous behavior was also noted by Xia et al16 in 
experimental measurements of the steady-state nucleation 
rate and transient times using a two-step heating method. 
The steady-state rate was much smaller than predicted by 
the CNT for temperatures below that of the peak nucleation 
rate. For those measurements, the possibility was left open 
that the heating times at the nucleation temperature were 
too short to reach the steady-state. The DTA calculation was 
used to try to resolve this possibility. The anomalous work 
of cluster formation was examined in terms of a nonlinear 
change in the driving free energy as a function of tempera-
ture, a nonlinear change in the interfacial width as a func-
tion of temperature, or a breakdown of the CNT. A possible 
nonlinear change in the interfacial free energy as a function 
of temperature is not considered here. Two methods were 
used to calculate the driving free energy used in the CNT, 
(i) the Turnbull approximation and (ii) the values obtained 
by forcing the CNT to fit to the anomalous low temperature 
nucleation data. For the DIT fits, the interfacial width was 
either taken to be linear, giving similar steady-state nucle-
ation rates as the CNT when the Turnbull approximation is 
used, or to have a temperature dependence described by a 
piecewise linear fit obtained when the calculated rates were 
forced to agree with the measured nucleation data, giving 
similar steady-state nucleation rates as the CNT when the 
anomalous driving free energy is used. Unfortunately, the 
DTA method was not sufficiently sensitive to obtain a clear 
answer to the question of the anomalous low temperature 
nucleation data. However, the DIT calculations showed that 
the experimental data indicate an increase in the interfacial 
width between the nucleating cluster and the parent glass 
phase with decreasing temperature, which is not considered 
within the CNT.

2 |  NUMERICAL MODEL

As mentioned, the classical and diffuse interface theories of 
nucleation are used to model the DTA data. A brief descrip-
tion of the model is given here; a more detailed description 
can be found elsewhere.2,9,17‒21

The CNT and the DIT differ in the way in which the 
work required to form a crystal cluster, W (n), is calculated. 
Assuming spherical clusters, within the CNT gives

where Δ� is the difference in the Gibbs free energies of the 
glass and crystal phases per formula unit (hereon referred to 
as a monomer), � is the interfacial free energy, v is the volume 
of a monomer, and n is the number of monomers in the cluster. 
In deriving this expression, it is assumed that there is a sharp 
interface between the nucleating cluster and the original phase. 
Density functional calculations show that this is an inaccurate 
picture22. The actual interface is diffuse, constituting a large 
fraction of the cluster diameter when nucleation occurs far from 
equilibrium, as is the case for glass crystallization. A phenom-
enological model to take the diffuse interface into account was 
proposed independently by Gránásy11,12 and Spaepen.13 Within 
the DIT, the work of cluster formation is expressed in terms of 
the Gibbs free energy as a function of distance from the cluster 
center,

where g (r)=Δh−TΔs, with Δh, the enthalpy difference be-
tween the glass and crystal, and Δs, the entropy difference be-
tween the glass and crystal. Within the DIT g (r), Δh, and Δs are 
expressed by a series of step functions that define the interface 
width.

The difference between the CNT and the DIT is then in 
the thermodynamic model; the kinetics are assumed to fol-
low those of the CNT. In this model, the clusters evolve one 
monomer at a time, following the bimolecular reactions as 
shown in Figure 1. From this, the rate of change of the cluster 
population of size n at time t, Nn,t, is given by

(1)W (n)=nΔ�+
(

36�v
2
n2
)1∕3

�,

(2)W =
∞

∫
0

4�r2g (r) dr,

(3)dNn,t

dt
=Nn−1,tk

+
n−1

+Nn+1,tk
−
n+1
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−
n
−Nn,tk

+
n

,

F I G U R E  1  The bimolecular reaction controlling the cluster size n at time t , where N
n,t

 is the cluster population density, k+
n
 is the forward 

reaction rate, and k−
n
 is the backward reaction rate
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where k+
n
 and k−

n
 are the forward and backward reaction rates at 

cluster size n,

Here, D is the diffusion coefficient in the glass/liquid, � 
is the atomic jump distance, and On is the number of attach-
ment sites (equal to 4n2∕3 for a spherical cluster containing n 
monomers).

The time-dependent cluster population can be obtained 
using a finite difference method, in which the time is divided 
up into small increments, �t.

With the results of the iteration the time-dependent nu-
cleation rate, In,t, is readily computed at any cluster size n,  
since it is the flux of clusters growing or shrinking past 
that size

To model the nonisothermal crystallization of the glass in 
DTA, it is necessary to calculate the growth rate as a function of 
cluster size. The growth of very small clusters, near the critical 
size for nucleation, is stochastic.23 However, when the clusters 
are sufficiently large, they transition to growth kinetics, which 
are well described by an expression due to Kelton and Greer,18

where ΔGv is the free energy decrease per unit volume on crys-
tallization and kB is the Boltzmann constant. Often D is com-
puted from the measured viscosity using the Stokes-Einstein 
equation. However, it has been shown that the Stokes-Einstein 
equation breaks down above the glass transition temperature.24 
The breakdown for BaO∙2SiO2 occurs near 1140K25 (1.18 Tg) 
which is approximately equal to the DTA crystallization peak 
maximum temperature (see Figure 4 and Figure 7 respectively). 
Here we show additional evidence of this breakdown in the 
DTA results. The diffusion coefficient can also be obtained 
from experimental measurements of the induction time16 or 
experimental measurements of the growth velocity for macro-
scopic crystals.25 Following the work of Kashchiev,26 the diffu-
sion coefficient computed from the induction time, Θ, is.

where n∗ is the critical cluster size, beyond which clusters tend 
to grow, and Δ� is the driving free energy for a single monomer. 
Equation 7 can be used to obtain the diffusion coefficient from 
growth velocity data.

For each time step, �t, the extended volume transformed (as-
suming no overlap of the transformed regions) is calculated as

where v is the total volume, Ni is the population of the cluster 
or nuclei at size i, ri,t is the radius of the cluster or nuclei at size 
i at the time of the calculation, t, and l is the lower limit on the 
cluster size distribution. The lower limit is set to nine monomers 
in the simulations, since this can be argued to be the smallest 
configuration that would not occur in the equilibrium glass. The 
actual volume fraction transformed as a function of time, x (t), 
must take into account the overlap between crystals. Assuming 
that the crystals form by homogeneous nucleation (so that they 
appear randomly in space and time) and that the sample size may 
be taken to be infinite, the Johnson-Mehl-Avrami-Kolmogorov 
(JMAK) method27‒31 allows x (t) to be computed from xe (t),

(4)
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F I G U R E  2  An example of the profile used in the experimental 
measurements and the simulations. The steps are: (a) establish an 
equilibrium distribution at a high temperature; (b) quench the system at 
60 K/min to a low temperature; (c) heat at 40 K/min to the nucleation 
temperature; (d) isothermally heat for 60 minutes; (e) scan at 15 K/min 
through the crystallization peak

T A B L E  1  Temperature-independent parameters used in the 
simulations

Parameter Symbol Units BaO∙2SiO2

Liquidus temperature T
l

K 1693

Heat of fusion ΔH
f kJ mol−1 37.5

Monomer volume v m3 1.216×1028

Jump distance � Å v
1∕3

=4.954
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Since powder samples are typically used for the DTA 
experiments, they cannot be assumed to be infinite in size. 
Instead, corrections for the finite particle size effects fol-
low the method discussed by Levine.21 It was found in 
studies of lithium disilicate glass that for powders with 
particle sizes greater than 300 µm internal crystallization 
controls the location of the peak temperature and surface 
crystallization matters very little.4 The DTA experiments 
on barium disilicate glasses, used powders with an average 
particle size of 526  µm with a 400  µm lower limit.5 For 
the numerical calculations an even distribution of particle 
sizes with the same range and an upper limit of 652  µm 
was assumed. Additionally, the internal nucleation rate at 
the maximum nucleation rate temperature for barium dis-
ilicate16,32,33 is greater than 300 times larger than that of 
lithium disilicate,32,34‒36 suggesting that for larger particles 
and faster internal nucleation rates, surface crystallization 
should not have a strong influence. To check this, surface 
crystallization was also included in the numerical calcula-
tion in the following way. First, it was assumed that sur-
face nucleation was very fast, quickly leading to a surface 
crystallization shell around the particle during the quench. 
The shell was allowed to grow inward, toward the particle 
center, with the measured surface growth velocity25 (which 
is approximately 1.27 times the internal growth velocity). 
While it is unknown if the surface nucleation is sufficiently 
fast to create a complete surface layer during the quench, 

this assumption gives the maximum possible effect due to 
surface nucleation and growth.

The measured DTA signal reflects the amount of heat (en-
thalpy) released during crystallization. Assuming that this is 
proportional to the volume transformed, the DTA signal can 
be calculated as.

The temperature profile used in the DTA experiments is 
adopted for the numerical calculations, an example of which 
is shown in Figure 2.

3 |  RESULTS AND DISCUSSION

The driving free energy and the interfacial free energy are key 
parameters in the CNT. Two methods were used to extract 
them from the experimental measurements of the steady-state 
nucleation rates. In the first method the driving free energy 
was calculated as

where ΔHf  is the heat of fusion, T is the temperature, and Tl is 
the liquidus temperature (often called the Turnbull approxima-
tion). A more accurate calculation of the driving free energy 

(10)x (t)=1−exp
(
−xe (t)

)
.

(11)DTA signal∝
x(ti+�t)−x(ti)

�t
.

(12)ΔG=
ΔHf (T−Tl)

Tl

,

T A B L E  2  Diffusion coefficient dependent parameters used in the simulations, determined by matching the calculated steady-state nucleation 
rate to the experimentally measured rate

Parameter Symbol Units Growth velocity Induction time Stokes-Einstein

Diffusion coefficient log10

(
D0

)
m2 s−1 −13.005 −11.130 −

A unitless −750.501 −256.705 −

τ K 219.141 307.427 −

Viscosity (KKZNT) log10

(
�0

)
Pa s − − −5.427

E∞ K − − 10423

B unitless − − 67.98

T
∗ K − − 1456.6

Interfacial free
energy

�0 J m−2 0.06995 0.07383 0.04281

�1 J m−2 K−1 3.707×10−5 3.266×10−5 6.187×10−5

Gibb's driving free 
energy

a kJ m−3 −198740 −159790 −197130

k1 kJ m−3 K−1 −17.656 −57.33 −19.542

k2 kJ m−3 K−1 303.01 302.825 303.279

T
i

K 978.80 979.102 978.053

Interface width a Å 5.7459 6.205 4.9116

k1 ÅK−1 −0.0031 −0.00358 −0.00232

k2 ÅK−1 −3.487×10−4 −4.525×10−4 2.948×10−4

T
i

K 978.8 978.99 978.1
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could be made if the specific heats of the crystal and glass were 
known. However, while this would change the value quantita-
tively, qualitatively the driving free energy would still be the 
same. The interfacial free energy was obtained by matching the 
fit of the high temperature steady-state nucleation rate data to 
the rate predicted by CNT. While these give good fits at high 
temperature, anomalies appear at low temperatures. The source 

of the anomalies is of current debate. Experimental and theo-
retical considerations show that the interfacial free energy in-
creases linearly with increasing temperature.1 Assuming this, 
the second method obtains the interfacial free energy at low 
temperatures from an extrapolation of the high temperature 
values. The driving free energy is then computed by forcing 
agreement between the steady-state nucleation rate predicted by 
CNT and the measured value. In the first method, the Turnbull 
approximation is used and the interfacial free energy is assumed 
to be linear. For this to be true, the measured steady-state nu-
cleation rate data16,32,33 would have to be incorrect, which could 
be the case if steady-state were not achieved during the two-
step heating treatment. The second method assumes that the 
steady-state is achieved and that either the CNT breaks down 
or the driving free energy behaves anomalously at tempera-
tures below the maximum nucleation rate temperature. Values 
obtained from both methods were used to calculate the DTA 
curves using the CNT.

The DTA scans were also calculated using the diffuse 
interface theory, presuming that the anomalous behavior of 
the nucleation rate at low temperature is real and reflects 
a failure of the CNT. In the first DIT method, the width of 
the interface was adjusted in a piecewise linear fit to force 
the experimental data to match the values predicted by the 
DIT. Assuming that the measured steady-state nucleation 
rate data at low temperatures are lower than the real steady-
state values, the interface width that was obtained at high 

F I G U R E  3  The calculated steady-state nucleation rates for 
the methods discussed using the diffusion coefficient obtained from 
growth velocity are compared with the experimental data

F I G U R E  4  The calculated DTA signals during a 15 K/min scan after one hour of isothermal heating at various temperatures (listed in the 
legend) neglecting surface crystallization: (A) experimental data; (B) numerical calculation for the CNT, calculating the driving free energy from 
the Turnbull approximation, and calculating the diffusion coefficient from the growth velocity; (C) numerical calculation for the CNT, calculating 
the driving free energy from the Turnbull approximation, and calculating the diffusion coefficient from the induction time; (D) numerical 
calculation for the CNT, calculating the driving free energy from the Turnbull approximation, and calculating the diffusion coefficient from the 
viscosity using the Stokes-Einstein relation
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temperatures by forcing a match between the experimental 
steady-state data with those calculated from the DIT was 
extrapolated to low temperatures in a linear fit for the sec-
ond DIT method.

Table 1 lists the temperature-independent parameters 
used in the simulations, which were obtained from the lit-
erature1. These include the liquidus temperature, the heat 
of fusion, the monomer volume, and the atomic jump dis-
tance. Table 2 lists the parameters required to match the 
experimental steady-state nucleation rate data to the calcu-
lated steady-state nucleation rate data for each diffusion co-
efficient used in the simulations. The diffusion coefficient 
calculated from the growth velocity and induction time has 
the form

where D0, A, and � are fitting parameters. The validity of the 
Stokes-Einstein equation was assumed to calculate the diffu-
sion coefficient from the viscosity. The avoided critical point 
model (KKZNT)37‒39 was used to fit the viscosity data,

where �0, E∞, B, and T∗ are fitting parameters. The diffusion 
coefficient is then

where r is the monomer radius. Other parameters in Table 2 use 
either the diffusion coefficient obtained from the growth veloc-
ity, the induction time, or the viscosity to match the steady-state 
nucleation rate data. The interfacial free energy is taken to be 

(13)log10 (D)= log10

(
D0

)
+Aexp

(
−

T

�

)
,

(14)log10 (�)= log10

(
�0

)
+

1

T

[
E∞+T∗B

(
T∗−T

T∗

)8∕3

� (T∗ −T)

]
,

(15)D=
kBT

6��r
,

F I G U R E  5  The inverse peak 
temperature for the experimental and 
numerical DTA data for the BaO∙2SiO2 
glass with (A) the diffusion coefficient 
calculated from the growth velocity; (B) 
the diffusion coefficient calculated from the 
induction time; (C) the diffusion coefficient 
calculated from the viscosity assuming 
the Stokes-Einstein relation. The errors in 
the experimental data are the size of the 
symbols5. The propagated errors in the 
numerical DTA data from the diffusion 
coefficient produce differences in the data 
smaller than the size of the symbols
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linear with temperature, �=�0+�1T. Both the Gibb's driving 
free energy, ΔG, and the interfacial width, �, are fit with piece-
wise linear functions of the form

where a, k1, k2, and Ti are fitting parameters. The driving free 
energy at high temperatures follows the Turnbull approxima-
tion, as previously mentioned.

The calculated nucleation rates as a function of tem-
perature for the two methods assumed for the CNT and 
the DIT, using the diffusion coefficient calculated from 
the growth velocity, are compared with recent experimen-
tal measurements by Xia16 in Figure 3. The calculations 
using the Turnbull approximation in the CNT and the lin-
ear interface width in the DIT match the experimental data 
at high temperatures but deviate at low temperatures. The 
quality of the fit in the calculations using the piecewise lin-
ear driving free energy in the CNT and the piecewise linear 
interface width in the DIT, as well as the high temperature 
portions of the other two calculations, reflects the quality 
of the fit parameters.

Shown in Figure 4 are several selected experimental 
DTA curves for BaO∙2SiO2 glasses for different nucle-
ation temperatures (A),5 and the numerical results obtained 
using the CNT along with the Turnbull approximation for 
the driving free energy and the three methods for deter-
mining the diffusion coefficients (B-D). There are several 
sources of error that must be considered to account for the 
differences in the experimental DTA curves and the numer-
ically calculated ones. The diffusion coefficient controls 
both the nucleation and growth of the clusters. As observed 
in Figure 4, the choice of diffusion coefficient makes a 
large difference in the DTA curves. Additionally, The 
BaO∙2SiO2 glass is known to form irregularly shaped crys-
tals at some temperatures.16,33 If the crystals are irregularly 
shaped, then the assumption of spherical growth in the sim-
ulation will give an overestimate for the extended volume 
transformed. Accounting for the irregularly shaped crystals 
increases the peak temperature and decrease the peak width 
because the growth rate is larger at higher temperatures. 
A rough estimate for the real volume fraction transformed 
due to the irregularly shaped crystals was made from the 
BaO∙2SiO2 image in the manuscript by Xia.16 When the 
growth velocity is used to calculate the diffusion coeffi-
cient, the peaks in the DTA scan shift by 5K higher in tem-
perature, becoming more similar to the experimental data. 
This shift would account for half the vertical offset in the 
numerical and the experimental data in Figure 5A. Also, 
since the simulation uses the fits to the experimental data 
to determine the driving free energy, the interfacial free 
energy, and the interface width, the predicted steady-state 
nucleation rates may be incorrect at low temperatures.

As discussed in the introduction, several studies have 
shown that differential thermal analysis (DTA) and differ-
ential scanning calorimetry (DSC) measurements can be 
used to determine the temperature range for significant nu-
cleation.4‒7,40 Most recently the DTA technique was used to 
estimate this for BaO∙2SiO2 and 5BaO∙8SiO2 glasses5; it 

(16)ΔG,𝛿=

{
a+k1T for T <Ti

a+k1Ti+k2

(
T −Ti

)
for T ≥Ti

,

F I G U R E  6  The inverse peak temperature for the experimental 
and calculated DTA data for the BaO∙2SiO2 glass. The numerical 
calculation has been shifted to match the experimental data at a single 
data point, 985 K

F I G U R E  7  The calculated DTA signals during a 15 K/min scan 
after one hour of isothermal heating at various temperatures (listed in 
the legend) for simulations when internal and surface nucleation and 
growth are taken into account (dashed lines) and when only internal 
nucleation and growth are present (solid lines)
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was determined that the inverse peak temperature from the 
DTA scans for different nucleation temperatures gave the best 
estimates. A comparison between those experimental DTA 
data for BaO∙2SiO2 and the numerical calculations made as a 
function of the nucleation temperature using the three meth-
ods previously described is given in Figure 5.

The inverse peak temperature as a function of the nucleation 
temperature in the DTA data that were numerically calculated 
using both the CNT and DIT agree well with the experimen-
tal data when the diffusion coefficient is calculated from the 
growth velocity and from the induction time. Most importantly, 
the maximum in the inverse peak temperature agrees with the 
maximum nucleation rate measurement and the experimental 
inverse peak temperature maximum. In contrast, the calculated 
DTA values based on the viscosity and assuming the Stokes-
Einstein relation are in striking disagreement with the exper-
imental data. This provides additional strong evidence for the 
breakdown of the Stokes-Einstein equation for temperatures 
near the crystallization temperature. It is less clear, however, 
which nucleation theory compares best to the experimental 
data. To investigate this question the calculated inverse peak 
temperature for the maximum nucleation rate was matched to 
the experimentally measured value. The diffusion coefficient 
used for the numerical calculations was obtained from the mea-
sured growth velocity. As observed in Figure 6, the agreement 
between the calculated and measured data is very good for 
temperatures above the peak nucleation temperature, indicating 
that theories examined are all in good agreement at high tem-
peratures. However, for temperatures less than the maximum 
nucleation rate temperature, they disagree and there is no clear 
indication of a better model.

A failure of the CNT to fit time-dependent nucleation data at 
temperatures lower than that of the peak nucleation rate was re-
ported by Xia et al.16 This is similar to behavior reported earlier 
in other silicate glasses where a changing size of the structural 
units, spatial heterogeneity and dynamical heterogeneity have 
been proposed to explain these results,15,41‒43 but the question 
still remains unclear. A recent publication suggests that the 
failure may be an experimental artifact arising from insuffi-
cient time in the experiments for steady-state to be reached.44 
Unfortunately, the DTA calculations discussed here do not ap-
pear to be sensitive enough to support or oppose the validity of 
the experimental time-dependent nucleation results.

The numerical calculations show that for the particle 
size used, surface crystallization plays no role in determin-
ing the peak temperature during the DTA scan. Figure 7 
shows the calculated DTA signals for three different tem-
peratures with and without surface crystallization. Changes 
in the peak temperatures are negligible and changes in the 
magnitude of the peaks are extremely small. Even though 
the surface layer is numerically determined to be between 
3% and 10% of the particle diameter for 526 µm particles, 
surface crystallization plays no role in determining the peak 
temperature during the simulated DTA scan. The thickness 
of the crystallization layers in the DTA simulations is near 
20 µm for low nucleation treatment temperatures, drops to 
8 µm for nucleation treatment temperatures near the max-
imum internal nucleation rate temperature, and then rises 
to 27 µm for the highest nucleation treatment temperature. 
As previously stated, these surface layer thicknesses are 

F I G U R E  8  The inverse peak temperature of the calculated DTA 
data for the BaO∙2SiO2 glass using three different DTA scan rates. 
The predicted temperature range for significant nucleation is the same

F I G U R E  9  The calculated diffusion coefficient as a function 
of temperature from experimental measurements of the viscosity, the 
induction time, and the growth velocity. The fits used in the DTA 
simulations are shown as dashed lines, taking the parameters from 
Table 2. The errors for the diffusion coefficient calculated from the 
growth velocity and induction time are smaller than the size of the 
symbols. The error in the viscosity was not reported
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calculated assuming the maximum possible surface crys-
tallization effect.

For a heating rate of 15 K/min, our studies have shown 
that the DTA method is a reasonable way to determine 
the range of significant nucleation. However, it could be 
that other heating rates might not be as effective. This was 
tested using the numerical model by heating at half the 
experimental heating rate (7.5 K/min) and two times that 
rate (30  K/min). The diffusion coefficient obtained from 
the growth velocity was assumed. Figure 8 shows the cal-
culated inverse peak temperature as a function of the nu-
cleation treatment temperature for the three different DTA 
scan heating rates. Although the peak temperature shifts 
to a higher value with a faster heating rate and to a lower 
temperature for a lower heating rate, the region of signif-
icant nucleation remains the same. This indicates that the 

method is insensitive to the heating rate (within these lim-
its) for the measurements, a point that to our knowledge has 
not been explored previously.

Evidence for the breakdown of the Stokes-Einstein 
equation is shown in Figure 9. The diffusion coefficient 
is shown as a function of temperature from experimental 
measurements of the viscosity25,32,45 using the Stokes-
Einstein relation, from experimental measurements of the 
growth velocity25 along with Equation 7 for large nuclei, 
and experimental measurements of the induction time16 
using Equation 8. The diffusion coefficients obtained from 
the growth velocity and the induction time are in reason-
able agreement, albeit on a log scale over the temperature 
range where experimental data are available. However, the 
diffusion coefficient from the viscosity and the Stokes-
Einstein relation is dramatically different. Assuming that 

F I G U R E  1 0  The nuclei distribution 
at the end of each step in a DTA simulation 
using the CNT, the Turnbull approximation 
for the driving free energy, and the diffusion 
coefficient from the growth velocity. The 
isothermal hold temperatures were (A) 
970 K, (B) 985 K, and (D) 1000 K. Each 
data point represents the number of nuclei 
per mol in a bin of width 2 Å. Because 
the density of data points increases with 
increasing radius on the log plot, insets are 
shown of the nuclei distribution after the 
DTA scan for large radii. The vertical black 
dashed line is the cutoff between clusters 
grown by the bimolecular reaction and 
nuclei grown by eq. 7 at 10 r∗ (10 times the 
critical size)
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the growth velocity and induction time measures of the 
diffusion coefficient are correct, these data show that the 
Stokes-Einstein relation breaks down near 1140 K (1.18 Tg) 
as suggested by Rodrigues et al25 The crystallization peaks 
in the DTA simulations occur between 1120K and 1150K, 
so the majority of the crystallization occurs in the region 
where the Stokes-Einstein equation is not valid. This is the 
cause of the error seen in Figure 5C, where the peak of 
the inverse peak temperature of the experimental data does 
not match that from the simulated data using the Stokes-
Einstein relation.

The reasonable agreement found between the diffu-
sion coefficient obtained from the growth velocity and 
the induction time at low temperatures in barium dis-
ilicate is in disagreement with the Li2O∙2SiO2 data re-
ported by Nascimento et al24 and the binary Li2O∙2SiO2 
– BaO∙2SiO2 data reported by Fokin et al,46 where the 
diffusion coefficient from the Stokes-Einstein relation is 
shown to better match with the diffusion coefficient ob-
tained from the induction time. However, as in the manu-
scripts by Nascimento and Fokin, the diffusion coefficient 
obtained from the measured growth velocity is larger than 
the one obtained from the Stokes-Einstein relation at low 
temperatures and matches better at high temperatures. 
Additionally, the reasonable agreement between the dif-
fusion coefficient from the growth velocity and induction 
time disagrees with the activation energy data found for 
2Na2O∙CaO∙3SiO2 by Kalinina et al.47 However, in the 
paper for the soda-lime-silica glass, the temperature range 
for determining the activation energy is less than 100  K 
and the temperature range is not the same between the 
growth velocity, induction time, and viscosity. Given that it 
is widely understood that the Stokes-Einstein relation fails 
at lower temperatures, the agreement between the viscosity 
and the induction time in these other glasses is puzzling. 
However, the agreement between the diffusion coefficient 
obtained from the growth velocity and the induction time 
in barium disilicate, where it is not necessary to invoke the 
Stokes-Einstein relation, is certainly more understandable.

The ability to numerically simulate heating schedule 
for nucleation in a glass provides an important tool for 
engineers and industrial scientists seeking to develop 
glasses or glass ceramics with specific properties. Using 
the simulation presented here, it becomes possible to 
determine the heating schedule required to develop spe-
cific cluster and nuclei distributions. The nuclei distribu-
tions at the end of each step in the DTA simulation for 
the BaO∙2SiO2 glass for one isothermal hold temperature 
below, at, and above the maximum nucleation rate tem-
perature are shown in Figure 10. This illustrates creation 
of as-quenched nuclei, then the development of nuclei 
during the isothermal hold, and finally the growth of the 
nuclei during the DTA scan.

4 |  CONCLUSIONS

A numerical model that takes into account time-dependent 
nucleation during nonisothermal heating treatments was 
used to quantitatively model differential thermal analysis 
(DTA) data in a BaO∙2SiO2 glass. Two nucleation models 
were assumed for the calculations, the classical theory of 
nucleation (CNT) and the diffuse interface theory (DIT). 
Earlier experimental studies in this glass showed that the in-
verse peak temperatures of a DTA scan made after a series 
of isothermal nucleation treatments at different tempera-
tures gave an accurate measure of the range of significant 
nucleation. The calculated DTA scans assuming the CNT 
and the DIT confirm this. For both the CNT and the DIT, 
good agreement with the experimental data is obtained if 
the diffusion coefficient is calculated from the growth ve-
locity or the induction time. However, if the viscosity and 
the Stokes-Einstein relation are used to calculate the dif-
fusion coefficient, the numerical results deviate markedly 
from the experimental data, demonstrating a breakdown of 
this relation. For the sizes of particles studied in this work, 
the numerical simulations show that surface crystallization 
does not play a role in determining the peak crystallization 
temperature during a DTA scan. The numerical model was 
used to investigate for the first time (to our knowledge) the 
sensitivity of the DTA technique to the scan rate. While the 
actual crystallization peak temperature changes as a func-
tion of scan rate, the temperature range for significant nu-
cleation remains the same, demonstrating more broadly the 
validity of the DTA method.
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