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INVARIANT MEASURES FOR INTEGRABLE SPIN CHAINS AND
AN INTEGRABLE DISCRETE NONLINEAR SCHR\"ODINGER

EQUATION\ast 

YANNIS ANGELOPOULOS\dagger , ROWAN KILLIP\dagger , AND MONICA VISAN\dagger 

Abstract. We consider discrete analogues of two well-known open problems regarding invariant
measures for dispersive PDE, namely, the invariance of the Gibbs measure for the continuum (classi-
cal) Heisenberg model and the invariance of white noise under focusing cubic nonlinear Schr\"odinger
equation. These continuum models are completely integrable and connected by the Hasimoto trans-
form; correspondingly, we focus our attention on discretizations that are also completely integrable
and also connected by a discrete Hasimoto transform. We consider these models on the infinite
lattice \BbbZ . Concretely, for a completely integrable variant of the classical Heisenberg spin chain model
(introduced independently by Haldane, Ishimori, and Sklyanin) we prove the existence and unique-
ness of solutions for initial data following a Gibbs law (which we show is unique) and show that the
Gibbs measure is preserved under these dynamics. In the setting of the focusing Ablowitz--Ladik
system, we prove invariance of a measure that we will show is the appropriate discrete analogue of
white noise. We also include a thorough discussion of the Poisson geometry associated to the discrete
Hasimoto transform introduced by Ishimori that connects the two models studied in this article.

Key words. Gibbs measure, Hasimoto transform, Ablowitz--Ladik, integrable spin chain

AMS subject classifications. 35Q55, 35Q51, 35Q82

DOI. 10.1137/19M1265314

1. Introduction. The research detailed in this paper began with the consid-
eration of the following problem: Establish invariance of the Gibbs measure for the
one-dimensional continuum (classical) Heisenberg model:

\partial t\vec{}S =  - \vec{}S \times \Delta \vec{}S,(1)

where \vec{}S : \BbbR t \times \BbbR x \rightarrow \BbbS 2 describes the configuration of spins, \times denotes the cross-
product, and \Delta = \partial 2x is the spatial Laplacian.

This model is a special case of the Schr\"odinger maps equation (where general
K\"ahler targets are allowed). It is also associated with the names of Landau--Lifshitz
(see [28] or [31, section 69]), who also introduced a damping term into these dynamics,
and of Gilbert (see [15]), who further refined their theory at high damping. It is
natural to also include an external magnetic field in (1); however, this would only
complicate a problem that we already do not know how to solve.

Gibbs measure provides a statistical description of a physical system at thermal
equilibrium and is dictated by the inverse temperature \beta > 0, the Hamiltonian (or
energy functional), and the underlying symplectic volume.

From a physical point of view, (1) arises as the continuum limit of the classical
Heisenberg spin-chain model
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d

dt
\vec{}Sn =  - \vec{}Sn \times 

\bigl( 
\vec{}Sn+1 + \vec{}Sn - 1

\bigr) 
,(2)

describing the dynamics of a chain of spins \vec{}S : \BbbR t \times \BbbZ \rightarrow \BbbS 2. This dynamics is
Hamiltonian, being induced by the energy functional

HHeis :=
\sum 
n\in \BbbZ 

1
2 | \vec{}Sn  - \vec{}Sn+1| 2(3)

with respect to the Poisson structure (4) below, which is merely the vestige (in classical
mechanics) of the standard (quantum mechanical) commutation relations for spins.
It is shown in [14] that the quantum mechanical spin chain reduces to this classical
model in the limit of large spin per site.

Definition 1.1 (Poisson bracket). For fields \vec{}S : \BbbZ \rightarrow \BbbS 2 \subset \BbbR 3, we define the
Poisson bracket via \bigl\{ 

\vec{}a \cdot \vec{}Sn, \vec{}b \cdot \vec{}Sm

\bigr\} 
= \delta nm \vec{}a \cdot (\vec{}Sn \times \vec{}b).(4)

Although (4) only explicitly gives the Poisson bracket of linear functions, this
determines the Poisson brackets of any pair of smooth functions. Indeed, the value
of \{ F,G\} at a given point depends on F and G only through their gradients at that
point. This follows from the property of being a derivation (cf. [40, Chapter 3]) and
permits the use of the chain rule in evaluating Poisson brackets.

The symplectic form associated to this Poisson bracket is the sum of the standard
surface area on each copy of \BbbS 2. As it comes from a (closed) symplectic structure,
this Poisson bracket is immediately guaranteed to obey the Jacobi identity, although
this can also be checked directly via Lagrange's identity for the cross product.

Analogously, the continuum model (1) is naturally associated to the Hamiltonian\int 
\BbbR 
| \nabla \vec{}S(x)| 2 dx,

which (formally at least) tells us that the associated Gibbs measure simply corresponds
to Brownian paths on the sphere. Thus, the key difficulty associated with the problem
posed in the first paragraph of this paper is not constructing the Gibbs measure, but
rather, making sense of the dynamics (1) for such irregular data.

The study of Hamiltonian PDE at low regularity has been a topic of intensive
study for many years now and has made it possible to prove the existence of dynam-
ics for initial data sampled from Gibbs measures and thence the invariance (under
the flow) of these Gibbs measures for a variety of Hamiltonian PDE. We note, in
particular, the pioneering work (on both fronts) of Bourgain, surveyed in [4].

At this moment, the most powerful method for studying the Schr\"odinger maps
equation at low regularity is via the Hasimoto transform. Discovered in the study of
vortex tubes in [19] and first applied to (1) in [27], this mapping transforms solutions
to (1) into solutions to the focusing cubic nonlinear Schr\"odinger (NLS) equation:

i\psi t =  - \partial 2x\psi  - 1
2 | \psi | 

2\psi .(5)

Concretely, viewing x \mapsto \rightarrow \vec{}S(t, x) as the field of tangents to an arc-length parameterized
curve in \BbbR 3, one defines

\psi (t, x) = \kappa (t, x) exp

\biggl\{ 
 - i
\int x

 - \infty 
\tau (t, x\prime ) dx\prime 

\biggr\} 
,(6)
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where \kappa denotes the curvature of the curve and \tau its torsion. Note that the energy of
the spin wave is carried over to the mass of the solution to the NLS equation,\int 

\BbbR 
| \nabla \vec{}S(x)| 2 dx =

\int 
\BbbR 
| \psi (x)| 2 dx,(7)

rather than to the traditional Hamiltonian for (5). Evidently, the Hasimoto map is
not a Poisson map with respect to the standard Poisson structure associated to the
NLS equation.

The presence of a second (compatible) Poisson structure for (5) is indicative of the
well-known complete integrability of the NLS equation (cf. [33]). The equation (1)
has also been shown to be completely integrable, both directly [42] and via Hasimoto-
type transformations [27, 44]. While the problem of constructing dynamics for (1)
with initial data sampled from the Gibbs measure seems out of reach at the current
moment, the complete integrability of this equation is, at least, propitious.

The original calculations used in deriving the Hasimoto transformation involve
use of the Frenet--Serret formulae for curves. As is well-known, this approach to
the differential geometry of curves is poorly adapted to vanishing curvature. These
difficulties can be averted by adopting a parallel frame (cf. [3]) along the curve.
Indeed, this approach has lead to the development of Hasimoto-like transformations
in the context of general K\"ahler targets, as well as for higher-dimensional arrays of
spins; see [7, 10, 35, 38].

Regarded as a mapping of individual states (rather than trajectories), it is not
difficult to see that the Hasimoto transform maps Brownian paths on the sphere to
white noise on the line. Setting aside whether this can be extended to trajectories
(in any sense), this raises the question of studying the NLS equation with white
noise initial data. This problem is well-known and currently open, for focusing and
defocusing nonlinearities, both on the line and on the circle. In fact, one would
formally expect white noise measure to be invariant under the NLS flow. For the
state of the art in the low-regularity problem for the NLS equation, we refer the
reader to [6, 8, 9, 16, 17, 24, 25, 26], as well as [2, 23] which study low-regularity
problems originating directly from (1). We include here several references considering
problems on the circle or, what is equivalent, for periodic initial data. As white noise
constitutes nondecaying (indeed ergodic) data on the line, there is a strong analogy
with the circle case.

One thing that is clearly understood in the circle setting is that one must renor-
malize (5) to have any hope of treating data at regularities below L2; see [17]. At the
very least, one must employ Wick ordering, which amounts to removing an infinite
phase shift from solutions to the equation.

Once one accepts that renormalization may be necessary to make sense of the
model (1) for Gibbs distributed initial data, then one is compelled to return to the
basic physics. Not only should one endeavor to renormalize in a physical way, but
the break-down of the effective model should also be regarded as casting doubt on its
derivation from more elementary principles. Concretely, one is lead to ask if (1) is
the proper continuum limit of (2) in the setting of thermal equilibrium.

For smooth initial data, the convergence of (2) to (1) is shown rigorously in [41].
Our hesitation in assuming that this result extends to low regularity data is most
easily explained through consideration of the continuum limit of the discrete linear
Schr\"odinger equation

i\partial t\psi n =  - 
\bigl( 
\psi n+1 + \psi n - 1

\bigr) 
(8)
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with initial data constructed by choosing each \psi n independently and identically
distributed according to a complex Gaussian law. It is easily shown (by Fourier
transformation) that this measure is invariant under the flow. Now, this measure and
indeed these dynamics are left invariant by the transformation

\psi n \mapsto \rightarrow ( - 1)n \=\psi n

which shows that low frequencies (slowly varying sequences) and very high frequencies
(slowly varying modulus with alternating signs) contribute equally to the problem in
question. However, it is only for the low frequencies that one would traditionally
conflate the Laplacian with its finite difference approximation. For the model (8)
with white noise initial data, one is lead to posit that the continuum limit should be
described (at the very least) by a pair of linear Schr\"odinger equations: one for the
low frequencies and one for the high frequencies.

While it is fair to say that the process of inverting the Hasimoto transform is one
of integration, which would suppress the high frequencies, our immediate discussion
has centered around the linear model (8). Nonlinearities would couple the low- and
high-frequency portions of the solution, and thus we cannot discount the possibility
that the high-frequency components impact the low-frequency dynamics in a non-
trivial way.

We should caution the reader that the preceding discussion is heuristic and that
we are not asserting the existence of a Hasimoto-like transform attendant to (2).
Nonetheless, we shall soon discuss a discrete spin chain model and a discrete NLS
equation that are connected by such a Hasimoto-like transformation; moreover, both
are completely integrable. On the other hand, numerical evidence [37] suggests that
the model (2) is not completely integrable.

Low regularity problems in dispersive PDE are inherently difficult, notwithstand-
ing the additional difficulties stemming from passing to the continuum limit of a
discrete model. Past experience suggests the greatest chance of success if one works
with a completely integrable model, which led us to seek out discrete analogues of (1)
and (5) that retain complete integrability and which are connected by a Hasimoto-like
transformation. This pursuit does not represent a disparagement of (2), but rather,
the belief that it may be more fruitfully treated as a perturbation of such a completely
integrable analogue, rather than attacked directly.

Our search for an integrable discrete analogue of (2) was a very short one. It is
clearly documented in [13]:

d

dt
\vec{}Sn =  - \vec{}Sn \times 

\biggl( 
2\vec{}Sn+1

1 + \vec{}Sn \cdot \vec{}Sn+1

+
2\vec{}Sn - 1

1 + \vec{}Sn \cdot \vec{}Sn - 1

\biggr) 
,(9)

which has Hamiltonian

HLHM :=
\sum 
n

 - 2 log
\bigl( 
1 - 1

4 | \vec{}Sn  - \vec{}Sn+1| 2
\bigr) 

(10)

with respect to the standard Poisson structure (4). Following this reference, we will
refer to this model as the lattice Heisenberg model (LHM), which appeared indepen-
dently in three papers [18, 21, 39] in the same year.

The book [13] also describes (following [22]) a transformation of the LHM to
a completely integrable form of discrete NLS equation. However, this mapping is
essentially a stereographic projection at each position along the lattice and so is unlike
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the Hasimoto transform, which acts like a derivative. It is not difficult to obtain a
discrete analogue of the Hasimoto transformation, starting from (9) and mimicking
the arguments in [19]; see the next section. However, the answer (found by a different
method) appears already in [21], which shows that the LHM can be transformed to
the (focusing) Ablowitz--Ladik system,

iddt\alpha n =  - 
\bigl( 
1 + | \alpha n| 2

\bigr) \bigl[ 
\alpha n+1 + \alpha n - 1

\bigr] 
+ 2\alpha n.(11)

This model was introduced in [1] as an integrable discretization of (5).
Informed by the preceding discussion, our immediate goals with regard to the

models (9) and (11) are now clear:
(i) Construct (unique) Gibbs measures for (9).
(ii) Prove the existence and uniqueness of the dynamics (9) with initial data sampled

from this measure.
(iii) Show that these dynamics leave said Gibbs measures invariant.
(iv) Determine a suitable discrete analogue of white noise that is connected to the

Gibbs measure for (9) via a discrete Hasimoto transformation.
(v) Show that (11) is well-posed for initial data sampled from this ``white noise""

measure and that the dynamics (11) leaves this measure invariant.
This is what will be achieved in this paper. The rather more challenging problem of
taking a continuum limit in these results remains our ambition for the future. We
note that the approach to constructing invariant measures for the NLS equation by
taking a continuum limit of the Ablowitz--Ladik system has already been shown to be
successful in [43]. In that paper, Vaninsky considers the defocusing problem on the
circle and constructs an invariant measure associated to the conservation law at one
degree of regularity higher than the Hamiltonian. For convergence in the deterministic
setting, see [20], which works in the energy space, and references therein.

The existence and uniqueness of Gibbs measures for (9) will be proved in Propo-
sition 5.1. While the prevailing method for proving dynamical invariance of Gibbs
measures in dispersive PDE is based on finite-dimensional approximation, we eschew
this methodology for the construction of the measure. Instead, we adopt the intrin-
sic definition of Gibbs measures introduced by Dobruschin, Lanford, and Ruelle; see
[11, 30]. We prove uniqueness of such Gibbs measures by using the Perron--Frobenius
theorem to show that the underlying Markov chain is mixing; see (57). This tech-
nique was demonstrated already in [11] and applies in great generality; nevertheless,
we think it is instructive to include complete details.

In order to prove invariance of the Gibbs measure, we need a more direct con-
struction than the abstract existence and uniqueness given by Proposition 5.1. This is
effected by using the discrete Hasimoto transformation in reverse to construct initial
data for (9) from initial data for (11). In fact, we will also construct solutions to (9)
by this method, namely, by first constructing solutions to (11) and then transferring
them to (9). The virtues of employing the discrete Hasimoto transform here are the
same as in the continuum case --- it transforms a quasilinear problem into a semilinear
one, which makes it much easier to control both individual solutions and differences
between pairs of solutions.

Up to now, we have avoided addressing one of the main deficiencies of the Hasi-
moto transform, namely, its failure to admit an invariant definition, both in the sense
of dynamically invariant and in the sense of being independent of arbitrary choices.
This problem stems from the incompatible gauge invariances of the two equations
involved: The spin models (both continuum and discrete) have a global SO(3) gauge
invariance corresponding to a collective rigid rotation of all the spins, while (5) and
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(11) have global U(1) \sim = SO(2) phase invariance. In the study of individual solutions,
this nuisance is usually handled by fixing a gauge for the initial data and propagating
the resulting frame through time, as necessary. For statistical ensembles of solutions
(as considered here) this is unsatisfactory --- it leads to measurability issues and non-
invariant measures (due to dynamical modifications of the gauge). The remedy we
adopt here is to randomize the gauge and show that this randomization is dynamically
invariant.

Our discussion of the discrete Hasimoto transform is divided into two parts: In
section 2 we present its construction by paralleling the classical approach of [19]. This
will allow us to elucidate the Poisson structure of the discrete Hasimoto transforma-
tion more fully than appears to have been done before. On the other hand, this
approach breaks down whenever consecutive spins are parallel/antiparallel --- this
is the discrete analogue of the problem of vanishing curvature in the Frenet--Serret
description of curves.

In section 3, we revisit the discrete Hasimoto transform in a manner parallel to
modern treatments of the continuum version, which are based on parallel frames. This
approach does not suffer from problems with vanishing curvature; moreover, it is well-
suited to randomization of the gauge. Neither this approach nor that presented in
section 2 is very close to that adopted in [21], where the discrete Hasimoto transform
was first discovered.

Already in section 2, it is possible to deduce what distribution should be assigned
to initial data for the Ablowitz--Ladik system so that it corresponds to the Gibbs
measure for (9) via the discrete Hasimoto transform. The answer is given in (46).
The values at each site are statistically independent, as one might well imagine for a
measure mimicking white noise. However, their distribution is not Gaussian --- it has
very long tails. In fact, at inverse temperature \beta > 0, we have \alpha n \in Lp(d \BbbP ) if and
only if p < 2 + 4\beta .

In section 4, we first prove almost sure existence and uniqueness of solutions to
(11) for initial data sampled from the measure (46). This is Theorem 4.3. We then
show that this flow preserves the measure (46); this is Theorem 4.4. The key idea is to
take a limit (uniform on bounded sets in spacetime) of solutions to spatial truncations
of the equation. For such finite systems, global well-posedness follows from standard
ODE techniques; see Proposition 2.9. Note that these methods cannot be applied in
infinite volume. First, as the right-hand side (RHS) of (11) is not globally Lipschitz,
one can only hope to apply contraction mapping on a small time interval whose length
is dictated by the size of the data. But as our initial data is ergodic under translation,
every possible local configuration will occur with positive density somewhere; thus no
time interval is short enough to apply contraction mapping if one works globally in
space. Secondly, to pass from local to global well-posedness, one would like to apply
conservation laws; however, all conserved quantities are infinite in this case.

The style of argument we employ in section 4 is quite close to that of Lanford,
Lebowitz, and Lieb [29, section 4], who studied the dynamics of lattices of anharmonic
oscillators with Gibbsian initial data. Care is required to adapt this style of argument
to the current setting due to the long tails in the distribution of the initial data.
In particular, we note that in the case of anharmonic oscillators, the momenta are
Gaussian distributed, which then immediately gives exponential moment bounds on
the evolution of the position coordinates.

By contrast, the techniques used in other studies of anharmonic oscillators, such
as [5, 34] and [29, sections 1--3], do not apply to our model, because they rely on the
dynamics being subordinate to the conservation laws (albeit in a mild way). This
is far from the case for us; the Hamiltonian is not coercive and the resulting ODEs
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have a cubic nonlinearity, while the conserved mass (used to construct the invariant
measure) only provides logarithmic control.

The climax of the paper is section 5 where we prove existence and uniqueness of
the Gibbs measure for (9), construct unique solutions associated to such initial data,
and prove the resulting dynamics leaves the Gibbs measure invariant. In summary,
we prove the following theorem.

Theorem 1.2 (invariance of the Gibbs measure for LHM). Fix \beta > 0. For

almost every initial data distributed according to the Gibbs measure d\mu \beta 
Gibbs, there

exists a unique global good solution to the spin chain model (9). Moreover, the Gibbs

measure d\mu \beta 
Gibbs is left invariant by the flow of (9).

2. The discrete Hasimoto transform. Our goal in this section is to develop
the discrete Hasimoto transform following closely the methodology expounded in the
original work of Hasimoto [19].

Definition 2.1. For a field \vec{}S : \BbbZ \rightarrow \BbbS 2, with no two consecutive spins parallel
or antiparallel, we define coordinates \theta n \in (0, \pi ) and \gamma n \in ( - \pi , \pi ] via

cos(\theta n) = \vec{}Sn \cdot \vec{}Sn+1,

sin(\theta n - 1) sin(\theta n)e
i\gamma n = (\vec{}Sn - 1 \times \vec{}Sn) \cdot (\vec{}Sn \times \vec{}Sn+1) + i \vec{}Sn - 1 \cdot (\vec{}Sn \times \vec{}Sn+1).

Note that \theta n measures the angle between consecutive spins and hence may be
considered as a substitute for the curvature appearing in the original Hasimoto trans-
formation. However, this is not quite the correct choice, as we will see below. The
quantity \gamma n measures the (signed) angle between the planes spanned by \{ \vec{}Sn - 1, \vec{}Sn\} 
and \{ \vec{}Sn, \vec{}Sn+1\} . As such, it is a natural analogue of the torsion of the curve appearing
in the original Hasimoto transform. We note that while \gamma n can be regarded as the
torsion at site n, one should really regard \theta n as the curvature between sites n and
n + 1. In this sense the coordinates are better seen as being indexed by interlacing
lattices, which explains some asymmetry in the formulae that follow.

In this section, we must forbid consecutive spins from being parallel \theta n = 0 or
antiparallel \theta n =  - \pi . This restriction is necessary to define \gamma n and is merely the
discrete analogue of the impossibility of defining torsion for curves with regions of
vanishing curvature. In the case of the LHM, finite energy solutions cannot have
consecutive spins that are antiparallel; however, parallel spins are permitted and are
very natural. The adoption of alternate coordinates in Definition 2.4 will allow us
to include parallel spins in the subsequent analysis (see section 3). Nevertheless,
one should not discount the predictive power or the computational efficiency of the
Frenet--Serret approach.

The functions (\theta n, \gamma n)n\in \BbbZ do not form a complete set of coordinates. Indeed, they
are invariant under global rotations:

\vec{}Sn \mapsto \rightarrow \scrO \vec{}Sn for all n \in \BbbZ and fixed \scrO \in SO(3).(12)

This is the only obstruction to inverting this change of coordinates, as is evident from
our next lemma.

Lemma 2.2. Given \vec{}S0, \vec{}S1 \in \BbbS 2, and (\theta n, \gamma n)n\in \BbbZ , one can reconstruct the full spin
field. Indeed,

\vec{}Sn+1 = cos(\theta n)\vec{}Sn + sin(\theta n)
sin(\theta n - 1)

\Bigl[ 
sin(\gamma n)\vec{}Sn - 1 \times \vec{}Sn + cos(\gamma n)(\vec{}Sn - 1 \times \vec{}Sn)\times \vec{}Sn

\Bigr] 
,

\vec{}Sn - 1 = cos(\theta n - 1)\vec{}Sn + sin(\theta n - 1)
sin(\theta n)

\Bigl[ 
sin(\gamma n)\vec{}Sn \times \vec{}Sn+1  - cos(\gamma n)(\vec{}Sn \times \vec{}Sn+1)\times \vec{}Sn

\Bigr] 
.
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Moreover,

\vec{}Sn \cdot \vec{}Sn+2 = cos(\theta n) cos(\theta n+1) - sin(\theta n+1) sin(\theta n) cos(\gamma n+1),

\vec{}Sn \cdot \vec{}Sn+3 = cos(\theta n)
\bigl[ 
cos(\theta n+1) cos(\theta n+2) - cos(\gamma n+2) sin(\theta n+1) sin(\theta n+2)

\bigr] 
+
\bigl\{ 
 - 
\bigl[ 
sin(\theta n+1) cos(\theta n+2) + cos(\theta n+1) sin(\theta n+2) cos(\gamma n+2)

\bigr] 
cos(\gamma n+1)

+ sin(\theta n+2) sin(\gamma n+1) sin(\gamma n+2)
\bigr\} 
sin(\theta n).

Proof. Note that

1
sin(\theta n - 1)

(\vec{}Sn - 1 \times \vec{}Sn)\times \vec{}Sn,
1

sin(\theta n - 1)
\vec{}Sn - 1 \times \vec{}Sn, and \vec{}Sn(13)

and

1
sin(\theta n)

(\vec{}Sn \times \vec{}Sn+1)\times \vec{}Sn,
1

sin(\theta n)
\vec{}Sn \times \vec{}Sn+1, and \vec{}Sn(14)

form positively oriented orthonormal bases for \BbbR 3. The first two identities follow by
expressing \vec{}Sn+1 using (13) and \vec{}Sn - 1 using (14). The expressions for dot products
follow from the first two relations and Definition 2.1.

The first identity in this lemma helps us better understand how \theta n and \gamma n encode
the geometry of the spins: They are the traditional spherical polar coordinates for
\vec{}Sn+1 in this frame. More precisely, \theta n represents the colatitude of \vec{}Sn+1 relative to a

north pole \vec{}Sn. Analogously, \gamma n denotes the longitude of \vec{}Sn+1 with prime meridian

passing through  - \vec{}Sn - 1. (This choice of the prime meridian is informed by the ob-
servation that by walking in a straight line through the north pole, one's longitude is
instantly reversed.)

To elucidate the Poisson structure introduced in Definition 1.1 at the level of
(\theta n, \gamma n)n\in \BbbZ , we record the following proposition.

Proposition 2.3. Among the functions \{ \theta n, \gamma n : n \in \BbbZ \} , all nonzero Poisson
brackets are as follows:

f \{ f, \theta n\} 

\gamma n - 1  - cosec(\theta n - 1) cos(\gamma n)

\theta n - 1 sin(\gamma n)

\gamma n cot(\theta n/2) + cot(\theta n - 1) cos(\gamma n)

\theta n 0

\gamma n+1  - cot(\theta n/2) - cot(\theta n+1) cos(\gamma n+1)

\theta n+1  - sin(\gamma n+1)

\gamma n+2 cosec(\theta n+1) cos(\gamma n+1)

f \{ f, \gamma n\} 

\gamma n - 2  - sin(\gamma n - 1)cosec(\theta n - 2) cosec(\theta n - 1)

\gamma n - 1

\bigl[ 
cot(\theta n - 2) sin(\gamma n - 1) + cot(\theta n) sin(\gamma n)

\bigr] 
cosec(\theta n - 1)

\gamma n 0

\gamma n+1  - 
\bigl[ 
cot(\theta n - 1) sin(\gamma n) + cot(\theta n+1) sin(\gamma n+1)

\bigr] 
cosec(\theta n)

\gamma n+2 sin(\gamma n+1)cosec(\theta n) cosec(\theta n+1)

together with those determined by the above via antisymmetry.
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Proof. The exact calculations are lengthy; we summarize the method, rather than
give all details.

Using Definitions 1.1 and 2.1, it is easy to compute\bigl\{ 
\vec{}Sm \cdot \vec{}Sm+1, \vec{}Sn \cdot \vec{}Sn+1

\bigr\} 
= \delta m,n+1

\vec{}Sn+2 \cdot (\vec{}Sn+1 \times \vec{}Sn) - \delta m,n - 1
\vec{}Sm+2 \cdot (\vec{}Sm+1 \times \vec{}Sm)

=  - \delta m,n+1 sin(\theta n) sin(\theta n+1) sin(\gamma n+1) + \delta m,n - 1 sin(\theta m) sin(\theta m+1) sin(\gamma m+1).

On the other hand, using the chain rule,\bigl\{ 
\vec{}Sm \cdot \vec{}Sm+1, \vec{}Sn \cdot \vec{}Sn+1

\bigr\} 
=
\bigl\{ 
cos(\theta m), cos(\theta n)

\bigr\} 
= sin(\theta m) sin(\theta n)\{ \theta m, \theta n\} .

This yields all Poisson brackets of the form \{ \theta m, \theta n\} .
By the Jacobi identity and the previous result,

cos(\gamma m)\{ \gamma m, \theta n\} = \{ sin(\gamma m), \theta n\} = \{ \{ \theta m - 1, \theta m\} , \theta n\} 
=  - \{ \{ \theta m, \theta n\} , \theta m - 1\}  - \{ \{ \theta n, \theta m - 1\} , \theta m\} ,

which shows (using the previous result again) that this quantity is zero unless m \in 
\{ n  - 1, n, n + 1, n + 2\} . To actually determine the values in these four cases, we
compute\bigl\{ 

\vec{}Sm - 1 \cdot 
\bigl( 
\vec{}Sm \times \vec{}Sm+1

\bigr) 
, \vec{}Sn \cdot \vec{}Sn+1

\bigr\} 
=
\bigl\{ 
sin(\theta m - 1) sin(\theta m) sin(\gamma m), cos(\theta n)

\bigr\} 
directly from Definition 1.1. As the example\bigl\{ 
\vec{}Sn - 2 \cdot 

\bigl( 
\vec{}Sn - 1\times \vec{}Sn

\bigr) 
, \vec{}Sn \cdot \vec{}Sn+1

\bigr\} 
=
\bigl( 
\vec{}Sn - 2 \cdot \vec{}Sn

\bigr) \bigl( 
\vec{}Sn - 1 \cdot \vec{}Sn+1

\bigr) 
 - 
\bigl( 
\vec{}Sn - 1 \cdot \vec{}Sn

\bigr) \bigl( 
\vec{}Sn - 2 \cdot \vec{}Sn+1

\bigr) 
shows, this requires expressing various dot products in terms of \theta and \gamma . This is
possible through applications of Lemma 2.2. Performing these computations yields
all the information presented in the first table.

Arguing as previously, we have

\{ sin(\gamma m), sin(\gamma n)\} = \{ \{ \theta m - 1, \theta m\} , sin(\gamma n)\} 
= \{ \{ sin(\gamma n), \theta m\} , \theta m - 1\}  - \{ \{ sin(\gamma n), \theta m - 1\} , \theta m\} .

Thus the values shown in the second table can be deduced from those in the first,
with only the expenditure of sufficient labor.

Definition 2.4 (discrete Hasimoto transform). For a field \vec{}S : \BbbZ \rightarrow \BbbS 2, we
define complex coordinates \alpha n \in \BbbC via

\alpha n = tan(\theta n/2)e
 - i\Gamma (n), where \Gamma (n) :=

\sum 
\ell \leq n

\gamma \ell (15)

and \theta n \in (0, \pi ) and \gamma n \in ( - \pi , \pi ] are as in Definition 2.1.

Included in this definition is the assertion that tan(\theta n/2) is the proper discrete
analogue of the curvature in (6). Unaware that it appears already in [21, equation
(14a)], we originally intuited this relation by comparing conserved quantities for (9)
and (11); see (16) below.

The domain of the functions \alpha n is a rather thin set within all possible spin con-
figurations. Not only must we avoid consecutive spins being parallel or antiparallel,
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but we must now also constrain the torsion \gamma n to be summable. Below we will de-
termine the Poisson brackets of these functions of the spins and find that the results
are polynomials in these same functions. This induces a Poisson structure on the
algebra of finitely supported smooth functions of the variables \alpha n, which may now be
regarded as an independent object, free from the constraints just mentioned. From
this perspective, one may simply take the results of Proposition 2.5 as the definition
of a Poisson structure on such an algebra, which happens to be inspired by the spin
model. However, before one simply accepts the formulae below as the definition of a
Possion structure, one must verify the Jacobi identity.

While it is indeed elementary (though tedious) to verify the Jacobi identity di-
rectly --- indeed, we did this as a check on our computations --- this is unnecessary
since the domain of the functions \alpha n is nonetheless rich enough to guarantee that this
identity is inherited from the corresponding relation for (4).

Proposition 2.5. Poisson brackets among the functions \{ Re\alpha n, Im\alpha n : n \in \BbbZ \} 
are as follows:

\{ Re\alpha n, Im\alpha m\} =

\left\{                 

 - 1+| \alpha m| 2
2 Im\alpha n Im(\alpha m - 1  - \alpha m+1), n \geq m+ 2,

 - 1+| \alpha m| 2
2

\Bigl[ 
Im\alpha n Im(\alpha m - 1  - \alpha m+1) +

1+| \alpha n| 2
2

\Bigr] 
, n = m+ 1,

1+| \alpha n| 2
2  - 1+| \alpha n| 2

2 Re(\alpha n\alpha n - 1), n = m,

 - 1+| \alpha n| 2
2

\Bigl[ 
Re\alpha m Re(\alpha n - 1  - \alpha n+1) +

1+| \alpha m| 2
2

\Bigr] 
, n = m - 1,

 - 1+| \alpha n| 2
2 Re\alpha m Re(\alpha n - 1  - \alpha n+1), n \leq m - 2,

and

\{ Re\alpha n,Re\alpha m\} =  - 1+| \alpha m| 2
2 Im\alpha n Re(\alpha m - 1  - \alpha m+1) for n \geq m+ 1,

\{ Im\alpha n, Im\alpha m\} = 1+| \alpha m| 2
2 Re\alpha n Im(\alpha m - 1  - \alpha m+1) for n \geq m+ 1.

These determine all remaining cases through antisymmetry.

Proof. Using Proposition 2.3, it is elementary to verify that

\{ \Gamma (n), \theta k\} =

\left\{               

 - tan(\theta k - 1/2) cos(\gamma k) + tan(\theta k+1/2) cos(\gamma k+1), n \geq k + 2,

 - tan(\theta k - 1/2) cos(\gamma k) - cot(\theta k+1) cos(\gamma k+1), n = k + 1,

 - tan(\theta k - 1/2) cos(\gamma k) + cot(\theta k/2), n = k,

 - cosec(\theta k - 1) cos(\gamma k), n = k  - 1,

0, n \leq k  - 2.

To complete the calculations, we also need to know \{ \Gamma (n),\Gamma (m)\} for all n and m.
Due to the finite-range nature of the Poisson bracket detailed in Proposition 2.3, these
are easily determined. Indeed,

\{ \Gamma (m+ 1),\Gamma (m)\} = \{ \Gamma (m+ 1) - \Gamma (m),\Gamma (m)\} = \{ \gamma m+1, \gamma m + \gamma m - 1\} 
=
\bigl[ 
tan(\theta m - 1/2) sin(\gamma m) - cot(\theta m+1) sin(\gamma m+1)

\bigr] 
cosec(\theta m).

Similarly, for n \geq m+ 2, we have

\{ \Gamma (n),\Gamma (m)\} =
\bigl[ 
tan(\theta m - 1/2) sin(\gamma m) + tan(\theta m+1/2) sin(\gamma m+1)

\bigr] 
cosec(\theta m).

These determine all other cases via antisymmetry.
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Using the new coordinates, we can rewrite the Hamiltonian (10) as

HLHM =
\sum 
n

4 log
\bigl[ 
sec
\bigl( 
\theta n
2

\bigr) \bigr] 
=
\sum 
n

2 log
\bigl( 
1 + | \alpha n| 2

\bigr) 
.(16)

This is the discrete analogue of (7). The RHS here is a well-known conservation law
in the context of the Ablowitz--Ladik system, where it plays the role analogous to that
played by the mass for the NLS equation. Concretely, for solutions to (11), we have

\partial t log
\bigl( 
1 + | \alpha n| 2

\bigr) 
=  - 2 Im

\bigl( 
\=\alpha n\alpha n+1

\bigr) 
+ 2 Im

\bigl( 
\=\alpha n - 1\alpha n

\bigr) 
.

As mentioned before, we initially derived (15) by finding what relation between
\theta n and | \alpha n| was necessary to arrive at the identity (16).

For comparison, the Hamiltonian (3) that corresponds to the Heisenberg spin
chain evolution (2) becomes

HHeis =
\sum 
n

2 sin2
\bigl( 
\theta n
2

\bigr) 
=
\sum 
n

2| \alpha n| 2
1+| \alpha n| 2 .

Lemma 2.6. Consider the phase space \ell 2(\BbbZ ) endowed with the Poisson bracket
laid out in Proposition 2.5. The Hamiltonian (16) induces the focusing Ablowitz--
Ladik flow (11), which is globally well-posed.

Proof. It is evident that the infinite sum (16) converges for \alpha \in \ell 2(\BbbZ ). Moreover,
from Proposition 2.5, we have

i
\bigl\{ 
\alpha n, 2 log(1 + | \alpha k| 2)

\bigr\} 
=

\left\{               

 - 2Re
\bigl[ 
\=\alpha k(\alpha k - 1  - \alpha k+1)

\bigr] 
\alpha n, n \geq k + 2,

 - 2Re
\bigl[ 
\=\alpha k(\alpha k - 1  - \alpha k+1)

\bigr] 
\alpha n  - (1 + | \alpha n| 2)\alpha k, n = k + 1,

 - 2Re
\bigl[ 
\=\alpha k\alpha k - 1

\bigr] 
\alpha n + 2\alpha n, n = k,

 - (1 + | \alpha n| 2)\alpha k, n = k  - 1,

0, n \leq k  - 2,

which shows that the induced vector fields are also summable, yielding

i\partial t\alpha n =
\sum 
k

i
\bigl\{ 
\alpha n, 2 log(1 + | \alpha k| 2)

\bigr\} 
=  - 

\bigl( 
1 + | \alpha n| 2

\bigr) \bigl[ 
\alpha n+1 + \alpha n - 1

\bigr] 
+ 2\alpha n(17)

which is the Ablowitz--Ladik flow (11).
The local well-posedness of (17) is trivial, since the RHS of (17) defines a

locally Lipschitz vector field on \ell 2(\BbbZ ). This extends to global well-posedness due
to conservation of the Hamiltonian (16), which controls the \ell 2 norm.

While the context in which we derived Lemma 2.6 explains the connection of
the Ablowitz--Ladik equation to (9), it does little to help us understand invariant
measures. We would like to truncate in space, obtain invariant measures in that
setting, and then pass to the infinite volume limit. Such spatial truncations are rather
violently at odds with the infinite-range character of the Poisson structure given in
Proposition 2.5.

Secondly, the traditional construction of invariant measures in Hamiltonian me-
chanics rests on the invariance of phase volume (Liouville's theorem). It is far from
clear what phase volume we should associate with the Poisson structure we have
studied thus far.

The remedy to both our troubles lies in the fact that the Ablowitz--Ladik equation
is bi-Hamiltonian (in the sense of [33]), as we will explain. Let us begin by recalling
the standard Hamiltonian formulation of the Ablowitz--Ladik equation, as laid out in
[13], for example.
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Definition 2.7. We define a second Poisson structure on the algebra generated
by \{ Re\alpha n, Im\alpha n : n \in \BbbZ \} as follows:\bigl\{ 

Re\alpha n, Im\alpha m

\bigr\} 
0
=  - 

\bigl\{ 
Im\alpha n,Re\alpha m

\bigr\} 
0
= (1 + | \alpha n| 2)\delta nm

and all other brackets are zero.

We note that this corresponds the symplectic structure

\omega 0 =
\sum 
n\in \BbbZ 

(1 + | \alpha n| 2) - 1dRe(\alpha n) \wedge d Im(\alpha n)(18)

and that the flow (11) is generated by

HAL :=
\sum 
n\in \BbbZ 

 - Re(\=\alpha n\alpha n+1) + log(1 + | \alpha n| 2),(19)

which Poisson commutes with HLHM.
While this shows that the Ablowitz--Ladik equation admits a second Hamiltonian

interpretation, this is slightly less than being bi-Hamiltonian. One needs to show that
the two Poisson structures are compatible, namely, that any linear combination of the
two Poisson brackets remains a Poisson bracket. The only obstruction to compatibility
is the Jacobi identity.

Theorem 2.8. The Poisson brackets of Proposition 2.5 and Definition 2.7 are
compatible.

Proof. As we already know that each of the Poisson brackets obeys the Jacobi
identity individually, it suffices to show that\sum 

\{ F, \{ G,H\} 0\} + \{ F, \{ G,H\} \} 0 = 0,

where the sum is taken over the three cyclic permutations of the functions F , G, and
H. Moreover, it suffices to select each of these three functions from the collection
\{ Re\alpha n, Im\alpha n : n \in \BbbZ \} . Due to the zero-range structure of the \{ , \} 0 bracket, these
observations reduce matters to a finite collection of computations that one simply has
to grind through. As a finite system of polynomial identities, this is also amenable to
checking via computer algebra systems.

While the existence of multiple Hamiltonian interpretations of the Ablowitz--Ladik
system has been known for some time (see [32] and references therein), to the best of
our knowledge no previous authors have verified compatibility; see, for example, [12,
section 5].

As described earlier, our interest in this alternate Poisson structure stems from
the problem of constructing invariant measures for truncations of the system.

We obtain our finite-volume model by truncating the Hamiltonian (19): Given
an integer K > 0,

HK
AL :=

K - 1\sum 
n= - K

 - Re(\=\alpha n\alpha n+1) +
K\sum 

n= - K

log(1 + | \alpha n| 2)(20)

generates the following dynamics:

iddt\alpha n = \{ \alpha n, H
K
AL\} 0 =

\left\{     
 - 
\bigl( 
1 + | \alpha  - K | 2

\bigr) 
\alpha  - K+1 + 2\alpha  - K , n =  - K,

 - 
\bigl( 
1 + | \alpha n| 2

\bigr) \bigl[ 
\alpha n+1 + \alpha n - 1

\bigr] 
+ 2\alpha n, | n| \leq K  - 1,

 - 
\bigl( 
1 + | \alpha K | 2

\bigr) 
\alpha K - 1 + 2\alpha K , n = K,

(21)
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which is easily seen to conserve

HK
LHM :=

\sum 
| n| \leq K

4 log
\bigl[ 
sec
\bigl( 
\theta n
2

\bigr) \bigr] 
=
\sum 

| n| \leq K

2 log
\bigl( 
1 + | \alpha n| 2

\bigr) 
.(22)

At the level of the spins, HK
LHM is the energy functional corresponding to free

boundary conditions --- the spins at the ends of the chain only couple to their one
neighbor. One could also consider other boundary conditions. However, we will prove
uniqueness of both the Gibbs measure and the dynamics in infinite volume; thus, the
choice of boundary condition has no effect.

As laid out in the introduction, our goals include understanding the Gibbs dis-
tribution on spins and the corresponding invariant measure on the Ablowitz--Ladik
system, as connected through the discrete Hasimoto transform. By analogy with for-
mal calculations in the continuum case, we expect the latter measure to have the
character of white noise.

Due to the nonbijective nature of the Hasimoto transform, it is more convenient to
first formulate a probability law for the variables \alpha n. Only later will we demonstrate
that this law is connected to Gibbs distribution on spins (see Proposition 5.5). In this
regard, we ask a little indulgence from the reader in defining the following probability
measures on \BbbC 2K+1:

d\mu \beta ,K
wn =

\prod 
| n| \leq K

1 + 2\beta 

\pi 

dArea(\alpha n)

(1 + | \alpha n| 2)2+2\beta 
.(23)

Here \beta > 0 is a parameter (ultimately, the inverse temperature for the Gibbs measure
on spins) and dArea denotes Lebesgue measure in the complex plane.

The product structure of (23) shows that it corresponds to choosing the coeffi-
cients \alpha n independently at random. In this way, the measure fulfills our expectations
for a discrete analogue of white noise. It also makes it clear how to take an infinite
volume limit; see (46).

On the other hand, the law at each site is not Gaussian; it has long tails:

\BbbE 
\bigl\{ 
| \alpha n| p

\bigr\} 
=

1 + 2\beta 

\pi 

\int 
\BbbC 
| \alpha n| p

dArea(\alpha n)

(1 + | \alpha n| 2)2+2\beta 
<\infty \Leftarrow \Rightarrow p < 2 + 4\beta .(24)

The exact value of this integral is known (it can be converted to Euler's beta integral),
but this will not be important for what follows.

In order to prove the invariance of the measure (23) under the evolution (21), it
will be convenient to express it in an alternate way:

d\mu \beta ,K
wn =

\Bigl( 1 + 2\beta 

\pi 

\Bigr) 2K+1

exp
\Bigl\{ 
 - (\beta + 1

2 )H
K
LHM

\Bigr\} \prod 
| n| \leq K

dArea(\alpha n)

(1 + | \alpha n| 2)
.(25)

This formulation invites comparison with the Gibbs measure for (21); indeed,
the last factor on the RHS here is the phase volume associated to the symplectic
structure (18). In this regard, we notice two anomalies: the inverse temperature is
shifted by 1

2 and it multiplies the analogue of mass for Ablowitz--Ladik, rather than
the Hamiltonian. The appearance of HK

LHM is natural since this is the energy for the
spin chain model and also a conserved quantity of the (21) flow. The ultimate origin
of the temperature shift is the fact that the phase-volume measures associated to the

two natural symplectic structures are different and e - 
1
2H

K
LHM is the Radon--Nikodym

derivative.
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Proposition 2.9. The truncated Ablowitz--Ladik system (21) is globally well-
posed and conserves the ``white noise"" probability measure (23).

Proof. As the RHS of (21) is a locally Lipschitz function on \BbbC 2K+1, local well-
posedness follows immediately. This can be made global in time due to conservation
of the coercive quantity (22).

In view of the rewriting (25), we see that the preservation of this measure under
the flow stems from conservation of HK

LHM and Liouville's theorem on the preservation
of phase volume.

3. The discrete Hasimoto transform via parallel frames. In this section
we revisit the discrete Hasimoto transform from the modern perspective of parallel
frames. In order to complete the program laid out in the introduction, we will need
to show how to transfer solutions from the Ablowitz--Ladik system to the spin chain
model. This is the major impetus of this section; see Theorem 3.4. We start by
introducing some notation. For z \in \BbbC we define the orthogonal matrix

Q(z) =
1

1 + | z| 2

\left[   1 - Re(z2) Im(z2) 2Re(z)

Im(z2) 1 + Re(z2)  - 2 Im(z)

 - 2Re(z) 2 Im(z) 1 - | z| 2

\right]   .(26)

Note that Q(z) is the exponential of the antisymmetric matrix

q(z) =

\left[    
0 0 2 arctan(| z| )Re(z)

| z| 

0 0  - 2 arctan(| z| ) Im(z)
| z| 

 - 2 arctan(| z| )Re(z)
| z| 2 arctan(| z| ) Im(z)

| z| 0

\right]    .(27)

Proposition 3.1. Let \{ \vec{}Sn\} n\in \BbbZ be a sequence of spins such that no two consecu-
tive spins are antiparallel. Let P0 \in SO(3) be such that

\vec{}S0 = P0 \vec{}e3.

Then there exists a unique sequence \{ \alpha n\} n\in \BbbZ of complex numbers such that with

Qn = Q(\alpha n) and Pn+1 = PnQn(28)

we have

\vec{}Sn = Pn \vec{}e3.(29)

Moreover, for all n \in \BbbZ we have

\vec{}Sn \cdot \vec{}Sn+1 =
1 - | \alpha n| 2

1 + | \alpha n| 2
,(30)

(\vec{}Sn - 1 \times \vec{}Sn) \cdot (\vec{}Sn \times \vec{}Sn+1) + i \vec{}Sn - 1 \cdot (\vec{}Sn \times \vec{}Sn+1) =
4\=\alpha n\alpha n - 1

(1 + | \alpha n| 2)(1 + | \alpha n - 1| 2)
,(31)

from which we see that the map \{ \vec{}Sn\} n\in \BbbZ \mapsto \rightarrow \{ \alpha n\} n\in \BbbZ agrees with the one constructed
in section 2 modulo U(1) gauge invariance.

Before turning to the proof of this proposition, let us first explain the sense in
which it encapsulates the modern approach to the Hasimoto transform via parallel
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frames. As Pn \in SO(3), its columns form a positively oriented orthonormal basis for

\BbbR 3. By (29), the third column coincides with \vec{}Sn, which in the context of the original
Hasimoto transform means that it is tangent to the vortex curve. The remaining two
columns form an othonormal basis normal to the curve.

In the continuum setting, one asks that the derivatives of these normal vectors
along the curve be parallel to the tangent to the curve, that is, they are given by
parallel transport. Equivalently, the frame P : \BbbR \rightarrow SO(3) obeys

\partial xP = AP, where A =

\left[  0 0 \kappa 1(x)
0 0 \kappa 2(x)

 - \kappa 1(x)  - \kappa 2(x) 0

\right]  (32)

and \kappa 1, \kappa 2 are functions (dictated by the geometry of the curve) that ensure P (x)\vec{}e3
remains tangent to the curve. It is not difficult to verify that the modulus of \kappa 1 + i\kappa 2
coincides with the curvature of the curve, while the derivative of its argument is
the torsion of the curve; see [3, 36] for details. Comparing with (6), we see that
\kappa 1(x) + i\kappa 2(x) = \=\psi (x) modulo a global phase rotation.

Let us now compare the continuum setup with that of Proposition 3.1. First we
see that the distribution of nonzero entries in A matches that in q(z) given above;
moreover, matching the nonzero entries in A to those in q(\alpha n) leads via (15) to the
relation \kappa 1 + i\kappa 2 = \theta ne

i\Gamma (n), which matches the continuum analogue. This further
explains the appearance of the tangent function in (15).

Proof of Proposition 3.1. The key observation is that

z \mapsto \rightarrow Q(z)\vec{}e3 =
1

1 + | z| 2

\left[   2Re(z)

 - 2 Im(z)

1 - | z| 2

\right]   
maps \BbbC bijectively onto \BbbS 2 \setminus \{  - \vec{}e3\} ; indeed it is essentially the inverse of the stereo-

graphic projection. As \vec{}S0 \cdot \vec{}S1 \not =  - 1, it follows that there exists a unique \alpha 0 \in \BbbC such
that

PT
0
\vec{}S1 = Q(\alpha 0)\vec{}e3 or equivalently, \vec{}S1 = P0Q(\alpha 0)\vec{}e3.

Using this observation and arguing inductively, one easily constructs uniquely the
remaining \alpha n such that (29) holds. It remains to verify (30) and (31).

Using that Pn is an orthogonal matrix, we get

\vec{}Sn \cdot \vec{}Sn+1 = Pn \vec{}e3 \cdot PnQn \vec{}e3 = \vec{}e3 \cdot Qn \vec{}e3 =
1 - | \alpha n| 2

1 + | \alpha n| 2
,

which is (30).
To continue, we use the fact that for any matrix \scrO \in SO(3) and any vector \vec{}v,

\bigl( 
\scrO \vec{}e3

\bigr) 
\times \vec{}v = \scrO 

\left[   0  - 1 0

1 0 0

0 0 0

\right]   \scrO T\vec{}v.(33)

This allows us to compute

\vec{}Sn \times \vec{}Sn+1 = Pn

\left[   0  - 1 0

1 0 0

0 0 0

\right]   PT
n PnQn \vec{}e3 =

1

1 + | \alpha n| 2
Pn

\left[   2 Im(\alpha n)

2Re(\alpha n)

0

\right]   .
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Thus,

\vec{}Sn - 1 \cdot (\vec{}Sn \times \vec{}Sn+1) = PnQ
T
n - 1 \vec{}e3 \cdot 

1

1 + | \alpha n| 2
Pn

\left[   2 Im(\alpha n)

2Re(\alpha n)

0

\right]   
=

4 Im[\=\alpha n\alpha n - 1]

(1 + | \alpha n| 2)(1 + | \alpha n - 1| 2)
.(34)

Using also (30), we get

(\vec{}Sn - 1 \times \vec{}Sn) \cdot (\vec{}Sn \times \vec{}Sn+1) = (\vec{}Sn - 1 \cdot \vec{}Sn)(\vec{}Sn \cdot \vec{}Sn+1) - \vec{}Sn - 1 \cdot \vec{}Sn+1

= (\vec{}Sn - 1 \cdot \vec{}Sn)(\vec{}Sn \cdot \vec{}Sn+1) - Pn - 1 \vec{}e3 \cdot Pn - 1Qn - 1Qn \vec{}e3

=
(1 - | \alpha n - 1| 2)(1 - | \alpha n| 2)
(1 + | \alpha n - 1| 2)(1 + | \alpha n| 2)

 - QT
n - 1 \vec{}e3 \cdot Qn \vec{}e3

=
4Re[\=\alpha n\alpha n - 1]

(1 + | \alpha n| 2)(1 + | \alpha n - 1| 2)
.(35)

Collecting (34) and (35), we obtain (31).

As announced earlier, the main goal of this section is to ``invert"" the discrete
Hasimoto transform. To this end, let \alpha : \BbbZ \times \BbbR \rightarrow \BbbC be a solution to the Ablowitz--
Ladik system (11). For n \in \BbbZ , we define

Qn(t) = Q(\alpha n(t))(36)

and

An(t) =

\left[   0  - 2Re(\=\alpha n\alpha n - 1)  - 2 Im(\alpha n  - \alpha n - 1)

2Re(\=\alpha n\alpha n - 1) 0  - 2Re(\alpha n  - \alpha n - 1)

2 Im(\alpha n  - \alpha n - 1) 2Re(\alpha n  - \alpha n - 1) 0

\right]   .(37)

Fix \scrO \in SO(3), and let P0(t) be the solution to the initial-value problem

d

dt
P0 = P0A0 with P0(t = 0) = \scrO .(38)

For all other n \in \BbbZ \setminus \{ 0\} , we define Pn(t) via the recurrence relation

Pn+1(t) = Pn(t)Qn(t).(39)

Lemma 3.2. Assume \alpha : \BbbZ \times \BbbR \rightarrow \BbbC is a solution to the Ablowitz--Ladik system
(11). Let \{ Qn\} n\in \BbbZ and \{ Pn\} n\in \BbbZ be as defined by (36) through (39). Then for all
n \in \BbbZ , we have

d

dt
Qn = QnAn+1  - AnQn,(40)

d

dt
Pn = PnAn.(41)

Remark 3.3. The identity (40) can be interpreted as an SO(3)-valued zero-curv-
ature representation of the Ablowitz--Ladik model. The usual 2 \times 2 representation
(cf. [1]) is inferior for our purposes since it leads to a less transparent action of the
SO(3) gauge group of the spin chain model.
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Proof. The claim (40) follows from a lengthy computation, using (11) to compute
the time derivative of Qn. We omit the details.

To prove (41), we argue by induction. For n = 0, (41) is precisely the definition
of P0. Assuming (41) holds for some n \geq 0, and using (39) and (40), we compute

PT
n+1

d
dtPn+1 = QT

nP
T
n

\Bigl[ \bigl( 
d
dtPn

\bigr) 
Qn + Pn

d
dtQn

\Bigr] 
= QT

nP
T
n

\bigl[ 
PnAnQn + Pn(QnAn+1  - AnQn)

\bigr] 
= An+1.

Similarly, assuming that (41) holds for some n+ 1 \leq 0, and using (39), (40), and the
fact that the matrices An are antisymmetric, we compute

PT
n

d
dtPn =

\bigl( 
Pn+1Q

T
n

\bigr) T d
dt

\bigl( 
Pn+1Q

T
n

\bigr) 
= QnP

T
n+1

\Bigl[ \bigl( 
d
dtPn+1

\bigr) 
QT

n + Pn+1
d
dtQ

T
n

\Bigr] 
= QnP

T
n+1

\bigl[ 
Pn+1An+1Q

T
n + Pn+1(A

T
n+1Q

T
n  - QT

nA
T
n )
\bigr] 

= Qn(An+1 +AT
n+1)Q

T
n  - AT

n

= An.

This completes the proof of the lemma.

Theorem 3.4. Let \scrO \in SO(3), and let \alpha : \BbbZ \times \BbbR \rightarrow \BbbC be a solution to the
Ablowitz--Ladik system (11). Let \{ Qn\} n\in \BbbZ and \{ Pn\} n\in \BbbZ be as defined by (36) through

(39). Then \vec{}S : \BbbZ \times \BbbR \rightarrow \BbbS 2 given by

\vec{}Sn(t) = Pn(t)\vec{}e3(42)

is a solution to the system (9).

Proof. On one hand, using Lemma 3.2, we get

d

dt
\vec{}Sn =

d

dt
Pn \vec{}e3 = PnAn \vec{}e3 = Pn

\left[    - 2 Im(\alpha n  - \alpha n - 1)

 - 2Re(\alpha n  - \alpha n - 1)

0

\right]   .(43)

On the other hand, using (39) we compute

1 + \vec{}Sn \cdot \vec{}Sn+1 = 1 + Pn \vec{}e3 \cdot PnQn \vec{}e3 = 1 +
1 - | \alpha n| 2

1 + | \alpha n| 2
=

2

1 + | \alpha n| 2
.

Using also (33), we find

\vec{}Sn \times \vec{}Sn+1 = Pn

\left[   0  - 1 0

1 0 0

0 0 0

\right]   PT
n PnQn \vec{}e3 =

1

1 + | \alpha n| 2
Pn

\left[   2 Im(\alpha n)

2Re(\alpha n)

0

\right]   .
Thus,

 - 2\vec{}Sn \times \vec{}Sn+1

1 + \vec{}Sn \cdot \vec{}Sn+1

 - 2\vec{}Sn \times \vec{}Sn - 1

1 + \vec{}Sn \cdot \vec{}Sn - 1

= Pn

\left[    - 2 Im(\alpha n)

 - 2Re(\alpha n)

0

\right]   + PnQ
T
n - 1

\left[   2 Im(\alpha n - 1)

2Re(\alpha n - 1)

0

\right]   .
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It is easy to verify that for each n \in \BbbZ , the vector
\bigl[ 
2 Im(\alpha n) 2Re(\alpha n) 0

\bigr] T
is

an eigenvector for Qn with eigenvalue 1. Indeed, this vector belongs to the kernel of
q(\alpha n), where q is the antisymmetric matrix defined in (27). Thus,

 - 2\vec{}Sn \times \vec{}Sn+1

1 + \vec{}Sn \cdot \vec{}Sn+1

 - 2\vec{}Sn \times \vec{}Sn - 1

1 + \vec{}Sn \cdot \vec{}Sn - 1

= Pn

\left[    - 2 Im(\alpha n  - \alpha n - 1)

 - 2Re(\alpha n  - \alpha n - 1)

0

\right]   ,
which combined with (43) yields the claim.

4. Invariance of white noise for Ablowitz--Ladik.

Definition 4.1. We say that a global solution \alpha : \BbbZ \times \BbbR \rightarrow \BbbC to the Ablowitz--
Ladik system (11) is a good solution if it satisfies the following two conditions:\int T

 - T

\sum 
n\in \BbbZ 

\langle n\rangle  - q| \alpha n(t)| 2p dt <\infty for some p > q > 1 and all T > 0,(44)

sup
| t| \leq T

\sum 
n\in \BbbZ 

e - c\langle n\rangle | \alpha n(t)| 2 <\infty for some c > 0 and all T > 0.(45)

Remark 4.2. If \alpha (t) = \{ \alpha n(t)\} n\in \BbbZ is a good solution to (11), then so is

\{ ei\phi \alpha n+m(t+ t0)\} n\in \BbbZ 

for any m \in \BbbZ , \phi \in [0, 2\pi ), and t0 \in \BbbR . Indeed, one may use the same parameters p,
q, and c appearing in (44) and (45), respectively.

Theorem 4.3 (almost sure global existence and uniqueness for Ablowitz--Ladik).
Fix \beta > 0. Then for almost every initial data \alpha (0) = \{ \alpha n(0)\} n\in \BbbZ chosen according to
the white noise measure

d\mu \beta 
wn =

\prod 
n\in \BbbZ 

1 + 2\beta 

\pi 

dArea(\alpha n)

(1 + | \alpha n| 2)2+2\beta 
(46)

there exists a unique global good solution \alpha : \BbbZ \times \BbbR \rightarrow \BbbC to the Ablowitz--Ladik system
(11).

Proof. We begin by constructing global solutions to (11) for almost every initial
data chosen according to the measure d\mu \beta 

wn. We will do so by proving that increasingly
large finite-volume solutions to the Ablowitz--Ladik system (21) converge to a solution
to (11), uniformly on compact regions of spacetime.

Let \alpha (0) = \{ \alpha n(0)\} n\in \BbbZ be chosen according to the joint law d\mu \beta 
wn. In what fol-

lows, it will be notationally convenient to use the space of initial data as the underlying
probability space; thus \BbbP = d\mu \beta 

wn and \BbbE refers to the corresponding expectation.
For 4 \leq K \in 2\BbbZ , let \alpha K : \{  - K, . . . ,K\} \times \BbbR \rightarrow \BbbC denote the unique global solution

to (21) with initial data \alpha K(0) = \{ \alpha n(0)\} | n| \leq K constructed in Proposition 2.9. Note
that for differing K, these (random) solutions are coupled together through their
initial data.

We will show that almost surely, the global solutions \alpha K converge uniformly on
compact regions of spacetime as K \rightarrow \infty . To this end, we fix T > 0, and for each
| t| \leq T and 4 \leq K \in 2\BbbZ , we define

MK(t) =
\sum 
n\in \BbbZ 

e - 4\langle n\rangle \bigm| \bigm| \alpha 2K
n (t) - \alpha K

n (t)
\bigm| \bigm| 2
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with the convention that \alpha L
n \equiv 0 for | n| > L. Straightforward computations give

d

dt
MK(t)

=  - 2 Im
\sum 
n\in \BbbZ 

e - 4\langle n\rangle 
\Bigl( 
\alpha 2K
n  - \alpha K

n

\Bigr) \Biggl\{ \bigl( 
1 + | \alpha 2K

n | 2
\bigr) \Bigl[ \bigl( 

\alpha 2K
n+1  - \alpha K

n+1

\bigr) 
+
\bigl( 
\alpha 2K
n - 1  - \alpha K

n - 1

\bigr) \Bigr] 
+
\bigl( 
\alpha K
n+1 + \alpha K

n - 1

\bigr) \Bigl[ 
\alpha 2K
n

\bigl( 
\alpha 2K
n  - \alpha K

n

\bigr) 
+ \alpha K

n

\Bigl( 
\alpha 2K
n  - \alpha K

n

\Bigr) \Bigr] \Biggr\} 
.

Using Cauchy--Schwarz and the fact that 2 + e4\langle n\rangle  - 4\langle n - 1\rangle + e4\langle n\rangle  - 4\langle n+1\rangle \leq 100 uni-
formly for n \in \BbbZ , we get\bigm| \bigm| \bigm| \bigm| ddtMK(t)

\bigm| \bigm| \bigm| \bigm| \leq 100

\biggl[ 
1 + sup

n

\bigm| \bigm| \alpha 2K
n (t)

\bigm| \bigm| 2\biggr] MK(t) +

\biggl[ 
6 sup

n

\bigm| \bigm| \alpha K
n (t)

\bigm| \bigm| 2 + 2 sup
n

\bigm| \bigm| \alpha 2K
n (t)

\bigm| \bigm| 2\biggr] MK(t)

\leq A(t)MK(t),

where
A(t) = 100 + 102 sup

n

\bigm| \bigm| \alpha 2K
n (t)

\bigm| \bigm| 2 + 6 sup
n

\bigm| \bigm| \alpha K
n (t)

\bigm| \bigm| 2 .
Therefore, by Gronwall,

sup
| t| \leq T

MK(t) \leq MK(0) exp

\Biggl( \int T

 - T

A(t) dt

\Biggr) 
.(47)

To continue, we compute

\BbbE MK(0) = \BbbE 
\sum 
n\in \BbbZ 

e - 4\langle n\rangle \bigm| \bigm| \alpha 2K
n (0) - \alpha K

n (0)
\bigm| \bigm| 2 = \BbbE 

\sum 
K<| n| \leq 2K

e - 4\langle n\rangle | \alpha n(0)| 2 \lesssim \beta e
 - 4K

and so

\BbbP 
\bigl( 
MK(0) \geq e - 2K

\bigr) 
\lesssim \beta e

 - 2K .(48)

Using invariance of the measure for the finite-dimensional system (21), we find

\BbbE 
\biggl( 
sup
n

\bigm| \bigm| \alpha L
n(t)

\bigm| \bigm| 2\biggr) = \BbbE 
\biggl( 
sup
n

\bigm| \bigm| \alpha L
n(0)

\bigm| \bigm| 2\biggr) \leq \lambda + \lambda  - \varepsilon \BbbE 
\biggl( 
sup
n

\bigm| \bigm| \alpha L
n(0)

\bigm| \bigm| 2+2\varepsilon 
\biggr) 

\leq \lambda + \lambda  - \varepsilon \BbbE 
\sum 
| n| \leq L

\bigm| \bigm| \alpha L
n(0)

\bigm| \bigm| 2+2\varepsilon 
\lesssim \beta \lambda + \lambda  - \varepsilon L,

provided \varepsilon < 2\beta . The last step here combines (24) and the linearity of expectation.
Choosing \varepsilon = \beta , for simplicity, and optimizing in \lambda , we deduce that

\BbbE 
\biggl( 
sup
n

\bigm| \bigm| \alpha L
n(t)

\bigm| \bigm| 2\biggr) \lesssim \beta L
1

1+\beta 

and so

\BbbP 

\Biggl( \int T

 - T

A(t) dt \geq K

\Biggr) 
\leq K - 1 \BbbE 

\int T

 - T

A(t) dt \lesssim \beta K
 - 1T +K - 1TK

1
1+\beta \lesssim \beta TK

 - \beta 
1+\beta .

(49)
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Combining (47) through (49), we obtain that

\Omega T,K :=

\Biggl\{ 
\alpha (0) : sup

| t| \leq T

MK(t) \lesssim e - K

\Biggr\} 
obeys \BbbP (\Omega c

T,K) \lesssim \beta \langle T \rangle 
\Bigl( 
K - \beta 

1+\beta + e - 2K
\Bigr) 
.

Now let \Omega T be the set of initial data defined via

\Omega T =

\left\{   \alpha (0) : \sum 
4\leq K\in 2\BbbZ 

sup
| t| \leq T

\sqrt{} 
MK(t) <\infty 

\right\}   .

By conservation of the Hamiltonian (22), for any K \geq 4 we have supt\in \BbbR MK(t) <\infty .
Thus,

\Omega T =
\bigcup 

K0\geq 4

\left\{   \alpha (0) : \sum 
K0\leq K\in 2\BbbZ 

sup
| t| \leq T

\sqrt{} 
MK(t) <\infty 

\right\}   \supseteq 
\bigcup 

K0\geq 4

\bigcap 
K\geq K0

\Omega T,K .

In particular,

\BbbP (\Omega c
T ) \leq 

\sum 
K\geq K0

\BbbP (\Omega c
T,K) \lesssim \langle T \rangle 

\biggl( 
K

 - \beta 
1+\beta 

0 + e - 2K0

\biggr) 
\rightarrow 0 as K0 \rightarrow \infty .

Finally, let Tn be a sequence of times diverging to infinity. Then \Omega =
\bigcap 
\Omega Tn

is a set of full measure. Moreover, for an initial data \alpha (0) = \{ \alpha n(0)\} n\in \BbbZ \in \Omega ,
the unique global solutions \alpha K : \BbbZ \times \BbbR \rightarrow \BbbC to (21) with truncated initial data
\alpha K(0) = \{ \alpha n(0)\} | n| \leq K satisfy\sum 

4\leq K\in 2\BbbZ 

sup
| t| \leq T,n\in \BbbZ 

e - 2\langle n\rangle \bigm| \bigm| \alpha 2K
n (t) - \alpha K

n (t)
\bigm| \bigm| <\infty for any T > 0,

which shows that \alpha K converge uniformly on compact regions of spacetime.
It follows from this that the pointwise limit \alpha : \BbbZ \times \BbbR \rightarrow \BbbC is a global solution to

(11) with initial data \alpha (0). Furthermore, for any T > 0 this solution satisfies

sup
| t| \leq T,n\in \BbbZ 

e - 4\langle n\rangle \bigm| \bigm| \alpha n(t)
\bigm| \bigm| 2 <\infty ,

which yields (45) in the definition of a good solution (with c > 4).
Our next goal is to prove that the statistical ensemble of global solutions \alpha to

(11) that we constructed above satisfies

\BbbE 
\int T

 - T

\sum 
n\in \BbbZ 

\langle n\rangle  - q| \alpha n(t)| 2p dt <\infty (50)

for any 1 < q < p < 1 + 2\beta and any T > 0. In this way, we see that (11) admits a
global good solution for a full measure set of initial data.

Fix T > 0 and 4 \leq K \in 2\BbbZ . By invariance of the measure for the finite-dimensional
system (21), we obtain

\BbbE 
\int T

 - T

\sum 
n\in \BbbZ 

\langle n\rangle  - q| \alpha K
n (t)| 2p dt =

\int T

 - T

\BbbE 
\sum 
n\in \BbbZ 

\langle n\rangle  - q| \alpha K
n (0)| 2p dt \lesssim \beta T,
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provided merely q > 1 and p < 1+2\beta . As \alpha K converge uniformly on compact regions
of spacetime to \alpha , Fatou's lemma implies (50).

Finally, it remains to prove uniqueness in the class of good solutions. Let \alpha (t) and
\beta (t) be two good solutions to (11) with initial data \alpha (0) = \beta (0). Assume, towards
a contradiction, that the two solutions \alpha and \beta are not equal. Then, translating in
space (cf. Remark 4.2) and reversing time if necessary, we may find T > 0 so that

\alpha 0(T ) \not = \beta 0(T ).(51)

As \alpha and \beta verify (44) and (45), there exist \sigma \in (0, 1) and positive constants AT ,
c, and BT such that\int T

 - T

sup
| n| \leq 2N

\Bigl[ 
1 + | \alpha n(t)| 2 + | \beta n(t)| 2

\Bigr] 
dt \leq ATN

\sigma uniformly for N \geq 1,(52)

sup
| t| \leq T

\sum 
n\in \BbbZ 

e - c| n| 
\Bigl[ 
1 + | \alpha n(t)| 2 + | \beta n(t)| 2

\Bigr] 
\leq BT .(53)

Indeed, in terms of the parameters appearing in (44), we may take

\sigma = max
\bigl\{ 

q\alpha 
p\alpha 
,
q\beta 
p\beta 

\bigr\} 
and c = max\{ c\alpha , c\beta \} .

To continue, for t \in [ - T, T ] we define

M(t) =
\sum 
n\in Z

e - 3c| n| \bigm| \bigm| \alpha n(t) - \beta n(t)
\bigm| \bigm| 2.

A straightforward computation yields\bigm| \bigm| dM
dt

\bigm| \bigm| \leq \sum 
n\in \BbbZ 

e - 3c| n| (1 + | \alpha n| 2)
\Bigl[ 
2| \alpha n  - \beta n| 2 + | \alpha n+1  - \beta n+1| 2 + | \alpha n - 1  - \beta n - 1| 2

\Bigr] 
+
\sum 
n\in \BbbZ 

e - 3c| n| 2| \alpha n  - \beta n| 2
\bigl( 
| \alpha n| + | \beta n| 

\bigr) \bigl( 
| \beta n+1| + | \beta n - 1| 

\bigr) 
\leq Ce3c sup

| n| \leq 2N

(1 + | \alpha n(t)| 2 + | \beta n(t)| 2)M(t)

+ Ce3c
\sum 

| n| \geq N

e - 3c| n| \bigl( 1 + | \alpha n(t)| 2 + | \beta n(t)| 2
\bigr) 2

for some absolute constant C and N \geq 2. Now employing (53) we obtain

\bigm| \bigm| dM
dt

\bigm| \bigm| \leq Ce3c

\Biggl\{ 
sup

| n| \leq 2N

(1 + | \alpha n(t)| 2 + | \beta n(t)| 2)M(t) + e - cNB2
T

\Biggr\} 

uniformly for t \in [ - T, T ] and N \geq 2. By Gronwall and (52), this implies

M(T ) \leq Ce3cTB2
T exp

\Bigl\{ 
 - cN + Ce3cATN

\sigma 
\Bigr\} 
.

This contradicts (51), since the RHS above converges to zero as N \rightarrow \infty , thereby
completing the proof of uniqueness.

Theorem 4.4 (invariance of white noise for Ablowitz--Ladik). Fix \beta > 0. Then
the white noise measure d\mu \beta 

wn is left invariant by the flow of the Ablowitz--Ladik system
(11).
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Proof. Let \alpha (0) = \{ \alpha n(0)\} n\in \BbbZ belong to the full-measure set of initial data for
which Theorem 4.3 guarantees the existence of a unique global good solution to (11),
and let \alpha : \BbbZ \times \BbbR \rightarrow \BbbC denote this solution. To prove invariance of the white noise
measure, it suffices to show that\int 

F (\alpha (t)) d\mu \beta 
wn(\{ \alpha n(0)\} ) =

\int 
F (\alpha (0)) d\mu \beta 

wn(\{ \alpha n(0)\} )

for all t \in \BbbR and all bounded continuous functions F depending on only finitely many
coordinates.

To proceed, we fix such an F and choose N large enough so that F is determined
by \alpha  - N , . . . , \alpha N . For K \geq N , let \alpha K denote the unique global solution to (21) with
data \alpha K(0) = \{ \alpha n(0)\} | n| \leq K ; see Proposition 2.9. This proposition also shows that
the measure

d\mu \beta ,K
wn (\{ \alpha n(0)\} ) =

\prod 
 - K\leq n\leq K

1 + 2\beta 

\pi 

dArea(\alpha n)

(1 + | \alpha n| 2)2+2\beta 

is left invariant by this flow. Thus for any t \in \BbbR ,\int 
F (\alpha (0)) d\mu \beta 

wn(\{ \alpha n(0)\} ) =
\int 
F (\alpha  - N (0), . . . , \alpha N (0)) d\mu \beta 

wn(\{ \alpha n(0)\} )

=

\int 
F (\alpha  - N (0), . . . , \alpha N (0)) d\mu \beta ,K

wn (\{ \alpha n(0)\} )

=

\int 
F (\alpha K

 - N (t), . . . , \alpha K
N (t)) d\mu \beta ,K

wn (\{ \alpha n(0)\} )

=

\int 
F (\alpha K

 - N (t), . . . , \alpha K
N (t)) d\mu \beta 

wn(\{ \alpha n(0)\} ).

As \alpha K converges to \alpha uniformly on compact regions of spacetime as K \rightarrow \infty , so\int 
F
\bigl( 
\alpha K
 - N (t), . . . \alpha K

N (t)
\bigr) 
d\mu \beta 

wn(\{ \alpha n(0)\} ) \rightarrow 
\int 
F (\alpha  - N (t), . . . \alpha N (t)) d\mu \beta 

wn(\{ \alpha n(0)\} )

as K \rightarrow \infty . This completes the proof of the theorem.

5. Invariance of the Gibbs measure for the spin model. In this section we
prove almost sure global existence and uniqueness for the spin chain model (9) with
initial data distributed according to the Gibbs measure. Moreover, we show that the
flow of (9) leaves the Gibbs measure invariant.

Our first task is to make sense of the Gibbs measure for (9). We say that a
measure with expectation \BbbE \beta is a Gibbs measure at inverse temperature \beta for (9)
if it satisfies the DLR condition. This condition takes its name from the work of
Dobruschin [11] and Lanford--Ruelle [30]. In the setting of our model, it says the
following: for any bounded and continuous function f and any integers a \leq b,

\BbbE \beta 

\bigl\{ 
f
\bigl( 
\vec{}Sa, . . . , \vec{}Sb

\bigr) \bigm| \bigm| \vec{}Sa - 1, \vec{}Sb+1

\bigr\} (54)

=
1

Zab

\int 
\BbbS 2
. . .

\int 
\BbbS 2
f
\bigl( 
sa, . . . , sb

\bigr) 
p(\vec{}Sa - 1, sa)p(sb, \vec{}Sb+1)

b - 1\prod 
k=a

p(sk, sk+1)dsa \cdot \cdot \cdot dsb,
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where

p(s, \sigma ) =
1 + 2\beta 

4\pi 
exp

\biggl\{ 
2\beta log

\biggl( 
1 - 1

4
| s - \sigma | 2

\biggr) \biggr\} 
=

1 + 2\beta 

4\pi 

\biggl( 
1 + s \cdot \sigma 

2

\biggr) 2\beta 

,(55)

as dictated by (10). The numerical factor 1+2\beta 
4\pi is included here for later convenience.

It is inconsequential in (54), because it is canceled by the normalization constant

Za,b =

\int 
\BbbS 2
\cdot \cdot \cdot 
\int 
\BbbS 2
p(\vec{}Sa - 1, sa)p(sb, \vec{}Sb+1)

b - 1\prod 
k=a

p(sk, sk+1) dsa \cdot \cdot \cdot dsb.

Here and below, integration over the sphere is performed with respect to area mea-
sure; hence

\int 
\BbbS 2 ds = 4\pi . This is dictated by the symplectic structure underlying

Definition 1.1.

Proposition 5.1 (existence and uniqueness of the Gibbs measure). The spin
chain model (9) admits a unique Gibbs measure at inverse temperature \beta > 0. More-
over, for any integers n \leq m,

\BbbE \beta 

\Bigl\{ 
f
\bigl( 
\vec{}Sn, . . . , \vec{}Sm

\bigr) \Bigr\} 
=

\int 
\BbbS 2
\cdot \cdot \cdot 
\int 
\BbbS 2
f
\bigl( 
sn, . . . , sm

\bigr) m - 1\prod 
k=n

p(sk, sk+1) dsn \cdot \cdot \cdot dsm,(56)

using the notation (55). We denote this Gibbs measure by d\mu \beta 
Gibbs.

Remark 5.2. The law (56) shows that the random variables \{ \vec{}Sn\} can also be
interpreted as the stationary Markov chain associated to the transition probabilities

\BbbE \beta 

\Bigl\{ 
f
\bigl( 
\vec{}Sn+1

\bigr) \bigm| \bigm| \vec{}Sn

\Bigr\} 
=

\int 
\BbbS 2
f
\bigl( 
s
\bigr) 
p(s, \vec{}Sn) ds.

Proof. The formula (56) gives a consistent family of marginals. Thus, by Kol-
mogorov's extension theorem there exists a unique probability measure with these
marginals. It is easy to verify directly from (56) that this probability measure satis-
fies the DLR condition (54). It thus remains to verify that any law \BbbE \beta satisfying the
DLR condition (54) has marginals given by (56).

To continue, we define inductively the kernels pk : \BbbS 2 \times \BbbS 2 \rightarrow \BbbR via

p1(s, \sigma ) = p(s, \sigma ) and pk+1(s, \sigma ) =

\int 
\BbbS 2
pk(s, v)p(v, \sigma ) dv.

With this notation, (54) implies that for any integers a < n \leq m < b,

\BbbE \beta 

\Bigl\{ 
f
\bigl( 
\vec{}Sn, . . . , \vec{}Sm

\bigr) \Bigr\} 
= \BbbE \beta 

\Bigl\{ 
\BbbE \beta 

\bigl\{ 
f
\bigl( 
\vec{}Sn, . . . , \vec{}Sm

\bigr) \bigm| \bigm| \vec{}Sa, \vec{}Sb

\bigr\} \Bigr\} 
= \BbbE \beta 

\Biggl\{ \int 
\BbbS 2
\cdot \cdot \cdot 
\int 
\BbbS 2

pn - a(\vec{}Sa, sn)pb - m(sm, \vec{}Sb)

pb - a(\vec{}Sa, \vec{}Sb)
f
\bigl( 
sn, . . . , sm

\bigr) 
\times 

m - 1\prod 
k=n

p1(sk, sk+1) dsn \cdot \cdot \cdot dsm

\Biggr\} 
.

To obtain (56), it thus suffices to show that

pk(s, \sigma ) \rightarrow 1
4\pi uniformly as k \rightarrow \infty .(57)
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Let P denote the operator with kernel p1; this operator is compact, self-adjoint,
and positivity-improving; moreover, the constant functions are eigenvectors with
eigenvalue 1. Therefore, by the Perron--Frobenius theorem, P k converges in oper-
ator norm to projection onto constant functions as k \rightarrow \infty . Writing

pk+2(s, \sigma ) = \langle p(s, \cdot ), P kp(\cdot , \sigma )\rangle L2(\BbbS 2),

this immediately implies (57) and so completes the proof of the proposition.

Now that we have established existence and uniqueness of the Gibbs measure for
the spin chain model (9) at inverse temperature \beta > 0, we wish to prove almost sure
global existence and uniqueness of solutions to (9) for data distributed according to
this measure. We will work with the following notion of solution.

Definition 5.3. We say that a global solution \vec{}S : \BbbR \times \BbbZ \rightarrow \BbbS 2 to the spin chain
model (9) is a good solution if it satisfies the following:\int T

 - T

\sum 
n\in \BbbZ 

\langle n\rangle  - q\bigl[ 
1 + \vec{}Sn(t) \cdot \vec{}Sn+1(t)

\bigr] p dt <\infty for some p > q > 1 and all T > 0,(58)

sup
| t| \leq T

\sum 
n\in \BbbZ 

e - c\langle n\rangle 

1 + \vec{}Sn(t) \cdot \vec{}Sn+1(t)
<\infty for some c > 0 and all T > 0.(59)

Note that the property of being a good solution is invariant under rigid rotations
(the natural gauge transformations), as well as space and time translations. In view of
the denominators in (9), it is necessary to avoid consecutive spins being antiparallel.
The above restriction is a more quantitative version of this that allows us to prove
uniqueness and is connected to our notion of good solution to (11) via the discrete
Hasimoto transform. We do not know if uniqueness holds for completely general
classical solutions to (9).

Proposition 5.4 (uniqueness of good solutions). Let \vec{}S(t) and \vec{}U(t) be global

good solutions to (9) with initial data \vec{}S(0) = \vec{}U(0). Then \vec{}S(t) = \vec{}U(t) for all t \in \BbbR .

Proof. Fix T > 0. As \vec{}S and \vec{}U verify (58) and (59), there exist \sigma \in (0, 1), c > 0,
and positive constants AT and BT such that\int T

 - T

sup
| n| \leq 2N

\Biggl[ 
1 +

1

1 + \vec{}Sn(t) \cdot \vec{}Sn+1(t)
+

1

1 + \vec{}Un(t) \cdot \vec{}Un+1(t)

\Biggr] 
dt \leq ATN

\sigma (60)

uniformly for N \geq 2 and

sup
| t| \leq T

\sum 
n\in \BbbZ 

e - c| n| 

\Biggl[ 
1 +

1

1 + \vec{}Sn(t) \cdot \vec{}Sn+1(t)
+

1

1 + \vec{}Un(t) \cdot \vec{}Un+1(t)

\Biggr] 
\leq BT .(61)

To continue, for t \in [ - T, T ] we define

M(t) =
\sum 
n\in Z

e - 2c| n| \bigm| \bigm| \vec{}Sn(t) - \vec{}Un(t)
\bigm| \bigm| 2

with c as above. A straightforward computation yields

dM

dt
=  - 4

\sum 
n\in \BbbZ 

e - 2c| n| (\vec{}Sn  - \vec{}Un)\cdot 

\Biggl\{ 
\vec{}Sn + \vec{}Sn+1

| \vec{}Sn + \vec{}Sn+1| 2
\times \vec{}Sn+1  - 

\vec{}Un + \vec{}Un+1

| \vec{}Un + \vec{}Un+1| 2
\times \vec{}Un+1

+
\vec{}Sn + \vec{}Sn - 1

| \vec{}Sn + \vec{}Sn - 1| 2
\times \vec{}Sn - 1  - 

\vec{}Un + \vec{}Un - 1

| \vec{}Un + \vec{}Un - 1| 2
\times \vec{}Un - 1

\Biggr\} 
.
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Using | \vec{}a\times \vec{}b - \vec{}c\times \vec{}d| \leq | \vec{}a - \vec{}c| | \vec{}b| + | \vec{}c| | \vec{}b - \vec{}d| followed by the arithmetic-geometric mean
inequality, we get

\bigm| \bigm| \bigm| dM
dt

\bigm| \bigm| \bigm| \leq 4
\sum 
n\in \BbbZ 

e - 2c| n| | \vec{}Sn  - \vec{}Un| 

\Biggl\{ 
| \vec{}Sn  - \vec{}Un| + | \vec{}Sn+1  - \vec{}Un+1| 
| \vec{}Sn + \vec{}Sn+1| | \vec{}Un + \vec{}Un+1| 

+
| \vec{}Sn+1  - \vec{}Un+1| 
| \vec{}Un + \vec{}Un+1| 

+
| \vec{}Sn  - \vec{}Un| + | \vec{}Sn - 1  - \vec{}Un - 1| 
| \vec{}Sn + \vec{}Sn - 1| | \vec{}Un + \vec{}Un - 1| 

+
| \vec{}Sn - 1  - \vec{}Un - 1| 
| \vec{}Un + \vec{}Un - 1| 

\Biggr\} 

\leq Ce2c sup
| n| \leq 2N

\Biggl\{ 
1 +

1

1 + \vec{}Sn \cdot \vec{}Sn+1

+
1

1 + \vec{}Un \cdot \vec{}Un+1

\Biggr\} 
M(t)

+ Ce2c
\sum 

| n| \geq N

e - 2c| n| 

\Biggl\{ 
1 +

1

1 + \vec{}Sn \cdot \vec{}Sn+1

+
1

1 + \vec{}Un \cdot \vec{}Un+1

\Biggr\} 

for some absolute constant C and any N \geq 2. AsM(0) = 0 by assumption, combining
Gronwall with (60) and (61) yields

sup
| t| \leq T

| M(t)| \leq Ce2cTBT exp
\bigl\{ 
 - cN + Ce2cATN

\sigma 
\bigr\} 
\rightarrow 0 as N \rightarrow \infty .

Therefore, M(t) = 0 for all | t| \leq T . As T > 0 was arbitrary, this shows that
S(t) = U(t) for all t \in \BbbR .

We are now ready to tackle Theorem 1.2, whose proof will occupy the remainder
of this section.

Proof of Theorem 1.2. We first address the existence of global good solutions to
(9), for which we will rely on the results of sections 3 and 4. Specifically, Theorem 4.3
guarantees the existence of a full measure set of initial data distributed according to
the white noise measure d\mu \beta 

wn for which there exist unique global good solutions to
(11). Let \alpha (0) belong to this full measure set of initial data, and let \alpha : \BbbZ \times \BbbR \rightarrow \BbbC 
denote the unique global good solution to (11) with initial data \alpha (0). Let \scrO \in SO(3)
be an independent random variable distributed according to the Haar measure. (This
plays the role of a random choice of gauge.) For n \in \BbbZ , we define Qn(t) and Pn(t)

as in (36) through (39). By Theorem 3.4, \vec{}S(t) = \{ \vec{}Sn(t)\} n\in \BbbZ defined as in (42) is a
global solution to (9). Moreover, since \alpha verifies (44) and (45), it is easy to check that
\vec{}S verifies (58) and (59), and so it is a global good solution to (9). Proposition 5.4
shows that this solution is uniquely determined by the initial data.

This uniqueness is important: We have constructed a solution for a.e. choice
of \alpha (0) and \scrO , but (due to gauge invariance) the mapping of these into initial spin

configurations \vec{}S(0) is very far from being injective. Uniqueness guarantees that the

solution \vec{}S(t) is actually determined by (i.e., measurable with respect to) the initial
data.

Next, we have to verify that the initial data \vec{}S(0) for the solution to (9) constructed

above is indeed distributed according to the Gibbs measure d\mu \beta 
Gibbs. This is the

scope of the next proposition. In fact, together with Proposition 5.4, our next result
also proves that the Gibbs measure d\mu \beta 

Gibbs is left invariant by the flow of (9), thus
completing the proof of Theorem 1.2.

Proposition 5.5. For any t \in \BbbR , the sequence \vec{}S(t) = \{ \vec{}Sn(t)\} n\in \BbbZ is distributed

according to the Gibbs measure d\mu \beta 
Gibbs.
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Proof. The proof proceeds in two steps: First we verify the invariance of the
joint law dHaar d\mu \beta 

wn under the flow given by (11) and (38). Then we prove that the

measure on the spins induced by dHaar d\mu \beta 
wn agrees with d\mu \beta 

Gibbs.
Step 1. To verify invariance of the joint law dHaar d\mu \beta 

wn under the flow given by
(11) and (38), it suffices to show that for any N \geq 0 and any bounded continuous
function F : SO(3)\times \BbbR 2N+1 \rightarrow \BbbR we have\int \int 

F
\bigl( 
P0(t), \alpha  - N (t), . . . , \alpha N (t)

\bigr) 
dHaar(P0(0)) d\mu 

\beta 
wn(\{ \alpha (0)\} )

=

\int \int 
F
\bigl( 
P0(0), \alpha  - N (0), . . . , \alpha N (0)

\bigr) 
dHaar(P0(0)) d\mu 

\beta 
wn(\{ \alpha (0)\} )

(62)

for all t \in \BbbR .
To this end, let \scrA denote the \sigma -algebra generated by the random variables \alpha n(0).

For a full measure set of initial data, there exists a unique global good solution \alpha (t)
to (11). This shows that \alpha (t) is \scrA -measurable for all t \in \BbbR . Moreover, defining A0(t)
via (37) and then \Phi (t) by

d

dt
\Phi (t) = \Phi (t)A0(t) with \Phi (0) = Id,

we see that \Phi (t) is also \scrA -measurable. Note that P0(0) is independent of \scrA .
Thus, by right-invariance of the Haar measure followed by invariance of the white

noise measure under the flow of (11), we obtain the left-hand side (LHS) of (62):

\BbbE \beta 

\Bigl\{ 
\BbbE \beta 

\bigl\{ 
F
\bigl( 
P0(0)\Phi (t), \alpha  - N (t), . . . , \alpha N (t)

\bigr) \bigm| \bigm| \scrA \bigr\} \Bigr\} 
=

\int \int 
F
\bigl( 
\scrO , \alpha  - N (t), . . . , \alpha N (t)

\bigr) 
dHaar(\scrO ) d\mu \beta 

wn(\{ \alpha (0)\} )

=

\int \int 
F
\bigl( 
\scrO , \alpha  - N (0), . . . , \alpha N (0)

\bigr) 
dHaar(\scrO ) d\mu \beta 

wn(\{ \alpha (0)\} ) = RHS of (62).

This proves invariance of the joint law dHaar d\mu \beta 
wn.

These arguments also yield the law of a single spin: In view of (39), for any n \in \BbbZ 
and t \in \BbbR , there is an \scrA -measurable matrix \Phi n(t) \in SO(3) so that

\vec{}Sn(t) = P0(0)\Phi n(t)\vec{}e3; indeed, \Phi n(t) =

\Biggl\{ 
\Phi (t)Q0(t) \cdot \cdot \cdot Qn - 1(t) : n \geq 0,

\Phi (t)Q - 1(t)
T \cdot \cdot \cdot Qn(t)

T : n \leq 0.

As P0(0) is Haar distributed and independent of \scrA ,

\BbbE \beta 

\bigl\{ 
g
\bigl( 
\vec{}Sn(t)

\bigr) \bigr\} 
= \BbbE \beta 

\Bigl\{ 
\BbbE \beta 

\bigl\{ 
g
\bigl( 
P0(0)\Phi n(t)\vec{}e3

\bigr) \bigm| \bigm| \scrA \bigr\} \Bigr\} = 1
4\pi 

\int 
\BbbS 2
g(s) ds.(63)

Step 2. To verify that the measure induced by the joint law dHaar d\mu \beta 
wn on the

spins \{ \vec{}Sn(t)\} n\in \BbbZ agrees with the Gibbs measure d\mu \beta 
Gibbs, it suffices to verify that the

induced measure gives the same marginals as (56).
To this end, fix t \in \BbbR . For k \in \BbbZ , we let \scrA k denote the \sigma -algebra generated by the

random variables \{ Pn(t)\} n\leq k, or equivalently, by \{ Pk(t), \{ \alpha n(t)\} n\leq k - 1\} . Note that
\vec{}Sl(t) is \scrA k measurable if and only if l \leq k.

The key observation is the following.
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Lemma 5.6. For any bounded and continuous function f and any integers n \leq m,

\BbbE \beta 

\Bigl\{ 
f
\bigl( 
\vec{}Sn(t), . . . , \vec{}Sm(t)

\bigr) \bigm| \bigm| \bigm| \scrA m - 1

\Bigr\} 
=

\int 
\BbbS 2
f
\bigl( 
\vec{}Sn(t), . . . , \vec{}Sm - 1(t), sm

\bigr) 
p
\bigl( 
\vec{}Sm - 1(t), sm

\bigr) 
dsm.

(64)

Proof. We use the notation of section 3. As \alpha m - 1(t) is independent of \scrA m - 1,

\BbbE \beta 

\bigl\{ 
g
\bigl( 
Qm - 1(t)\vec{}e3

\bigr) \bigm| \bigm| \scrA m - 1

\bigr\} 
=

\int 2\pi 

0

\int \infty 

0

g

\biggl( 
1

1 + r2

\biggl[ 
2r cos(\theta )
2r sin(\theta )

1 - r2

\biggr] \biggr) 
(1 + 2\beta )r dr d\theta 

\pi (1 + r2)2+2\beta 

for any bounded and continuous function g. Here we used polar coordinates in the

form \alpha m - 1(t) = re - i\theta . Changing variables via cos(\phi ) = 1 - r2

1+r2 with \phi \in [0, \pi ) yields

\BbbE \beta 

\bigl\{ 
g
\bigl( 
Qm - 1(t)\vec{}e3

\bigr) \bigm| \bigm| \scrA m - 1

\bigr\} 
=

\int 2\pi 

0

\int \pi 

0

g

\biggl( \biggl[ 
sin(\phi ) cos(\theta )
sin(\phi ) sin(\theta )

cos(\phi )

\biggr] \biggr) 
1+2\beta 
4\pi 

\Bigl[ 1 + cos(\phi )

2

\Bigr] 2\beta 
sin(\phi ) d\phi d\theta 

=

\int 
\BbbS 2
g(s) 1+2\beta 

4\pi 

\Bigl[ 1 + s \cdot \vec{}e3
2

\Bigr] 2\beta 
ds,

where we used spherical coordinates to obtain the last equality. Consequently,

LHS of (64) = \BbbE \beta 

\Bigl\{ 
f
\bigl( 
\vec{}Sn(t), . . . , \vec{}Sm - 1(t), Pm - 1(t)Qm - 1(t)\vec{}e3

\bigr) \bigm| \bigm| \scrA m - 1

\Bigr\} 
=

\int 
\BbbS 2
f
\bigl( 
\vec{}Sn(t), . . . , \vec{}Sm - 1(t), s

\bigr) 
1+2\beta 
4\pi 

\Bigl[ 
1+s\cdot \vec{}Sm - 1(t)

2

\Bigr] 2\beta 
ds = RHS of (64).

This completes the proof of the lemma.

Applying Lemma 5.6 inductively and then (63), we obtain

\BbbE \beta 

\Bigl\{ 
f
\bigl( 
\vec{}Sn(t), . . . \vec{}Sm(t)

\bigr) \Bigr\} 
= \BbbE \beta 

\Biggl\{ \int 
\BbbS 2
. . .

\int 
\BbbS 2
f
\bigl( 
sn, . . . , sm

\bigr) 
p
\bigl( 
\vec{}Sn - 1(t), sn

\bigr) m - 1\prod 
k=n

p(sk, sk+1) dsn \cdot \cdot \cdot dsm

\Biggr\} 

=

\int 
\BbbS 2
. . .

\int 
\BbbS 2
f
\bigl( 
sn, . . . , sm

\bigr) m - 1\prod 
k=n

p(sk, sk+1) dsn \cdot \cdot \cdot dsm,

which agrees with the Gibbs marginals appearing in (56).

To recapitulate, Proposition 5.5 shows that there exists a full measure set of
initial data for which one can construct global good solutions to (9). Proposition 5.4
then guarantees the uniqueness of these global good solutions for a full measure set
of initial data. Finally, Proposition 5.5 proves that the Gibbs measure d\mu \beta 

Gibbs is left
invariant by the flow of (9), thus completing the proof of Theorem 1.2.
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