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ABSTRACT
This paper describes a hands-on project-based Research Experi-
ences for Computational Science, Engineering, and Mathematics
(RECSEM) program in high-performance data sciences, data ana-
lytics, and machine learning on emerging computer architectures.
RECSEM is a Research Experiences for Undergraduates (REU) site
program supported by the USA National Science Foundation. This
site program at the University of Tennessee (UTK) directs a group
of ten undergraduate students to explore, as well as contribute to
the emergent interdisciplinary computational science models and
state-of-the-art HPC techniques via a number of cohesive compute
and data intensive applications in which numerical linear algebra
is the fundamental building block.

The RECSEM program complements the growing importance
of computational sciences in many advanced degree programs and
provides scienti�c understanding and discovery to undergraduates
with an intellectual focus on research projects using HPC and aims
to deliver a real-world research experience to the students by part-
nering with teams of scientists who are in the forefront of scienti�c
computing research at the Innovative Computing Laboratory (ICL),
and the Joint Institute for Computational Sciences (JICS) at UTK
and Oak Ridge National Laboratory (ORNL). The program also re-
ceives collaborative support from universities in Hong Kong and
Changsha, China.

The program focuses on scienti�c domains in engineering appli-
cations, image processing, machine learning, and numerical parallel
solvers on supercomputers and emergent accelerator platforms, par-
ticularly their implementation on GPUs. The programs also enjoy
close a�liations with researchers at ORNL. Because of these diverse
topics of research areas and backgrounds of this project, in this
paper we discuss the experiences and resolutions in managing and
coordinating the program, delivering cohesive tutorial materials,
directing mentorship of individual projects, lessons learned, and
improvement over the course of the program, particularly from the
perspectives of the mentors. 1

1This paper describes in detail the work presented at the ISC’19 Workshop on HPC
Education and Training for Emerging Technologies [17].
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1 INTRODUCTION
Computational science is an emerging �eld of study that is truly
interdisciplinary, involving researchers from mathematics, com-
puter/information science, and many domain science areas. Com-
putational modeling and simulation have become indispensable
tools in nearly every �eld of science and engineering. The RECSEM
predecessor, called CRUSE (2013-2016), and the current RECSEM
(2017-2019) programs give students a synergetic set of knowledge
and skills that are useful for them to perform scienti�c research
in HPC. These programs aim to deliver a synergetic hands-on re-
search experience to the students by combining the expertise at
the Joint Institute for Computational Sciences (JICS) [12] and the
Innovative Computing Laboratory (ICL) [4] at the University of
Tennessee, focusing at HPC simulation in engineering applications,
emergent schemes of numerical mathematics, and state-of-the-art
numerical linear algebra software, and data intensive computing.
ICL is leader in enabling technologies and software for scienti�c
computing, developing and disseminating high-quality numerical
libraries like LAPACK, ScaLAPACK, PLASMA, and MAGMA [15].

The RECSEM program focuses on scienti�c domains in engineer-
ing applications, images processing, machine learning, and parallel
numerical solvers on HPC and emergent platforms. Figure 1 shows
the principle idea of the REU program. In general, the program
starts with a two-week training session, introducing the students
to the supercomputing environment and the common computa-
tional methods and tools to be used later. Each student is assigned
a project complemented to his/her academics background and com-
puting skill level and solves a computational modeling problem
under the supervision of a team of mentors and advisors.

From 2013 to 2018, these programs have admitted a total of 92
students. Forty of them are international students from our four
collaborating institutes from Hong Kong and three local students
are supported under a separate REU grant from other colleges at
UTK. The CRUSE and RECSEM programs have attracted students
from 28 di�erent colleges across the nation. Out of the 52 domestic
students, 15 are women and 11 are African Americans (3 females).
The students worked on a total of 55 di�erent research projects with
a total of 23 di�erent lead advisors and 18 mentoring research sta�
and student associates at JICS and ICL. The program also enjoys
tight collaborations with researchers at the Oak Ridge National Lab-
oratory (ORNL). Given the scope of activities and size of students
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and sta� in making this program a fruitful experience for the par-
ticipants, we discuss the experiences and resolutions in managing
and coordinating the program, directing mentorship of individual
projects, and lessons learned via exemplary data science projects
building on native linear algebra from ICL.

Figure 1: Design of the RECSEMComputational Science pro-
gram.

2 PROGRAM DESIGN AND PLAN
The CSURE program started in 2013 and lasted for four years. The
revised RECSEM program streamlines the operation and begins in
2107. These programs draw from the computational sciences expe-
riences of JICS sta� and the expertise of numerical linear algebra
building on the HPC platform from ICL.

The principle goal was to promote the ability of undergraduate
students to succeed in a research-oriented program in computa-
tional sciences. Hence the REU programs seek to mimic the pace
and intensity of graduate-level or industrial-level projects with well-
de�ned deliverable deadlines. The intention is to provide the partic-
ipants a good knowledge of how a graduate project is organized
and executed. In addition, its intellectual focus is not only to push
for publishable research outcomes, but also to expose the students
to research experiences through appropriate levels of motivations
and accomplishments. These are major reasons we choose to do a
ten-week long research program, giving students enough time to
master the skills in accomplishing their research goals.

While the primary goal of these programs is to develop students’
interest in pursuing research careers in computational sciences,
we also provide strong professional development, post-program
development opportunities, and social networking for the REU par-
ticipants among themselves. Students are encouraged to continue
their research activities at their home institutions afterward. There
are several major tasks that the students are asked to follow. These
tasks start with an informal in-class presentation, a midterm lecture
presentation, an open poster presentation, and conclude with a �nal
presentations and a �nal report in the last week. These tasks aim
to gradually assist the students towards �nishing their research

goals in time. A detailed listing of the program is available at the
program’s webpage, www.jics.utk.edu/recsem-reu.

Figure 2: Software stack for high-performance data sciences
in RECSEM using linear algebra, data analytics and ML

2.1 Schedule of the REU program
To deliver such a diverse program, a well-planned step-by-step
schedule for the entire summer is desirable to be in place by early
December. Event items for the preparation period include logisti-
cal arrangements, program announcement and recruitment, selec-
tion of students, payroll registration, social activities, preparation
of training materials, evaluation instrumentation, mentor selec-
tion and training, and most importantly identi�cation of research
projects and mentoring teams. Following that will be the ten-week
summer program starting the �rst week of June and ending the �rst
week of August. A typical daily schedule for the last three years
can be found on the RECSEM webpage [10]. A typical timeline of
the program is listed in Table 1.

The last week of the program is reserved for reporting, presentations,
surveys, and meetings with students. It is important to have a detailed
check-out list for each student and a cordial discussion session with
each student. The discussion session involves soliciting general
impressions from each student, including upsides and downsides
of the program, ideas for improvement, and future opportunities
for project work and graduate school. These discussion sessions
provide valuable insights to the advancement and improvement of
the program.

2.2 Recruitment and student selection
The NSF Computer and Information Science Engineering (CISE)
directorate has a joint recruitment program for REU students [11]
but the program opts to do additional recruitment because of the
diverse, interdisciplinary nature of the program. We rely on recruit-
ment through emails and contacts with collaborative institutes of
JICS and ORNL, particularly with an established outreach partner,
Morehouse College in Atlanta, and the campus champions of the
XSEDE program. Many of the applicants are highly recommended
students through the contacts of our collaborators.
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Table 1: Timeline of the REU program

Jan.-March Student recruitment and research project identi�cation
March Student selection and research project selection
April-May Prepare training materials, setup research plan, post detailed schedule
May Mentor training, prepare reference materials, coordinate travel & logistics
First day Goal statement, projects assignment, schedule, survey, social issues, Q&A
1st week Training and hands-on workshop, meeting mentor, de�ne and formulate research goals and plan of projects
2nd week Students �nalize research plan with mentors, 1st social gathering
2–4th week Preliminary study, in-class presentation
5th week Mid-term presentation, 2nd social
6–8th week Research and HPC implementation, �nal poster
9th week Prepare for �nal presentation, extending work
10th week Final presentation, project report, concluding
Last day Survey, Q&A, retrospective movie, summary
August Summarize results, follow up with students for possible extended work
September Survey report, �nal report, project continuation
October Final NSF yearly report submission

Candidates considered for the program �ll out an application
form and write a short essay describing their background, interests
in science, and their goal statements. This information is used to
select students and then to assign them to work on the proposed
core science domains, to ensure that the speci�c proposed projects
are bene�cial to the students and matched to their interests, back-
ground knowledge, and skills.

Student selection is not always a straightforward process because
of the diverse, multidisciplinary nature of this program and the
challenge in �nding participants that match for the various research
topics. A group of mentors and the PI team meets to iterate over the
applicants, ranking the students for their suitability to the program
and the research topics. The deadline for applications is in the late
February but generally moved back depending on the need for more
applicants interested in speci�c research topics.

Participants are selected based on three major factors: the nature
of their home colleges, their interests and background, and their
letters of intent and references. Students from smaller schools with
fewer research opportunities are preferred in order to expand the
national research community. Rising senior students are preferred.
GPA is a deciding factor only if two candidates have comparable
quali�cations. Over the course of CSURE and RECSEM, we have not
seen that GPA is necessarily predictive of success with the program.

Two students are usually assigned to work on one research
subject. Each pair starts o� together but often splits up to work
towards separate research aspects of the same topic at the midpoint
of the program.

Acceptance letters will be sent out as soon as the �rst deadline is
passed. Getting a written commitment from each accepted student
is important. A second set of acceptances is always needed as there
are always students declining to attend. Declination letters also
need to be sent out in a timelymanner; however, itâĂŹswise to keep
in contact with a few applicants in case of unexpected availability.
There are cases that students withdraw late in April for sundry
reasons.

2.3 International students
Having a group of foreign students is an enlightening element to
this program. The goal is to bring together students from di�erent
backgrounds in cultural thinking and education pathways, hop-
ing to broaden the perspectives and understandings of ways of
approaching solving problems. Hong Kong students have partici-
pated in the UTK summer research program under the direction
of Dr. Kwai Wong over a decade. The international students are
funded by their universities. Unlike the selection of the domestic
students, these students are selected competitively primarily based
on their academic achievements. The students are usually highly
academically motivated and look for attending graduate school in
the US, a fact con�rmed by tracking their options after graduation.
Pairing the domestic and the foreign students is done whenever a
project permits. We had six pairs of students, so far and all of them
worked out wonderfully, complementing each other in research
e�orts. Foreign students generally have better methodical skills
while domestic students are more resourceful and investigative.
Overall the domestic students are impressed by the mathematics
and algorithmic training of others, while the foreign students gain
tremendously in open minded ideas and team e�orts. As the pro-
gram goes by, the students mix extremely well and enjoy sharing
thoughts as well as social activities beyond the academic ones, such
as cooking, music, and playing video games together.

2.4 Logistic support and social activities
There are complicating issues for the summer program. The pro-
gram includes students from a foreign country. It has mentors from
UTK and ORNL. The students will have access to supercomputers
at NICS and XSEDE [16]. Conference and meeting rooms have to be
arranged. Visitor badges to ORNL must be processed. The students
each have separate travel plans. Housing must be arranged. Reser-
vation of venues for the planned activities such as group photo
sessions, lecture presentations, poster presentations, and social
gatherings are done early to ensure availability. All of these issues
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require timely e�orts, coordination, patience, and most importantly,
a good supporting team for a successful program.

It is hard to foresee some of the logistic issues for a new program
and usually takes two to three years to �nd good solutions for
them. We recognize that getting the support from the school and
the involvement of the research o�ce do help tremendously.

Housing for students is the most urging logistical issue to be
resolved and must be prepared early. The entire group should stay
together in the arranged housing to help them to blend together
socially. It helps to grow a solid bond among the students by orga-
nizing group activities and encouraging the students to create their
own activities. We determine the housing in early February and
proceed to place the students as soon as we have �nalized the list.

Over the years, we have tried many options to minimize the
cost but eventually settled in on-campus housing at a reduced rate
negotiatedwith the help of our research o�ce. In addition, a number
of o�ces and meeting rooms are arranged to host the students in
close proximity. Co-locating the entire group and student helpers
in one or two rooms strongly enhances the cohesiveness of the
program. There are also meeting rooms available nearby for private
discussions. JICS and ICL have reserved three large o�ces and two
conference rooms for the REU students. These rooms are located
side by side in the same hallway where Kwai Wong’s o�ce is,
making him readily available for any questions anytime.

JICS and ICL have research sta�, students, and administrative
sta�. The JICS mentors include UT faculty, sta� members in ORNL
research groups, and joint faculty with appointments at both UTK
and ORNL. The REU program has bene�ted tremendously from
this infrastructure and sta� support.

The program starts o� with a campus walk and a group lunch on
the �rst day. There are also two organized gatherings in the apart-
ment complex. The students also participate in activities organized
for undergraduate summer interns by the UTK o�ce of research.
Such activities include a tour of the Neyland football stadium and
a few luncheon talks about graduate school application and schol-
arship information. Some highlight activities include a trip to the
Great Smoky Mountain National Park or the Fall Creek Falls State
Park, the Knoxville zoo and a tour to the Spallation Neutron Source
facility at ORNL. These social activities help to bring the group
together and improve morale.

Importantly, we have arranged a local student to serve as the
lead of the group, helping the group to resolve some of the logistic
issues in town.

2.5 Computing resources
The JICS facility represents an investment by the state of Tennessee
and features a state-of-the art auditorium, conference rooms, and
suites for students and visiting sta�. It also provides the access
to di�erent parallel computing platforms available at NICS and
XSEDE [16]. The ICL has expertise in the fundamental building
block of numerical libraries on HPC systems, with emphasis on
GPUs. In particular, RECSEM uses the MAGMA libraries to build
new data analytics and ML capabilities, e.g., MagmaDNN [1–3, 6–
9, 13], as well as computational support for applications in various
�elds, as illustrated on Figure 2.

Table 2: Timeline of the program

Stage Week Project targets
Training 1.5 Lectures, exercises, research skills
Science Study 1.5 Overview and set research plan
Formulation 1.0 Objectives and algorithm, short talk
Prototyping 2.0 Description, midterm presentation
Implementation 2.0 Results, poster presentation
Concluding 1.0 Final presentation and report

In the RECSEM program, we turn to XSEDE to support the com-
puting need for the research projects. An educational allocation
is obtained to access resources in PSC, SDSC, and TACC. Such ar-
rangement has huge impact to the multi-discipline nature of the
program that we organize, not just the variety of hardware plat-
forms ranging from traditional core-based component to various
types of accelerators, but also the availability of software and the
interactive access for development and testing purposes. Matlab is
openly available on XSEDE’s bridges system, which helps tremen-
dously. The GPU platform available on XSEDE’s comet and bridges
platforms provide excellent computing platforms for data science
projects. In addition, we have also arranged individual multicore
workstations �tted with a low end P100 compatible GPU card used
for code development. These workstations provide a good alterna-
tive to accessing supercomputing remotely.

3 RESEARCHWORK AND MENTORSHIP
This REU program addresses the growing importance of compu-
tational sciences in many advanced degree programs. The agenda
of the program is organized around a synergistic set of ideas and
practices that are common to many scienti�c domains. The focus
of the projects leverages the multidisciplinary expertise of the sta�
in JICS, UTK, and ORNL.

In order to provide students with the most valuable and realistic
experience in computational sciences we have identi�ed several
di�erent areas of signi�cant interest and expertise within our orga-
nization. A participant will select a scienti�c area in which he/she
would like to be involved. Students are paired to work as a team
together with their assigned scienti�c mentors and advisors.

One of the major theme in the RECSEM program is to deliver
the fundamental concepts of numerical linear library which is the
major building block of computational intensive and data driven
sciences. We will provide exemplary data science projects using the
home grown numerical libraries, LAPACK and Magma. The other
major theme is to deliver a set of software tool and work�ow frame
that can facilitate the development and launching di�erent simula-
tion applications on scalable HPC platforms. These projects breed
cross interactions among team of students as well as promoting
computation performance of simulating programs.

3.1 Stages of the research plan and mentor
experiences

The schedule of the research program is organized into six pro-
gressing stages shown in Table 2.
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The program begins with a kick-o� meeting to highlight the
agenda of the program and introduce the team of researchers and
sta� working in the project. A set of tutorials containing a series
of lecture materials and a clear calendar of schedule of work and
activities is listed on the program website [10] and is available to
the participants at start.

The �rst day is reserved for payroll paperwork, initial survey,
introduction of students, exchanging email addresses, Q&A, intro-
ducing a local student team leader, and a campus walk. A list of
safety reminders, health concerns, complaints, and emergency con-
tact information is discussed in detail. During the program sessions,
occasional health issues arise and absence and sick policy will be
given.

The �rst stage of the program includes an in-depth introduction
to the use of supercomputers, including programming languages
and compiling procedures, batch queuing systems, and I/O tools.
Training activities include classroom instruction, hands-on exer-
cises, research and modeling design, and computational studies.
Tutorials come with hands-on exercises that put them to work as
teams. Recognizing there is an uneven level of expertise in comput-
ing, we always pair the team up to compensate for their knowledge
in computer and domain sciences. The introductory sessions inter-
sperse lectures with discussion questions, emphasis on group e�ort
on problem solving, and hands-on exercises.

Research topics are assigned to students ahead of time; however,
should they change their mind, they may do so in the �rst week.
An important task of the �rst week is to give speci�c assignments
to students to help them begin making progress on their research
topic.

The second week of work includes an introduction to the domain
science areas and the speci�c project content assigned to each team
of students. This involves hour-long talks by the subject mentors.
We avoid asking students to spend time on learning materials that
they will not use. The rest of the week moves to scienti�c study
with literature review, reading and discussing relevant articles, and
hands-on practice with relevant computational methods and tools.
The �rst two weeks are crucial to set the right path for each project
of the program. The PI team will discuss with each project mentors
and determine if the set of goals of a project is not clearly de�ned or
too di�cult for the students to achieve in ten weeks. The discussion
and meeting with mentors will also help the students to draw their
research plan.

In later stages, students start to identify their research plans
under the direction of their mentors. Every student will conclude
the research plan and project goal in three weeks. Student progress
toward their planned goals is evaluated frequently during the pro-
gram. Mathematical formulation and algorithmic prototyping and
testing are then followed. The last week will be reserved for con-
cluding the project, presenting the �nal results, and �nishing the
�nal report.

3.2 Progress oversight and deliverables
The program has �ve deliverables. These are designed to steer the
students to �nish their projects on time. The timeline of these
deliverables is listed clearly on the webpage and emphasized in

the �rst week of the program. The �rst deliverable is a short in-
class summary talk of the research topic and the approach. The
second deliverable is an open presentation of their research work and
initial results. It is aimed to orient the students to focus on their
works, help crystallize the approach, and make students aware of
the project timeline.

The third deliverable is a public poster presentation, organized
with other groups of REU students. The posters help students to
organize their results. Students also have the opportunity to review
other projects and potentially seek ideas to improve theirs.

The last two weeks of the program have the students working
toward concluding their projects with a �nal presentation. Each pre-
sentation lasts for 40 minutes and usually receiving a number of
questions from their peers and attendants. Final presentations are
great experiences for the participants and represent a concluding
milestone for their research endeavors.

The last piece of work is a report. This is, in fact, a continuous
process from the beginning, with students organizing their weekly
summaries and articulating their results in detailed reports. Each
student is encouraged to keep a weekly summary report. The �nal
report will be a combined work that documents the studentâĂŹs
progress and �ndings. Yet in fact, this turns out to be the most de-
manding part of the 10-week program. Hence, it is very important to
keep reminding students throughout the program to work on docu-
menting their e�orts and results. Every presentation and report of the
projects in the REU program can be found on www.jics.utk.edu/recsem-
reu.

3.3 Research projects
The research topics available for the participants span a wide range
of scienti�c and engineering domains yet follow a synergistic theme
of numerical computation or data analytics. Each of the areas cor-
responds to signi�cant capabilities at UTK or ORNL with active
researchers and projects. All projects include hands-on experience
and use of parallel computing in the various scienti�c and engi-
neering domains of the program.

Research projects are selected based on the expertise of the core
team of mentors and the backgrounds of applicants. Descriptions
of previous research projects, from traditional domain sciences
to cross-disciplinary data computation are listed in the following
sections.

Overall, the projects selected in the RECSEM program circle
around a synergistic theme of simulation and implementation on
the HPC platforms. They involve many cross team collaboration
and e�ort. Although a team of students concentrates on their own
project, they are exposed to research elements that help them to
explore helpful ideas and seek suggestions from other teams to
expand or advance their research scope.

3.3.1 Data Analytics and Machine Learning. A common theme
for all projects is the use of high-performance numerical libraries,
data analytics, and machine learning. Several projects are speci�-
cally targeting the development of such capabilities. Examples are
the development of MagmaDNN [1–3, 6–9, 13], a high-performance
data analytics and deep neural networks (DNN) framework for
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manycore GPUs and CPUs. Students learn state-of-the-art algo-
rithms and performance optimizations techniques for data analyt-
ics and machine learning, implement them in open source library,
and also help other students use these capabilities for data-driven
science projects. Projects have included the development of the
MagmaDNN DNN framework [7], extensions with convolution al-
gorithms [2], including Winograd [6], mixed-precision FFTs using
the new FP16 Tensor Cores units on Nvidia GPUs [3, 13], paralleliza-
tion and addition of new features [9], hyper-parameter optimiza-
tion framework [1], and scalability improvements [8]. A number
of applications using DNN in general start o� with using Keras [5]
and TensorFlow [14] for algorithmic development and move to
using MagmaDNN to enhance programming e�ciency on HPC
platforms. Such cross team interaction among students encourage
exchanges of ideas and inject values of research collaborations.
Students with strong CS and Mathematics background are assigned
to these projects.

3.3.2 Computational Engineering and Sciences Applications. En-
gineers have been using supercomputers to analyze and resolve
many challenging problems for many years. Nowadays, computer
simulation has become a mandatory step in the process of design
and development for many industrial applications. Projects com-
pleted by the participants include climate and pollution transport
simulations, biomechanics modeling, tra�c �ow computation, and
power system evaluation.

Computational chemistry, physics, and geography have big foot-
prints on large scale supercomputers. Participants have completed
a number of projects in quantum mechanics, molecular dynamics,
neutron image reconstruction, and GIS modeling.

In general, these projects fall in the category of solving systems
of ordinary or partial di�erential equation of the conservation laws
systems. A variety of open source community or commercial codes
are used. The goals are primarily to analyze the response of speci�c
modeling systems and enhancement of the simulation methodol-
ogy on the HPC systems. Although students will not involve in
developing the code, they are required to understand the models,
the mathematical equations and the numerical implementation of
the project. As the simulation is carried out on HPC platforms,
the usage and understanding of various numerical libraries will
determine the performance of the simulations. These projects will
work well for students in engineering and applied mathematics.

3.3.3 Numerical Mathematics and data science projects. Numeri-
cal mathematics is the building block of computer simulation of ev-
ery scienti�c application. A science problem can usually be modeled
by a set of mathematical equations and then numerically solved on
computers. The e�ectiveness of these solvers is often determined by
the combination of the speci�c choice of numerical schemes and im-
plementations, which is particularly true on HPC platform. A theme
of the research projects is to develop e�cient numerical schemes
for equation-based and data-based applications, generally needed
in a lot large-scale engineering simulations. Projects completed by
the participants include implementation and comparison of con-
tinuous and discontinuous discretization formulations, machine
learning algorithms for images and signal processing problems,
topological analysis of high-dimensional data, variational inequity
problems, and functional MRI, electroencephalogram (EEG) and

tra�c statistical data analytics. Students with strong computing
or mathematics and background will be good candidates for these
type of projects.

3.3.4 So�ware Tuning and Implementations. Linear algebra is
the backbone of HPC. These are the core computing functions used
in almost every project of the REU program. Projects completed
by the participants include mixed precision parallel dense solve
implementation on GPU and multi/many-core CPU processors, ran-
domized SVD calculations, Fast Fourier Transform implementation
on the newNvidia Tensor Core architecture. Large scale simulations
in engineering and sciences applications are mostly composed of a
sequence of functional steps that can be done either serially or con-
currently. These steps or programming modules often involve I/O
tuning, optimization of numerical libraries, piping the output for
data analysis or visualization, and re-submission of jobs that consti-
tute a cohesive work�ow procedure. One of the core projects of the
REU program is the construction of an e�cient parallel work�ow
framework that is suitable to launch both computational and data
intensive types of job on HPC platforms. These projects will require
students with senior level of programming skill. These projects al-
ways involve the transfer knowledge of other applications to design
and showcase their implementation.

3.4 Mentorship
The lead mentors are designated persons committed to the program.
Mentors are selected based on their availability and commitment.
They are leading researchers in their domain science working at
UTK and/or ORNL. The team of mentors de�nes the major element
of success of the program. They are chosen early and are involved
in the selection of students. The student research projects vary
every year but fall in the scope of the major program subject areas.
In general mentors meet with their students at least twice a week
and are available for questions. Graduate students of the mentoring
team are in general also available to provide constant guidance and
direction to the students. Given the reality that travel for confer-
ences, reviews, or other purposes makes it likely that mentors will
be occasionally absent, having additional advisors is important to
ensure steady progress. General oversight of the research progress
by the program director is also recommended. Regular discussions
between the program director and the mentoring team are also
helpful.

RECSEM enjoys a large pool of mentors with suitable discipline
of expertise aswell as new project ideas fromUTK andORNL. As the
nature of computational sciences slowly migrate to other emerging
topics, one or two newmentors are solicited to enhance the diversify
of the research scope. The PI team bears the responsibility to explain
in details the nature of the program. The scope of the RECSEM
program involves element of computing that an undergraduate
student has the ability to understand and expand, which is a primary
criterion to be judged by the PI team. Overall, the PIs will determine
if they or another mentor is available to help out in case the primary
mentor is out for unforeseeable reason.

Mentors or their graduate students usually meets at least once a
week, likely more often at the beginning of the project. The PI team
will also be present in the �rst fewmeetings to give general guidance
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and make suggestions particularly in computing requirement and
resources.

4 ACCOMPLISHMENTS, CHALLENGES, AND
LESSONS LEARNED

4.1 Survey
Evaluation of the program is centered on the toolkit distributed by
the NSF CISE REU program as published by the University of North
Carolina, Charlotte [11]. The evaluation provides the mentoring
team with regular feedback for ongoing assessment of the program
via in-person meetings along with formal mid-program and annual
reports. Reports include evidence-based recommendations for pro-
gram improvements in the form of clear actions items that program
directors can apply directly to further program improvement. A
�nal summary report examines and determines to what extent the
program succeeded in meeting its stated goals.

Surveys for the students are performed at the start of the program
and at the end of the program. We use the standalone A La Carte
student survey from the CISE REU toolkit [11]. In order to evalu-
ate the project’s impact on participants, students are given pre-
and post-evaluation surveys that assess their attitudes toward and
interests in computational science, as well as their knowledge of
computational science and its use in the domain focus area. The
results of these surveys each year guide modi�cations to the project
for future years. Surveys and summative evaluations are indepen-
dently instrumented either professionally by a contract agency or a
person that is familiar with the process. The REU program engaged
Dr. Christian Halloy, a retired computational science leader to con-
duct the summative program evaluations. Dr. Halloy conducted
pre- and post-participant surveys, a personal discussion with each
participant, and provided a detailed �nal report. He also attended
and critiqued the progress of the students’ �nal lecture and poster
presentations.

In summary, U.S. students’ scores for survey constructs of self-
e�cacy, graduate school intentions, computing attitudes, help-
seeking and coping, scienti�c leadership, and scienti�c identity
were favorable at the start and end of the program (means above
4.00 on a 1 to 5-point scale for pre- and post-surveys). The largest
improvement gain for REU participants after the 10-week period
was found for the research skills and knowledge scale with a mean
increase from 3.9 to 4.4. Overall, participants were satis�ed with
the program with M = 4.25, and their mentor M = 4.12.

Participants rated their mentors quite highly for all the indicators,
the highest average score being for "approachable" (M = 4.89), while
the lowest average score is seen for "accessible" (M = 4.56) which is
nevertheless quite high per se.

In general, the following recommendations were provided as
examples of practices the REU may consider to include or maintain
to ensure continued and future success of the program.

(1) Expand the evaluation to include feedback from additional
stakeholder groups (i.e., faculty advisors/mentors and pro-
gram administrators) in order to gain an additional under-
standing of the REU program.

(2) If possible, create a system to follow the student participants
over time to assess additional project impacts on a long-
term basis. (e.g., graduate school attendance, career choice,
presentation and publications, awards and honors, etc.).

(3) Continue to integrate strategies that will enhance the experi-
ence across diverse backgrounds, considering that students
in the program possess di�ering academic backgrounds and
research preparation.

(4) Carefully recruit faculty and graduate students who will be
available throughout the duration of the program. Consider
a back-up strategy to support students if a volunteering
mentor is unavailable during parts of the program.

(5) Continue to include and potentially increase hands-on in-
struction at the beginning of the program to engage and
motivate participants.

(6) Continue to provide opportunities for students and mentors
to network at the start of the summer and throughout the
research experience.

4.2 Challenges and lessons
The success of the program builds on the foundation of many el-
ements. The most important one rests on the cohesiveness of the
program and the mentorship.

The program lasts for ten weeks, a good plan before the start of
the program is essential for every project to set up a solid research
path by the end of the third week. The selection of topics and
mentors for the students with the right background will be an
important factor.

Although The RECSEM program enjoys the variety and a diverse
pool of mentors, the expertise and directorship of the PI team is
important to thread the projects together under a synergistic theme
of idea. Being said, the selection of projects and matching projects
to a diverse background of students requires e�orts of thoughtful
examination and discussion with mentors. The following list gives
some helpful insights to a typical REU program.

(1) Each year program and projects could vary but would work
out best to set a common goal to unite the idea;

(2) The PI team has basic level of knowledge to give advice to
every single project throughout the program;

(3) Targets of work has to set in place after three weeks of the
program to get research work �nish on time. Do not hesitate
to work with the mentors to ensure its timeline if problems
arise;

(4) Pair students with comparable skills, not GPA, that can com-
plement each other. Often REU program enjoys the pool of
large amount of students that could be matched;

(5) Listen to what students suggest and comment early, and
make adjustment as needed, switching or adding student
partners when needed;

(6) Avoid selecting project without a speci�c goal, unachievable
goal, nor too many tasks;

(7) Prepare to spend extra time with the students to sort out
problems and question. The PI of the RECSEM program
meets with the entire group of students every morning at
9:00am;
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(8) Complement skills set from other team to augment the de�-
ciency of some teams. Identify a list of students that could
help out in programming, software tools, mathematics, or
some common topics. After all, it is a group activity, more
interactions are better. If possible, prepare a group of local
undergraduate students to help out in programming.

4.3 Program outcomes and impacts
The success of the program counts on dedications and e�orts of our
mentors.We have instituted a total of 73 di�erent projects. Selection
and availability of mentors are constant subjects of concern even
we enjoy having a large pool of volunteer scientists. As this REU
program continues, we learn to streamline the dimension of projects
and maintain the core subject areas the team of resident mentors
and PIs are familiar with. Often the program director has to be
prepare to spend over half of his time a day answering questions
for the entire group.

Parallel computing to many participants has a steep learning
curve, pairing students in their comfort knowledge backgrounds
is essential to get a project done in time. In addition, to avoid
duplication e�ort within a team, we often design a team project
with multiple themes allowing every student has his/her research
own contribution.

Human dynamics, emotion, frustration, and con�icts among stu-
dents, however rare, are unavoidable issues. Listening, patience,
caring, and professionalism are appropriate answers to most. After
all, we put research experiences as the primary theme of the pro-
gram. Having international students gives a good mix of cultural
interaction, in fact, improves overall group dynamics.

Over the last seven years, we have instituted a multidisciplinary
computational sciences REU program that encompasses 73 di�erent
projects, including a total of 124 students from 39 colleges. This pro-
gram has established a continued relationship with undergraduate
institutions such as Morehouse College in Atlanta, Maryville Col-
lege in Knoxville, NewMexico State University in NM, and Slippery
Rock University in PA. This is important in sustaining long-term
viability of the REU program, which can continue to evolve and im-
prove from listening the feedback and suggestions from our partner
colleges. The outcomes of the studentsâĂŹ research work included
six sponsored conference presentations, three conference papers
and a number of conference and journal papers to be submitted. A
list of their reports is posted in the RECSEM website [12]. Close
to 75% of the students have gone to or are applying for graduate
schools. The program director has maintained yearly contacts with
the participants. This is important to our sponsor. It helps to track
the progress of the students and overall impact to the REU program.

5 CONCLUSIONS
This REU program intends to provide participants with an experi-
ence with a similar level of e�ort as in graduate school. The program
provides students an exposure to research with high performance
computing applied to a variety of scienti�c applications. In three
summers, we have resolvedmany problems andmet evenmore chal-
lenges. In particular, the following items summarize the highlights
of the program:

(1) A well-de�ned step-by-step timeline leading to the end of
the program is in place in early December.

(2) The participants are selected based on three major factors:
the nature of their home college, their interests and back-
ground, and their letters of intent and references.

(3) The project assignments are sent to students ahead of time.
(4) Getting a written commitment from each enrollee is impor-

tant.
(5) A midterm preliminary presentation of the research topic

and the approaches of the research, is very important.
(6) Housing for students must be prepared in the early stage of

the program. The entire group stays together in the arranged
housing to get them to blend together socially.

(7) A program director is important, with regular availability to
the participants.

(8) Co-locating all students and helpers in a multi-purpose lec-
turing room enhances the cohesiveness of the program.

(9) A list of safety reminders, health concerns, and emergency
contact information is discussed in detail in the �rst day.

(10) An e�ective team of mentors represents a major element of
success of the program. They are chosen early and are also
involved in the selection of their students.

(11) We have arranged a local student to serve as the site lead to
the group, particularly for social activities.

(12) The most demanding part of the 10-week experience is the
�nal report. The program director should keep reminding
participants and constantly check for progress.

(13) A detailed checkout list for each student and a meeting with
each student before the program ends are needed.

(14) Surveys for the students are performed at the start of the
program and at the end of the program.
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