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Abstract. The proliferation of Internet-enabled smartphones has ush-
ered in an era where events are reported on social media websites such
as Twitter and Facebook. However, the short text nature of social media
posts, combined with a large volume of noise present in such datasets
makes event detection challenging. This problem can be alleviated by
using other sources of information, such as news articles, that employ
a precise and factual vocabulary, and are more descriptive in nature.
In this paper, we propose Spatio-Temporal Event Detection (STED), a
probabilistic model to discover events, their associated topics, time of
occurrence, and the geospatial distribution from multiple data sources,
such as news and Twitter. The joint modeling of news and Twitter en-
ables our model to distinguish events from other noisy topics present
in Twitter data. Furthermore, the presence of geocoordinates and times-
tamps in tweets helps find the spatio-temporal distribution of the events.
We evaluate our model on a large corpus of Twitter and news data, and
our experimental results show that STED can effectively discover events,
and outperforms state-of-the-art techniques.

Keywords: Topic modeling · Probabilistic models · Event detection.

1 Introduction

Social media platforms such as Twitter and Facebook have become a central
mode of communication in people’s lives. They are regularly used to discuss
and debate current events, ranging from natural calamities such as Hurricane
Harvey, to political incidents like the U.S. Elections. These events span different
locations and time periods. With strong Internet penetration and the ubiquity
of location-enabled smartphones, a large number of social media posts also have
the geographical coordinates of the users. These are rich sources of information,
aiding location-specific event detection and analysis.

Event detection aims to discover content describing an important occurrence.
Applications of event detection include the modeling of a disease outbreak, such
as an epidemic of influenza, based on Twitter data [4], and reactions to sport-
ing events [20]. Hence, significant research has been conducted on mining topics
from Twitter data [1, 19]. However events are not merely topics, and have as-
pects of time and location. Researchers have previously defined events with an
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Fig. 1: Tweets and news related to Brexit, originating from different parts of the
world, and containing several aspects of the event.

approximate geolocation, temporal range and a set of words [18]. However, these
definitions do not account for events that span across multiple regions, such as
Hurricane Harvey, nor do they identify sub-themes of an event, such as destruc-
tion and damage, and help and relief.

In this paper, we propose Spatio Temporal Event Detection (STED), a
probabilistic model that discovers events using information from various data
sources, such as news and Twitter. It combines the location, time, and the text,
from tweets, aided with textual information from news articles, to discover the
various parameters associated with an event. An event is characterized by the
following three attributes:

– The time of occurrence. For instance, most tweets about Rio Olympics occur
in August 2016. Each event, therefore, has a temporal mean and variance.

– A regional distribution describing where the event occurs. Global events such
as Brexit have tweets from several countries, whereas tweets about the Burn-
ing Man Festival are concentrated in Nevada, US. Hence, an event can occur
in one or more regions. Regions are defined by their geographical center and
the corresponding covariance.

– A set of topics describing the event, where each topic is a facet of the event.
U.S. Elections 2016 contain several topics such as the Republican and Demo-
cratic campaigns, as well as the FBI investigation into Russian meddling.

We use timestamp and geolocation information from tweets to estimate the
temporal and regional distributions of events, respectively. We supplement the
vocabulary in tweets with news text to provide larger context about the facts
surrounding the event. This is summarized in Figure 1. This ensures that noisy
tweets are eliminated and do not contribute to aspects of an event, while news
articles provide more factual information about the event.

2 Related Work

2.1 Topic Modeling

Topic modeling has been widely studied in the domain of text mining to discover
latent topics. One of the earliest methods to discover topics in text documents
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was probabilistic Latent Semantic Indexing (pLSI) [9]. However, since pLSI was
based on the likelihood principle and did not have a generative process, it cannot
assign probabilities to new documents. This was alleviated by Latent Dirichlet
Allocation (LDA) [6], which models each document as a mixture over topics, and
topics as a mixture over words. Inspired by its success, LDA has been extended
and applied to various corpora including microblogs such as tweets [19], as well
as news documents [14].

2.2 Event Extraction from Text

The most common data-driven approach to event extraction uses text clustering.
Within text clustering, the two major paradigms are similarity-based methods
and statistical techniques. Similarity-based efforts generally use cosine similarity
[11]. These techniques are fast and efficient, however they ignore all the statistical
dependencies between variables. Graphical models bring more insight to event
detection by modeling dependencies and hierarchies [5]. Another class of event
detection models uses spikes in activity as an indication of an event. These bursts
change the distribution of the existing data and are detected as new events [12,
13]. These models rely on detecting words that have a sudden increase in activity,
while trying to penalize terms that occur consistently in the data. Thus, events
are defined only by a subset of terms that have increased co-occurrence.

2.3 Geospatial and Temporal Models

With social media platforms like Twitter and Facebook allowing users to embed
their locations in posts, there has been an increase in the availability of data
with geospatial and temporal information. As a result, several researchers have
incorporated this information in event detection systems. [16] built an earth-
quake detection system by correlating Twitter messages during a disaster event
in Japan. A sudden increase in the volume of tweets in a specific region within
a timeframe indicated an event. [7] introduced the Geographical Topic Model
where they aimed to discover variation of different topics in latent regions. How-
ever, it does not assume a dependency between the latent topics and regions.
[2, 10] proposed probabilistic models that address the problem of modeling ge-
ographical topical patterns on Twitter. This improved upon prior models that
used predefined region labels instead of actual latitude and longitude. However,
their focus was more on geographical topics, rather than events. The model
proposed in [18] explicitly uses geospatial and temporal information to discover
events. It assumes that every event has a single temporal and regional distribu-
tion. Furthermore, the authors use data only from Twitter. We improve upon
this approach by allowing an event to be spatially distributed by creating a joint
model for news and social media. While social media provides quick and short
details about an event, the text often contains personal opinion. When com-
bined with news data, event summaries are both factual, and provide views of
the people about an event.
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3 The Proposed STED Model

Fig. 2: Plate notation for the model.

In this section, we introduce STED, a probabilistic graphical model that
discovers events, and their aspects, across different geographical regions and
temporal ranges, from a multimodal corpus of geo-tagged microblogs, such as
tweets, and news. Our model is built on the following observations:

– An event refers to an incident that is discussed widely in news and social
media, such as “U.S. Elections 2016” and “Rio Olympics 2016”. Events have
a definite geospatial and temporal distribution. Thus, a particular event is
more likely to be discussed within a specific period of time.

– An event can be discussed in multiple geographical regions. Each region can
be represented using a bivariate Gaussian distribution, with a geographical
center µlr, and variance determined by a diagonal covariance matrix Σlr. For
example, “U.S. Elections 2016” is discussed in New York, California, and
Texas – each of which belongs to a different region – but not as much in Asia.

– Similarly, an event has a temporal distribution given by its mean time of
occurrence, µte, and variance, σte. “Brexit Vote” and “Rio Olympics” may
have similar regional distributions but occurred during different months –
June 2016 and August 2016, respectively.

– News articles and tweets (now with an increased character limit of 280) cover
several topical aspects within an event. “Trump Campaign” and “Clinton
Campaign” form two topics in the event “U.S. Elections 2016”.

– Finally, different events can have recurring subthemes – both “Hurricane
Irma” and “Hurricane Harvey” speak about wind speeds, damage, and loss of
life, despite having different geospatial and temporal distributions.

3.1 Problem Statement

Given a set of news articles Dn = {dn1 , . . . , dn|Dn|}, a set of tweets Dm =

{dm1 , . . . , dm|Dm|}, their geolocations Lm = {lm1 , . . . , lm|Lm|}, their timestamps Tm =
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Table 1: Notations used in this paper.
Symbol Description Symbol Description Symbol Description

M number of documents cm category of tweet m ψ event-region distribution
Nm number of words in document m α Dirichlet prior for θ γ tweet-category distribution
E number of events β Dirichlet prior for φB , φT φT topic-word distribution
Z number of topics δ Beta prior for γ φB background word distribution
R number of regions λ Dirichlet prior for ψ ne,g number of documents with event e
V vocabulary τ Dirichlet prior for ρ and region g

e event µl
r geographical center of region r pe,k number of words with event e

z topic Σl
r regional variance of region r and topic k

r geographical region µt
e temporal mean of event e sk,v number of times term v is used

lm latitude, longitude of tweet m σt
e temporal variance of event e with topic k

tm time of tweet m θ corpus-event distribution qc,v number of times term v is used
w word ρ event-topic distribution in category c

{tm1 , . . . , tm|Tm|}, the goal of STED is to find for each event e, a ranked list of top-

ics and regions, temporal mean µte and variance σte, as well as a ranked list of
words for each topic k. For each geographical location r ∈ R, STED also finds
it’s geographical mean µlr and variance Σlr.

3.2 Model Definition

STED is a generative model that incorporates the key characteristics described
above. It discovers latent events and their corresponding latent topics from a
corpus of long documents, such as news, and short geotagged documents, such
as social media posts. Figure 2 illustrates the plate notation of our model.

– The model assumes there are E events, K topics, and R regions, the values
of which are fixed.

– It models each event e as a mixture of topics and regions, along with a definite
temporal distribution.

– For each news article, an event e is drawn from the corpus event distribution
θ. Subsequently, for each word in the document, a topic z is drawn from the
event topic distribution ρe.

Algorithm 1 Generative Process of STED.
Draw event distribution θ ∼ Dir(α)
for each event e do

Draw region distribution ψe ∼ Dir(λ)
Draw topic distribution ρe ∼ Dir(τ)

end for
for each topic z do

Draw word distribution φT
z ∼ Dir(β)

end for
Draw background word distribution φB ∼
Dir(β)
for each news article m do

Draw event em ∼Mult(θ)
for each word n do

Draw topic zm,n ∼Mult(ρem )

Draw word wm,n ∼Mult(φT
zm,n

)

end for
end for
For tweets, draw category distribution γ ∼
Beta(δ)

for each tweet m do
Draw category cm ∼ Bin(γ)
if cm = 1 then

Draw event em ∼Mult(θ)
Draw timestamp tm ∼ N(µt

em
, σt

em
)

Draw region rm ∼Mult(ψem )

Draw geolocation lm ∼ N(µl
rm
,Σl

rm
)

for each word n do
Draw topic zm,n ∼Mult(ρem )

Draw word wm,n ∼Mult(φT
zm,n

)

end for
else if cm = 0 then

for each word n do
draw word wm,n ∼Mult(φB)

end for
end if

end for
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– Since tweets are often noisy, they may or may not be related to an event.
Hence, for every tweet, a category c is sampled from the category distribution.
• If c = 1, an event e is drawn from the corpus event distribution θ, and

the region r, geolocation (latitude, longitude) l, and time t of the tweet
are drawn. Subsequently, for each word, a topic is sampled from the event
topic distribution ρe.
• If c = 0, the tweet is regarded as a noisy tweet and each word in the

document is sampled from the background word distribution φB .

The detailed generative process of STED is described in Algorithm 1.

3.3 Model Inference

We use the Gibbs-EM algorithm [3, 8] for inference in the STED model. We
first integrate out the model parameters θ, ρ, ψ, γ, φT , and φB using Dirichlet-
Multinomial conjugacy. After this, the latent variables left in the model are e,
r, c, z, µl, Σl, µt, and σt. We sample the latent variables e, z, r, and c in the
E-step of the algorithm using the following equations:

Sampling Event For a news article m, the event em can be sampled by:

P (em = x|∗) ∝ (n
−m
x,∗ + αx)×

∏
j∈Zm

∏pmx,j−1

y=0 (p−m
x,j + τx,j + y)∏Nm−1

y=0 (
∑K

j=1(p−m
x,j + τx,j) + y)

(1)

For tweets, given the region is g and the timestamp is t,

P (em = x|∗) ∝ (n
−m
x,∗ + αx)×

n−m
x,g + λg∑R

i=1 n
−m
x,i + λi

×
∏

j∈Zm

∏pmx,j−1

y=0 (p−m
x,j + τx,j + y)∏Nm−1

y=0 (
∑K

j=1(p−m
x,j + τx,j) + y)

×N (tm|µt
x, σ

t
x)

(2)

Sampling Topic For a news article or tweet m, the topic zmn for the word n
with vocabulary index t can be sampled by:

(3)P (zmn = k|e = x) ∝
s−mn
k,t + βt∑V

r=1 s
−mn
k,r + βr

×
p−mn
x,k + τx,k∑K

j=1 p
−mn
x,j + τx,j

Sampling Region Geographical region is sampled only for tweets with category
c = 1, given their corresponding event is e and geo-coordinates is lm, as follows:

(4)P (rm = g|∗) ∝
n−m
e,g + λg∑R

j=1 n
−m
e,j + λj

×N (lm|µl
g,Σ

l
g)

Sampling Category The category (background or event-related) is sampled
only for tweets, using the following equation:

(5)P (cm = d) ∝
q−m
d,∗ + δ∑1

i=0 q
−m
i,∗ + δ

×
∏V

r=1 Γ(q−m
d,r + βr)

Γ(
∑V

r=1 q
−m
d,r + βr)

×
∏

r∈Vm

∏Nm−1
y=0 (q−m

d,r + βr + y)∏Nm−1
y=0 (

∑V
r=1(q−m

d,r + βr) + y)

After sampling the latent variables e, z, c, and r, the geographical center µlr,
and covariance matrix Σlr, is updated for each region r. The temporal mean µte
and variance σte, is also updated for each event e.
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3.4 Priors for Model Initialization

The STED model uses a bivariate Normal distribution on the location variable
l. The mean µlr and covariance Σlr for the regions in R serve as the prior for this
Normal distribution. To initialize these parameters, we run K-means clustering
on the tweet geo-coordinates. The values of the mean and average co-variance
obtained for the clusters are used as the prior µlr and Σlr for latent regions.
The latent variables e, z, and c for all the tweets and news articles are randomly
initialized, and all the distribution parameters are set using the initialized values
of variables they use.

4 Experiments

4.1 Dataset Description and Preprocessing

For empirical evaluation of STED, we estimate its performance on a large real-
world data, composed of tweets and news articles from the year 2016.

1. Tweet Data: This dataset consists of tweets with geolocations collected through
2016 using the Twitter Streaming API for a period of 7 months from June
2016 to December 2016. The Twitter Streaming API is believed to give a
1% random sample of tweets streaming on Twitter. We further performed
a random sampling and obtained 1 million tweets from the collected data.
Subsequently, we filtered out all the tweets that had less than 90% English
characters and encoded the remaining tweets with an ASCII codec. This final
dataset contained 715,262 tweets.

2. News Data: We collected news data from the articles published in Washington
Post for the time period mentioned above. This dataset contained 148,769
news articles.

All the documents in both the datasets were lowercased and preprocessed
to remove common stop words and punctuation marks. Tweets were further
processed to remove all usernames and URLs. However, we retained all hashtags
as they contain valuable information about events.

4.2 Performance Evaluation

For quantitative comparison of STED against baseline techniques, we use the
following two metrics:

– Perplexity: This is a measure of the degree of uncertainty in fitting test docu-
ments to a language model. It is defined as the negative log-likelihood of test
documents using the trained model.

(6)Perp(D) = exp

{
−

∑
d∈D log p(wd)∑

d∈D Nd

}

A lower perplexity indicates better predictive performance. p(wd) is the joint
probability of the word wd occurring in an event-related and non-event related
document d, and Nd is the number of words in document d.
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– Topic Coherence: It is measured using Pointwise Mutual Information (PMI),
which is a measure of information overlap between two variables. Prior re-
search indicates that PMI is well correlated with human judgment of topic
coherence [15].

(7)PMI-Score =
1

EZ

E∑
e=1

Z∑
z=1

∑
i<j

log

{
P (wi, wj)

P (wi)P (wj)

}

where E = number of events, and Z = number of topics. P (wi) indicates
the proportion of documents containing word wi. Consequently, P (wi, wj)
indicates the proportion of documents containing words wi and wj . A higher
PMI score shows better topic coherence.

4.3 Baseline Methods

We compare the aforementioned metrics on the following models:

1. LDA [6]: An implementation of LDA using collapsed Gibbs sampling.
2. GeoFolk [17]: A spatial topic model that aims to discover topics and their

geographical centers.
3. BGM [18]: A Bayesian Graphical Model to discover latent events from Twit-

ter, that models events with geographical and temporal centers, and their
associated variances. We refer to this model as BGM.

4. STED-T: A variant of our model which uses only tweets to discover events.

4.4 Parameter Setting

To initialize STED, the following hyperparameters are required: α, β, τ , λ, and
δ. These hyperparameters serve as priors for each of the distributions. We used
symmetric values for these hyperparameters, all of which were derived empiri-
cally. Specifically, we set α = 1, β = 0.01, τ = 0.1, δ = 0.1, and λ = 10. The
priors µte and σte for temporal mean and variance, as well as µlr, and Σlr were set
as specified in Section 3.4.

We ran our model, its variant, and BGM, for 50 EM iterations, with 10 Gibbs
sampling steps in each E-step of the iteration. We varied both the number of
events and the number of topics. The other baseline models were run for 500
Gibbs sampling iterations.

4.5 Experimental Results

Quantitative Results In this section, we discuss the quantitative metrics of
the STED model. We compare the perplexity and topic coherence of our model
against baselines, and also show how the addition of news articles improves the
performance of the model. Since our model is hierarchical, we measure these
metrics by first varying the number of events, fixing the number of topics to 50,
and then varying the number of topics, fixing the number of events to 10.
a. Perplexity: We observe that the perplexity of STED is consistently better
than that of all baseline models (Figure 3(a)). This shows that event detection
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is not merely dependent on words in each document, but also on the spatial
and temporal distribution of the documents. We further observe that STED
outperforms STED-T, indicating that the addition of news data improves the
predictive power of the model.

We also notice that even though BGM performs worse than STED, it’s per-
formance is at-par with STED-T. Therefore, for a dataset such as tweets, that
contains geolocation information, it is better to consider latent regions as a mix-
ture of Gaussian distributions, rather than using predefined regions based on the
coordinates. The rise in perplexity beyond e = 10 can be explained by overfitting
of the BGM model. This trend remains the same even when we vary the number
of topics while keeping the number of events constant (Figure 3(b)).

It is also interesting to see that the perplexity plots are uniformly flat for
most of the baselines, indicating that the dataset was noisy. Despite the noise,
the qualitative results show that STED correctly identified events of world im-
portance, that occurred during the timeframe that the dataset was collected.
b. Topic Coherence: As described in Section 4.2, we use PMI as an indicator
of topic coherence. We compare the normalized PMI score of our model to those
of LDA, GeoFolk, and BGM, for the top twenty words in each event (or topic).

Figures 3(c) and 3(d) show that STED has the highest PMI score. GeoFolk
and LDA perform comparably in topic coherence, i.e., the topics are equally in-
terpretable in both of these models. This is expected since GeoFolk only accounts
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for geographical topics and does not consider temporal information. Moreover,
it is trained only on tweets, and not news data. For the same reason, STED
outperforms STED-T. This demonstrates that vocabulary from news articles
improves the readability of topics generated from the model. BGM makes the
implicit assumption that events are concentrated in a specific region, which fails
for events with more distributed geolocations, such as U.S. Elections or Brexit.
The joint modeling makes STED’s PMI score higher than BGM and GeoFolk.

Qualitative Results For qualitative evaluation of our model, we identify two
events, U.S. Elections 2016 and Brexit. We characterize these events across three
features – latent regions in which these events were prevalent, their temporal
distributions, and their topics.

(a) Geographic regions (b) Temporal variation

Fig. 4: Geographic regions and temporal variation for events Brexit and U.S.
Elections 2016.

Tweets about U.S. Elections 2016 were largely localized to North America,
while those about Brexit were concentrated in Europe (Figure 4a). Since we
model temporal distributions as Gaussian (Figure 4b), we observe that the event
U.S. Elections 2016 was centered at Oct. 31, 2016 (elections were held on Nov.
8, 2016), and Brexit was centered at June 30, 2016 (actual vote happened on
June 23, 2016).

(a) U.S. Elections 2016 (b) Brexit

Fig. 5: Word clouds representing the top two topics generated from STED.
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In Figure 5, we show the top two topics for each of these events, generated
from STED. Each topic is described by its corresponding top-ranking words.
The first topic in Figure 5(a) describes the Republican campaign with references
to Donald Trump, Jeb Bush, and Ted Cruz, while the second topic details the
Democratic campaign focusing on Hillary Clinton, and Bernie Sanders. The first
topic in Figure 5(b) mentions the Prime Minister of Britain, David Cameron,
and the second topic illustrates the anti-immigration sentiment prevalent at the
time of the vote.

5 Conclusion

In this paper, we presented STED, a novel probabilistic topic model to ex-
tract latent events, from a heterogenous corpus of documents from multiple
data sources, such as long and short documents. Because of the growing impor-
tance of social media, which also has location and time information, but limited
textual information, we used Twitter data as one of the data sources in STED.
To overcome the sparsity of textual information available in social media data,
we use a much more elaborate form of data, such as news articles, as other
source. This improves the predictive power of the model, by providing relevant
vocabulary, along with spatial and temporal information. Furthermore, the use
of latent regions helps define events more naturally – geospatially distributed,
but temporally centered. The results obtained on Twitter and news data from
2016 show that the model obtains meaningful results and outperforms state-of-
the-art techniques on several quantitative metrics. We hope that STED can be
an important tool in detecting the different aspects of events, such as disasters,
and help government agencies better plan and mitigate such events.
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