ASYMPTOTIC BEHAVIOR OF A CRITICAL FLUID MODEL FOR
A MULTICLASS PROCESSOR SHARING QUEUE VIA RELATIVE
ENTROPY
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ABSTRACT. This work concerns the asymptotic behavior of critical fluid model
solutions for a multiclass processor sharing queue under general distributional
assumptions. Such critical fluid model solutions are measure valued functions
of time. We prove that critical fluid model solutions converge to the set of in-
variant states as time goes to infinity, uniformly for all initial conditions lying in
certain relatively compact sets. This generalizes an earlier single class result of
Puha and Williams to the more complex multiclass setting. In particular, several
new challenges are overcome, including formulation of a suitable relative entropy
functional and identifying a convenient form of the time derivative of the relative
entropy applied to trajectories of critical fluid model solutions.
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1. INTRODUCTION

In this paper, we study the asymptotic behavior of critical fluid model solutions
for a multiclass processor sharing queue under general distributional assumptions.
A main result in the paper is a uniform convergence result: the distance between the
time ¢ value of a critical fluid model solution and the set of invariant states converges
to zero uniformly as ¢ tends to infinity for critical fluid model solutions with initial
conditions lying in relatively compact sets of a certain form. This result is stated
precisely as Theorem 3.3, and related results are proved in Theorems 3.1 and 3.2.
It is anticipated the result in Theorem 3.3 will play an integral role in ongoing work
proving a rigorous heavy traffic diffusion approximation for a multiclass processor
sharing queue via a state space collapse argument.
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An important point of interest here is in the approach that is used to prove
Theorem 3.3, which involves specifying a notion of relative entropy suitable for a
multiclass processor sharing queue. In [2, 3], Bramson studied the asymptotic be-
havior of fluid model solutions associated with subcritical first-in-first-out queueing
networks of Kelly type and of those associated with subcritical head-of-the-line-
proportional processor sharing queueing networks using notions of relative entropy
suitable for these HL networks. Traditional processor sharing with general distri-
butional assumptions, as studied here, is not HL and a different notion of relative
entropy is needed to carry out our analysis. In [14], Puha and Williams formulated
such a notion of relative entropy in order to study the asymptotic behavior of crit-
ical fluid model solutions for single class processor sharing queues operating under
general distributional assumptions. In the earlier work [13], also on single class
processor sharing queues, Puha and Williams used renewal theoretic arguments to
obtain rates of convergence results under higher moment assumptions than those
required in [14]. The renewal theoretic techniques in [13] seem rather specific to a
single class and rates of convergence are stronger than what is typically required in
state space collapse arguments. Therefore, an important motivation for the work in
[14] was to devise a methodology that might not require higher moment assumptions
and might more naturally extend to the network setting. The results in this current
paper further develop the methodology of [14] in this direction. In particular, we
specify a related notion of relative entropy suitable for the multiclass setting and
use this to prove Theorem 3.3, which generalizes [14, Theorem 3.1] to the multiclass
setting. In the multiclass setting, new challenges arise that concern identifying a
good form for the relative entropy functional and in computing its time derivative
along trajectories of fluid model solutions.

We consider a critical fluid model for a multiclass processor sharing queue with J
job classes. This fluid model is obtained as a scaling limit of a heavily loaded multi-
class, single server processor sharing queue under general distributional assumptions
on the interarrival and service times. Indeed, functional laws of large numbers limit
theorems proved in [1], for a multiclass processor sharing queue with feedback, and
in [8], for a bandwidth sharing model, justify this as a special case. In [1, 8], in the
original systems, natural measure valued processes are used to track system dynam-
ics. In particular, for a multiclass processor sharing queue, for each class j, at each
time ¢, a measure on the nonnegative real line Ry = [0, 00) is used that has an atom
at the residual processing time of each class j job in the system at time ¢. These
measure valued processes and their fluid limits take values in the product space M7,
where M is the set of finite nonnegative Borel measures on Ry endowed with the
topology of weak convergence. Indeed, critical fluid model solutions are functions
2 [0,00) = MY that satisfy the conditions of the critical fluid model specified in
Section 2. In particular, for each job class j, u; satisfies the dynamic equation (4).
The set I of invariant states was determined in [8, Theorem 6.3 and Lemma 6.4] for
a large class of bandwidth sharing models that include multiclass processor sharing
as a special case. When specialized to multiclass processor sharing queues this yields
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that I is precisely the set of all constant multiples of a fundamental invariant state
7 specified in (14) in terms of excess life distributions for the service times.

In order to prove our major result,Theorem 3.3, we introduce a function H that
maps a subset of M7 into the extended reals [0,00]. For this, we endow J =
{1,2,...,J} with the discrete topology and J x M with the product topology.
For ¢ € M’ such that each component has a finite first moment and and at least
one component has a positive first moment, we define an associated probability
measure ¢ on J x M (see (16)). This probability measure ¢ can be regarded as a
sort of generalized excess life probability measure associated with ¢ (see the remark
following (16)). Under the mapping ¢ — ¢, all nonzero invariant states map to the
common probability measure 7, which is the image of the fundamental invariant
state 7 (see (17)). For ¢ € M’ such that each component has a finite first moment
and at least one component has a positive first moment, H(() is defined to be the
relative entropy of ¢ with respect to 7 (see (18)). This definition generalizes the H
used in [14] to the multiclass setting. This, together with developing the properties
of H necessary to prove Theorem 3.3 and providing a proof of Theorem 3.3 are the
major contributions of this paper.

As in [14], a significant part of the proof of Theorem 3.3 concerns proving the
absolute continuity of H as a function of time along the trajectories of critical
fluid model solutions with initial conditions lying in relatively compact sets of a
certain form and demonstrating that the density is nonpositive and is zero at a
given time if and only if the state of the critical fluid model solution is an invariant
state. A precursor to the H defined here was considered in the Master of Science
Thesis of the first author [9], where numerical evidence that such a result is true
was provided. In the current paper, using a more streamlined definition of H, we
prove the desired absolute continuity result. This is stated as Theorem 3.2 below,
where we compute the density explicitly (see (29)). This generalizes [14, Theorem
7.1] to the multiclass setting and involves nonconstant, class dependent coefficients
and new terms for multiple customer classes (see (25)-(29)). The astute reader will
see that the proof of Theorem 3.2 benefits from the fact that the fluid analogue of
the station level workload process is constant. Hence, generalization to networks of
processor sharing queues remains a topic for future work.

The paper is organized as follows. We complete the introduction by introducing
some basic notation in Section 1.1. In Section 2, we define critical fluid model
solutions and review some of their properties including a characterization of the
invariant states. The formal definition of the relative entropy functional and main
results of the paper are given in Section 3. In addition to Theorems 3.2 and 3.3, this
includes Theorem 3.1, which says that H as a function of time along the trajectories
of critical fluid model solutions with initial conditions lying in relatively compact
sets of a certain form converges to zero uniformly as time tends to infinity. Theorem
3.1 is proved as a consequence of Theorem 3.2, properties of H developed in Section
5.1, and properties of critical fluid model solutions developed in Section 6. It is
the main workhorse used to prove Theorem 3.3. The remainder of the paper is



4 RELATIVE ENTROPY FOR MULTICLASS PS FLUID MODELS

devoted to proving the three main theorems. Section 3.4 provides an overview of
the organization of these proofs.

1.1. Notation. Let Z denote the set of integers, Z, denote the set of nonnegative
integers, and N denote the set of strictly positive integers, i.e., the natural numbers.
Let R denote the set of real numbers. For z € R, let |z| denote the absolute value of
x. The set of nonnegative real numbers will be denoted by R4.. Given a set B C R,
inf B denotes the infimum of B, which is taken to be infinity if B = (). Given a Borel
set B C Ry, let 15 : Ry — {0,1} be the indicator function that satisfies 1p(x) =1
if z € B, and 1p(x) =0 if x ¢ B for all z € Ry. Let x : R+ — R4+ be the identity
function on R4 satisfying x(z) = x for all z € Ry.

Let Cyp(R4) be the set of bounded, continuous functions defined from R4 to R.
Let C}(R4) be the set of continuously differentiable functions from Ry to R that
together with their first derivatives are bounded. Given a Borel measure ¢ defined
on R4, let L1(¢) denote the set of Borel measurable functions from R to R that are
integrable with respect to ¢. For f € L1(¢), denote the integral of f with respect to
¢ by f[R+ f(z)d¢(z) = (f,(). Also, for any nonnegative Borel measurable function
f & Li(C), let (f,¢) be infinity.

Let M be the set of nonnegative, finite Borel measures on R;. Let My = {( €
M : (1,{) > 0} be the set of nonzero measures in M and My = {{ € Mj :
{(1(0,00),¢) > 0} be the measures in My that have support intersecting the positive
real numbers. Let K be the set of continuous measures in M, i.e., those that do not
have atoms. Let A be the set of measures in M that are absolutely continuous with
respect to Lebesgue measure. Let P be the set of probability measures in M. Let
K, =KnNM; and Ay = ANM,. For k € N, let M}, denote the set of measures
in M that have finite kth moment. Let My = M; N M, and M; = My N M.
Analogously, let Ky = MiNK,, Ay =M;NA,, Pi =M;NP and Py = M;NP.
If ¢ € M;, then there is an associated excess life distribution (¢ € P N A that has a
probability density function p¢ given by

1 )
pe(z) = W for = € R, (1)
If € My, then (¢ € PyN A, and so (¢¢)¢ € PN A is well defined (see [14, Page 7]).

Fix J € N and let J = {1,2,...,J}. We will let J be the number of customer
classes present in our model of a multiclass processor sharing queue. Given a set S,
denote by S” the Cartesian product of S with itself J times. Let 0 € M’ be the
J-dimensional vector of zero measures. For convenience, given ¢ € M’ for j € 7,
let ¢; denote the jth component of ¢, and let (1 € M be the superposition measure
of (,ie., (4 = 23'121 ¢;j. Given ¢ € M:r], (¢ =(Cf,.--,C7), where (f € P has density
p¢; defined by (1) with ¢; in place of ¢ for each j € J.

The set M is endowed with the topology of weak convergence. That is, given a
sequence {("}nen € M, we say that {¢"},en converges weakly to ¢ € M if for all
f e CyRy), (£,¢™) — (f,¢) as n — co. In this case, we write (" = ¢ as n — 00.
A metric that induces the topology of weak convergence on M is the Prokhorov
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metric. Given a Borel set B C Ry and € > 0, let
B :{yel]%r:;reljfg]x—y] < €}.
Then, for {,n € M, let
d(¢,n) =inf{e > 0: {(B) < n(B°) + € and n(B) < {(B°) + ¢
for all closed sets B C R4 }.

Then d is the Prokhorov metric. The metric space (M, d) is a Polish space.

Given a sequence {("}nen C M7, we say that {("}n,en converges weakly to a
measure ( € M if G = ¢j as m — oo for each j € J. In this case, we write (" B¢
as n — o0o. The topology induced by weak convergence on M is the same as that
induced by the following generalization of the Prokhorov metric on M. Define the
function dy : M7 x M’ — R, as follows: for (,n € M7,

d,(¢.n) = mine (G my).

where d : M x M — R, is the Prokhorov metric on M. One can see immediately
that lim,, 0o d7(¢",n) = 0 if and only if (" = ¢ as n — co. Given a subset S € M7,
for ¢ € M”, define

dJ(Cv S) = inf dJ(Ca 77)
nesS

2. CriticAL FLUID MODEL

As stated in the introduction, we aim to study a critical fluid model for a multi-
class processor sharing queue with J customer classes, where J € N is fixed. In this
section, we define the critical fluid model and develop some of its properties.

2.1. Critical Parameters. The critical fluid model has associated critical param-
eters (a,v), where a € (0,00)7, v € P:r] is such that (17gy,v;) = 0 for all j € J
and

J
s =1 @

For j € J, a; € (0,00) is the rate at which class j fluid arrives to the system and
v; € Py determines the distribution of class j fluid along R; as it arrives. One
regards the position of fluid in Ry as its remaining processing time. For j € J, we
refer to aj as the class j arrival rate and to v; as the class j service time distribution.
For j € J, define
pj:aj<X7Vj>7 forj € J.

For each j € J, we interpret p; as the instantaneous load that class j puts on the
server, measured in processing time units. From (2), we have that Z}]:1 p; = 1.
We assume the server processes work at rate 1. Thus, (2) implies that the total
instantaneous load is equal to the rate at which fluid is processed. Henceforth, we
regard the critical parameters (o, v) as being fixed.
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Fix j € J. The cumulative distribution function and complementary cumulative
distribution function for v; are given by

N]({L‘) = <1[0,:c]7yj> and NJ<$) =1- Nj(l’), for z € Ry,
respectively. Moreover, we define m;‘ as follows:
z; = inf{z € Ry : Nj(x) = 0}. (3)

Recall if the set on the right is empty, then a:j = 00. In the case when a:;‘ is finite,

Nj(xz) =0 for all z > x} since N is right continuous. Additionally, z7 > 0 because
v; does not have an atom at zero.

2.2. Fluid Model Solutions. We now define the concept of a fluid model solution.
Let C C CL(R4) be given by

C={g € Cy(Ry): g(0) = g'(0) = 0}.

A fluid model solution for the critical parameters (o, v) is a function p : [0, 00) — M7
that satisfies the following four conditions:

(C.1) p(-) is continuous.
(02) <1{0}7Nj(t)> =0forall jeJandt>0.
(C3) ForgeCand j € J,

(9,1 () = (g, ;(0)) — /0 W

for all t <t* =inf{r >0: (1, uy(r)) = 0}.
(C.4) For all t > t*, (1, u4(t)) = 0.

Since the critical parameters (o, v) are fixed, we frequently write that p is a fluid
model solution as a shorthand for u is a fluid model solution for the critical param-
eters (a,v). In addition, sometimes we will make the initial condition more explicit
by writing p is a fluid model solution with initial condition p(0) =&, or p is a fluid
model solution for the critical parameters (c, v) with initial condition p(0) = &.
We provide a a brief intuitive explanation of (C.3) and (C.4). On the right side
of (4) for each j € J and t > 0, the first term represents the initial state of the
class j fluid and the last term corresponds to the class j fluid that has entered
the system in the time interval (0,¢] and been spreadout over Ry according to v;
upon its arrival. The middle term on the right side of (4) accounts for the servicing
or processing of class j fluid for each j € J over time intervals during which the
total mass in the system is not zero. In particular, provided that the total mass
in the system is not zero, all fluid is processed at a rate equal to the reciprocal
of the total mass in the system. Thus, the effect of fluid being processed over a
short time interval of length § > 0 beginning at a time ¢ > 0 at which the total
mass in the system is not zero should be that the mass in the system has shifted
approximately ¢/(1, u4(¢)) units toward the origin. Thus, for such a ¢ and ¢ and
for g € C and j € J, <g,A;J>(t +0)) = (g(- = 6/(1, py(t )>),uj( )) + @;6{(g,v;), and

s0 (g, 1j(t + 6)) — (g, 1;(t)) = <9 1 (8))6/(1, p4 (8)) + ;6(g,v;). This gives a
heuristic explanation of (C.3). Once the total mass in the system reaches zero,

dr + a;t(g, v;), (4)
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it should remain zero for all time since the parameters are critical, which gives a
heuristic explanation for (C.4). Further discussion of (C.1)-(C.4) can be found in
[14, Page 258|.

Fluid model solutions arise as functional law of large numbers limits of multi-
class processor sharing queues under conditions of asymptotic critical loading. In
particular, the single server, multiclass processor sharing queue, as studied here, co-
incides with a single resource, multiroute bandwidth sharing model operating under
proportional fair sharing; a special case of the bandwidth sharing model considered
in [8]. Thus, the fluid limit theorem in [8, Theorem 4.1], specialized to a single
resource operating under proportional fair sharing, justifies regarding the critical
fluid model specified here as a functional law of large numbers approximation for
a heavily loaded multiclass processor sharing queue. Additionally, an extension of
our fluid model for a multiclass processor sharing queue that allows feedback was
introduced in [1], and [1, Theorem 3.5] also provides a justification.

Before we proceed any further, we establish some basic properties of fluid model
solutions. For this, let ay = Z}le a;j and for each j € J set ¥; = O%I/j and

9= (91,...,9)). (5)

By (2), (x,9+) = 1/ay. Thus (ay,94) are critical parameters for a fluid model
associated with a single class processor sharing queue, as introduced in [7]. Given a
fluid model solution p for the critical parameters (a, v) and initial condition u(0) €
K’, observe that py : [0,00) — M is continuous by (C.1), (1{0ys 1+ (1)) = 0O for
all t € [0,00) by (C.2), and (1, p4(t)) = 0 for all ¢ > t* by (C.4). From (5) and
summing over j € J in (4), we obtain for g € C, for all t < t*,

(0.0 0) = .04 0) - [ mdr+a+t<g,m>. (6)

Thus, py : [0,00) — M is a fluid model solution for the fluid model associated
with the single class processor sharing queue having critical parameters (o, 94)
and initial condition p4(0) € K. Therefore, as a consequence of the existence and
uniqueness result in [7, Theorem 3.1], we obtain the following result.

Proposition 2.1. If p is a fluid model solution for the critical parameters (a,v)
and initial condition u(0) € K7, then, for all t € [0,00),

(1) ps(t) € K, and so u(t) € K7, and

(2) (x4 (1)) = O p4-(0)).
Furthermore, if puy(0) € K, then t* = co. Otherwise, 1(0) = 0 and t* = 0.

Let 4 be a fluid model solution for («,r) such that x(0) € K7. Then, for j € 7,
the class j fluid queue length is given by ¢;(t) = (1, u;(t)), for each t € [0,00). We
define the fluid queue length vector for each ¢ € [0,00) by ¢(t) = (q1(t), ..., qs(t))
and the total fluid queue length by ¢ (t) = Z}]:1 g;(t) for each t € [0,00). Since
w:[0,00) = M is continuous, we have that ¢ and g+ are continuous on the time
interval [0, c0).
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The cumulative amount of service provided per unit of fluid by time ¢ € [0, 00) is
given by

s(t) = / olay (r)dr,  for t € [0,00), (7)

where ¢(x) = 1/ for all z # 0, and ¢(0) = 0. If u4+(0) € Ky, then gy is strictly
positive and continuous on [0,00), and so we have that s is continuous and differ-
entiable on the interval [0, co) with

1
s'(t) = ——, for ¢t € [0, 00). 8
)=~ 0,00) (®)
For each = € R4, define the inverse function
7(x) = inf{t € [0,00) : s(t) > x}. (9)

For each j € 7, the class j fluid workload is given by w;(t) = (x, p;(t)), for each
t € [0,00). From here on, we define the fluid workload by w(t) = (w1 (t), wa(t), ..., ws(t))
and total fluid workload by w (t) = Z;}:l w;(t) for each t € [0,00). By Proposi-
tion 2.1, w4 (t) = w4 (0) for all ¢ € [0,00), and we shall simply denote this by w4
henceforth.

If ny(0) € K4, then, for each j € J, t € [0,00) and x € Ry, u;(t) satisfies

<1(z,oo)7 Mj(t» - <1(x+s(t),oo)7:u’j(0)> + aj/() WJ(‘T + S<t) - S(T))dr‘ (10)

This follows from the properties of fluid model solutions. To see this, one can observe

that the argument given in [7, Lemma 4.3], which can be used to prove that (10)

holds in the single class case, extends to each class j € J in the multiclass setting.
Now, for j € J, t € [0,00), and = € R4, let

M;(t, ) = (Loap #i(t))  and  Mj(t,x) = (Ligo0), (1))

We can recover the fluid performance functions from MJ, for j € J: using (C.2),
for j € J, M;(t,0) = g;(t) for all t € [0,00) and w;(t) = [;~ M;(t,x)dx. Also, if
ut(0) e Ky, for j € J,t € [0,00) and = € R4, by (10) we have that

M;(t, ) :Mj(o,x+s(t))+aj/0 Nj(z+ s(t) — s(r))dr. (11)

The following proposition is a special case of [1, Theorem 3.1]. We give an alter-
native proof using elements from [7].

Proposition 2.2. Let £ € K’/. A fluid model solution  for the critical parameters
(o, v) and initial condition p(0) = & exists and is unique.

Proof. Let ¢ € K7. Then &, € K. Hence, by [7, Theorem 3.1], there exists a unique
fluid model solution ¢+ for a fluid model of a single class processor sharing queue
with critical parameters (a., 9 ) such that g+ (0) = &, Let ¢+ (¢) = (1, a5+ (t))
and &5+ (t fo o((1, a&+ (r)))dr for all t € [0, 00).
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To demonstrate existence for each j € J, define Mf via the right side of (11)
using ¢, = ¢+ and s = %+ and, for each t € [0, 00), let ,u?(t) be the measure in M

such that (1{0},u§(t)> = 0 and <1(I7w),u§(t)> = Mﬁ(t, z) for all z € Ry. Similarly
to the proof of existence for fluid model solutions given on [7, Pages 825-826] for
the single class case, it can be shown that ué is a fluid model solution satisfying
(C.1)-(C.4) for the critical parameters (a,v) with p¢(0) = ¢ (also see [7, Lemma
4.8]).

To demonstrate uniqueness, suppose that p is a fluid model solution for the critical
parameters («,v) such that p(0) = . Then, since p4 is a fluid model solution for
the critical parameters (a4, 94) such that p4(0) = &4, it follows from [7, Theorem

3.1] that puy = ¢+, ¢o = ¢+ and s = 5+, Then (11) implies that pu = pS. O

As in the proof of Proposition 2.2, given ¢ € K7, we sometimes denote the unique
fluid model solution with initial condition ¢ as ué, in which case we also append
the superscript ¢ to the associated functions, e.g., ¢¢, &, w, M¢ and M*. Other
times it will be more convenient to denote the initial condition as p(0) and omit the
superscript.

Next we establish continuity of fluid model solutions as functions of the initial
condition. For this, let C(]0,00), M”) denote the set of functions from [0, c0) into
M that are continuous, endowed with the usual topology of uniform convergence
on compact time intervals. Also, let Cy o (R4) denote the set of continuous, strictly
increasing functions f from Ry to Ry such that f(0) = 0 and lim,_, f(z) = oo,
endowed with the topology of uniform convergence on compact sets. Define

B¢ = uf,  for €K,
Ei(6) = 4y, for €K
Proposition 2.3. =: K’ — C([0, 00), M) is continuous.
Proof. For J = 1, this is [12, Theorem 3.3] (which follows from [7, Lemma 4.9]
and [12, Theorem 3.4]). From this, it follows that = is continuous, and that = is
continuous at & = 0. Continuity of = on K7\ {0} follows by arguing similarly to
the proof of [7, Lemma 4.9]. In particular, since ui is a fluid model solution for the
fluid model associated with the single class processor sharing queue with the critical
data (a4, 94), that proof shows that the mappings s¢ : K\ {0} — Cj o (R4) and
78 K7\ {0} = Ct o (Ry) given by (7) and (9) for ué are continuous on K” \ {0}.
From there one can verify that each coordinate of ué is continuous as a mapping
from K” \ {0} to M by applying to each class j € J the argument given in [7,
Lemma 4.9]. This completes the proof. O

Lastly, we discuss some path properties of fluid model solutions in the next propo-
sition.
Proposition 2.4. Suppose that ¢ € K.
(1) If &+ € Ky, then pb(t) € Ko for all t € (0,00). In particular, if ¢ € K7,
then pt(t) € K for all t € [0,00).
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(2) If &4 € Ky, then ps(t) € K‘TI for all t € (0,00). In particular, if £ € K,
then us(t) € K:rl for all t € [0, 00).

Proof. Fix ¢ € K7, First suppose that £, € K. Then, by Proposition 2.1, t* = oo
and qi (t) > 0 for all t € [0,00). By applying an argument similar to the one given
in the proof of [7, Proposition 4.5] to each class j € J, we obtain that qf-(t) >0
for all j € J and t € (0,00) (for € € KTJ, the details are provided in the proof in
[9, Lemma 4.1.3]). This proves the first part of Proposition 2.4. Next suppose that
&+ € Ky. Then, by the first part, ué(t) € K for all ¢ € (0,00). By Proposition 2.1,
wi = wﬁ_(t) = wi(O) < oo for all t € [0,00). From all of the above and (C.2), it
follows that 0 < w$(t) < oo for all j € J and ¢ € [0, 00). O

2.3. Invariant States. A measure ¢ € K7 is an invariant state for critical param-
eters (a,v) if the fluid model solution u¢ is such that ué(t) = ¢ for all ¢ € [0, 00).
The next proposition characterizes the set of invariant states. To state this, we must
discuss the excess life distributions associated with the critical parameters.

Since v € P‘T] , for each j € J, the excess life distribution Vs of v; exists, is
absolutely continuous with respect to Lebesgue measure, and has density p,,(z) =

N;(x)/(x,vj), for z € Ry. For convenience, for each j € J and z € Ry, we let
N;(x)
nj(z) = pu,(x) = 7. (12)
! v G vj)
For x € Ry, we define the cumulative distribution function and complementary
cumulative distribution function of the excess life distribution v7 by

Nge@?) = <1[0,x}7V}?

) and N;(m) =1-N;(z), forallzeRy, (13)
respectively. Let
T = (P11, pavy)- (14)
Proposition 2.5. The set of invariant states 1 associated with critical parameters
(o, v) is given by
I={¢cK’/ : ¢=cm ceR}.
Proposition 2.5 is a special case of [8, Theorem 6.3 and Lemma 6.4] and is also

established as [9, Theorem 4.3.3]. We refer to m as the fundamental invariant state.
The set of nonzero invariant states, denoted by 1, is given by

I, ={¢ecK’ : ¢=cm ce(0,0)}.

Also, for convenience later on, we rewrite (11) in the following equivalent form
using the notation introduced in (12). Given a fluid model solution p such that
1(0) € K7\ {0}, for each j € J, t € [0,00), and = € Ry,

M(t,x) = M;(0,z + s(t)) + p; /0 nj(z + s(t) — s(r))dr. (15)
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3. MAIN RESULTS

Here we define the relative entropy functional and state the three main theorems of
this paper. Henceforth, we make the further assumption that v € Pi] , in particular,
that (x,v§) < oo for all j € J. Then, (x,m4+) < oo.

3.1. The Definition of the Relative Entropy Functional. In order to define
our relative entropy functional, we consider an expansion of M. The set J is en-
dowed with the discrete topology and J x Ry is endowed with the product topology
and associated Borel o-algebra. We let v denote the product of counting measure
on J and Lebesgue measure on Ry. We let M denote the set of finite, nonnegative
Borel measures on J x R, endowed with the topology of weak convergence, and we
let P denote the subset of measures in M that are probability measures on J x R.
For ¢ € M, we previously defined an associated excess life measure (¢ € PN A
with probability density function p¢ (see (1)). Our relative entropy function involves
a generalization of the mapping ¢ — (¢ that maps measures in M such that the
associated superposition measure is in M; to measures in P that are absolutely
continuous with respect to . For this, given ( € M, we define for z € Ry,

Ze(x) = (1194),¢) and  Z¢(2) = (1(5,00): C)-
Then, for ( € M,

J R
(0. Ce) = Z /[R RACE

Given ¢ € MY such that ¢, € M;, we associate with it 5 € f’, which is the unique
probability measure on J x Ry that is absolutely continuous with respect to v and
has Radon-Nikodym derivative p¢, where
pe(j,x) = ’ =—22 forjeJ and z €R,. 16
C( <X7C+> <X7 C+> ( )
For J =1 and ( € My, (°(4A) = C({1} x A) for all Borel subsets A of R, and so
(16) is a natural generalization of (1).
Since v € P‘{ , T E M‘T] . Hence, 7™ € P is well defined. In particular, 7 is absolutely
continuous with respect to v and has Radon-Nikodym derivative p,, where, for each
j € J and z € Ry,

po(j) = (Lo0)s ) _ Pi(L(z,00) V) _ Pij(m)'
<X77T+> <X77T+> <X77T+>
Observe that if € € I, then € = 7.
For z € (0, 00), let

(17)

h(z) =xInzx.

We set h(0) = 0. Noting that limggh(x) = 0, h is a nonnegative, continuous
function on Ry. We define the multiclass relative entropy functional H as follows:
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for ¢ € MY such that ¢, € M;, define

_ pc(d,x) (i
1o = [ 02D ) ptiminGo) (18)

where we adopt the convention that the integrand is +oo for j € J and x € R4
such that p¢(j,2) > 0 and pr(j,z) = 0 and is zero for j € J and x € Ry such that
pc(J,x) = pr(j,x) = 0. Then the quantity H(¢) is the relative entropy of ¢ with
respect to 7, and it takes values in [0,00]. Note that if <1[x;,oo), ¢;) = 0 for each
7 € J, then

H(O) = i /[0 o <p<(j’ 7) ) pr(j, 2 (19)

pfr(jaf)

Otherwise, H(() = +o0.

If J = 1, then (aj,11) are the critical parameters. Observe that in this case,
m=v§and T({1} x A) = (v§)° (A) for all Borel subsets A of R;. Thus, when J =1,
H(() is the relative entropy of (¢ with respect to (v§)¢, which coincides with H(¢)
as defined in [14].

For ¢ € My, H({) can be rewritten as a certain convex combination of relative
entropy functions involving measures in P, plus a discrete relative entropy term
involving probability measures on J. This approach was taken in [9, Definition
5.2.1], which can be shown to agree with (18) for ¢ € M:{ Here, in (18), we present
H as a single relative entropy function involving measures in P.

We will consider H along the paths of fluid model solutions. By Proposition 2.4,
given ¢ € K7 such that £, € Ky, we have that ,ui(t) € K; for all t € [0,00). Then,
given such a ¢, for each t € [0,00), the density p,e () is given by (16) with ¢ = e

75 .
puﬁ(t)(jvx) =1 € = J( )a for all (j,z) € J x Ry, (20)
w3 W+

where we have suppressed the dependence on £ in the final expression to simplify
the notation. Hence, given ¢ € K’ such that & € Ky, H(ué(t)) is defined for
each t € [0,00) and we can view H(u%(t)) as an extended real-valued function of
t € [0,00). For ¢ € K’ such that & € K; and t € [0,00), let

HE(E) = H(uE(1)). (21)

3.2. Uniform Convergence of the Relative Entropy Functional to Zero.
The first main result of the paper stated below as Theorem 3.1 generalizes [14,
Theorem 3.2]. It concerns uniform convergence of H to zero for ¢ lying in certain
relatively compact subsets of M”. First we define these sets. For v > 0 and each
jeJd, let

K. (j) = {£ € K: Z¢(x) < uNj(x) for all » € Ry} (22)
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Note that (22) is K, as given in [14], adapted to each class j € J. So, by the
justification given in [14, Page 260], the set defined in (22) is relatively compact for
each j € J. Now, for u > 0, define

J
KX =K,(1) x - x Ky(J) = X Ky(j). (23)
j=1
It follows that this set is relatively compact. Notice that given £ € KX, it is possible
that (1,&;) = 0 for some or all j € J. As in [14], we wish to exclude such elements.
This leads us to define, for u,l > 0,

KX =KXn{¢cK’: (x,&)>1forall j€ T} (24)

u,l =

Observe that K:f’ ; € KX, which implies that K:f ; 1s relatively compact.

Theorem 3.1. Let u,l > 0. Then, for each initial condition £ € Kffl, HE s
nonincreasing on [0,00). Furthermore,

lim sup H(t) = 0.

—00
geijJ

To prove Theorem 3.1, we utilize a similar strategy to that used in [14, Theorem
3.2]. Indeed, we will show that H¢ is absolutely continuous, with respect to time,
with nonpositive density, provided that the initial condition & € Kff ;- In fact, as in
[14], we are able to compute the density explicity, although the form is necessarily
a little more involved than in [14]. For this, we define a related function K. For
a,b,z € (0,00), define

k(a,b,z) =a(x —1) —bln(z) + (a — b) In (%) , (25)
and for a,b € (0,00) define k(a,b,0) = 4+00. Then k is a continuous, extended
real-valued function on (0,00)% x Ry. The arguments a and b generalize the single
variable version of k used in [14]. In particular, the single variable version coincides
with (1,1, -). Below it is shown that k as defined here is nonnegative on (0, c0)? xR,
and is zero if and only if @ = b and z = b/a (see Lemma 5.8).

Given ¢ € M, define

_ (LG) ZCJ'(QU) n®(x =
K(C) - /jx[Rij <<1’C+>’p]’ <1,CJ>Nj(x)> ]( )d’Y(.]v )7 (26)

where for each j € J, nf is the density of v§ as given by (12) and, by convention,
the integrand takes the value +oo for j € J and z € [0, 2}) such that Z¢;(z) = 0, or
J € J and x € [z}, 00) such that Z¢,(z) > 0, and takes the value zero for z € [z}, 00)
such that Z¢,(z) = 0. Then, K : M{ — [0, 00] is an extended real-valued function.
For ¢ € MY such that (1[1;,00),@) =0forall j€J,

J —
_ <17Cj> ) ZCj (ZL') né(x)de
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This generalizes [14, (57)]. To see this, note that if J = 1 and ¢ € My, then
(1,¢1)/(1,¢+) = 1 and (2) implies that p; = 1, so that (27) reduces to [14, (57)].
Similarly as was done above, we consider K as a function of time along fluid model
solutions. By Proposition 2.4, for £ € K7, ué(t) € K‘fr for all t € [0,00) and we set

KE(t) = K (16(t)), for all t € [0, 00). (28)

Theorem 3.2. Let u,l >0 and £ € K;l. The function HE is finite-valued and ab-
solutely continuous with respect to Lebesque measure on [0, 00) with density function
kS, where K¢ is nonpositive and is given by

k() = —LlCé(t), for all t € [0, 00). (29)

W

In particular, H¢ is nonincreasing on [0,00). Furthermore, fort € [0,00), k&(t) <0

unless
£4) = U+
pe(t) = . 30
O = 5o )

Theorem 3.2 is a generalization of the single class result [14, Lemma 7.8] to
multiclass processor sharing queues. The proof of Theorem 3.2 is given in Section
7.4. In preparation for this, a version of Theorem 3.2 for initial conditions in A; 1=

AN ijl is proved in Section 7.3 (see Lemma 7.1). It is in the proof of Lemma
7.1 that the details of the definition of K¢ are leveraged. Theorem 3.2 is used in

conjunction with various properties of fluid model solutions developed in Section 5
to prove Theorem 3.1 in Section 8.

3.3. Uniform Convergence to the Set of Invariant States. Finally, as was
done in [14] for the single class processor sharing queue, we leverage Theorem 3.1,
together with properties of fluid model solutions, to obtain uniform convergence
of multiclass fluid model solutions to the set of invariant states provided that the
corresponding initial conditions are all members of the relatively compact set K, ;,
for some u,l > 0.

Theorem 3.3. Let u,l > 0. Then,

lim sup dy(ué(t),I) = 0. (31)
t—00 §€K:’l

Furthermore, given € > 0, there exists § > 0 such that

sup  sup dy(uf(1),1) <e, (32)
¢EK S (6) tE[0,00)

where Kil(é) ={Ce K;fl :dy(¢,I) < d}.

The proof of Theorem 3.3 is similar to the proof of the analogous result stated in
[14, Theorem 3.1], and is given in Section 8.
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3.4. Organization of the Remainder of the Paper. The remaining sections of
the paper are structured in the following manner. In Section 4, we introduce families
of compact sets that contain fluid model solution values when the initial conditions
are the relatively compact sets introduced above. In Section 5, important proper-
ties, such as continuity and finiteness, of the functions H and K are established.
Such properties are needed to prove the main theorems stated above. From there, in
Section 6, we proceed to establish compact containment of fluid model solutions. In
Section 7, we proceed to study H and K along fluid paths by considering the time
dependent functions H¢ and K¢ for & € K>< for some u,! > 0. By utilizing the prop-
erties of H and K established in Section 5 along with the compact containment of
fluid model solutions established in Section 6, we establish finiteness and continuity
properties for H¢ and K¢, Also in Section 7, we prove Lemma 7.1, a special case of
Theorem 3.2 restricted to absolutely continuous initial conditions. We then extend
Lemma 7.1 to Theorem 3.2 via an approximation argument. Finally, in Section 8,
we provide proofs for Theorems 3.1 and 3.3.

4. COMPACT SUBSETS OF M7

In this section, we introduce a family of sets analogous to the family of compact
sets given in [14]. These sets will be considered throughout the paper, and are
necessary for the study of the entropy functional defined in (18). In addition, we
introduce some related compact sets that play integral roles in the proofs. For u > 0
and j € J, define M, (j) as follows:

M, (j) ={¢eM: (1,¢{) <wand Z¢(z) < uﬁj(x) for all z € R4},
which is analogous to the set M, considered in [14]. Then, for u > 0, define M* by

J
j=1
For u,l > 0 and j € J, define M, ;(j) as follows:
Mo,i(7) = Mu(j) N{C € M: (x,¢) = I}, (33)

which is analogous to the set M,,; studied in [14]. Note that for u,l > 0 and j € J,
M, (j) # 0 if and only if 0 < I < u(y, V‘?>. Now, for u,l > 0, let Mil be given by

7=1
For w,l > 0, define
M} = {¢e MY : (x,¢p) > 1}, (35)

where as always (4 is the superposition measure of (. Note that for any u,l > 0, it
follows that M::l C le, since for any ¢ € M:’l, (x,¢j) > 1 for each j € J implies
that (x,(4) > JI > 1.

Recall that, for u,l > 0, KX and Kf:l were defined previously in (23) and (24),
respectively. Since measures in K have no atoms and in particular do not charge
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the origin, it follows that K* = K/ N M and K, = K/ N M, for all u,l > 0.
For u,l >0, let K, = K/ n M7,

Assuming that a sequence in MY converges weakly to an element of M”, we
establish conditions under which the first moments of the component measures also
converge to the first moments of the components of the limiting measure. This
is stated in the next lemma and follows via a generalized uniform integrability
argument.

Lemma 4.1. Suppose {("}nen € M7 and (" % ¢ € M7 as n — .

(1) If {¢"tnen C M for some u > 0, then, for each j € J, (x,(}) = (X, ;)
as n — oo. Also, (x,(}) = (X, (4) as n — oo.

(2) If {Cﬁ}néh\l - Ml; C+ € M17 and <X7 C—?—> — <X7C+> as n — o0, then, fOT
each j € J, <X7<’7n> - <X7CJ> as n — oo.

Proof. Suppose that {¢("}n,en € MY for some w > 0. Then, for each j € 7, for
S lR+,

(Lo o0y, ) = 0Zn () + / Zer (y)dy

(o i)

<X1(x oo)y V ]
Hence, for each j € 7,

Sggo(l(w,oo% C]n> < U<X1(x,oo)7 V;>' (36)

Since, for each j € J, (7' = (j asn — oo and (x, v§) < oo, using (36) to control the

tails of the integrals in <X7 Cj"> and (x, ¢j) for each j € 7, uniformly in n, we can
show that

Jim (x, () = (x,¢j),  foreachje J. (37)

The convergence with (%, (4 in place of Gy G follows by summing over j € J.
Thus the first part holds.

Suppose that {¢} }nen € My, (4 € My, and (x,(}) — (X, (4+) as n — oco. Then,
for each j € J and = € Ry,

lim sup(xl (2,00) Q) < hm SUP<X1 (z,00) C+> =0,

Ilggo @00y G < Jim (XL (z,00): () = 0.

The second part follows from this.

Next we utilize Lemma 4.1 to prove a compactness result.

Lemma 4.2. Given u,l >0, M), MX

+
wl’ and Mu’l are compact.



RELATIVE ENTROPY FOR MULTICLASS PS FLUID MODELS 17

Proof. Let u,l > 0. It follows from [14, Lemma 4.6] that, for each j € J, M, (j) and
M,,;(j) are compact. Thus, we have immediately that M.¢ and M;( , are compact.
It is left to show that MII is compact.

Since MIZ C M and M* is compact, it suffices to show that M«j—,l is closed.
Suppose that {("}nen C M::l and for each j € 7, (" 5 ¢ as n — oco. It is enough
to show that ¢ € M«Il' Since M;¢ is a compact set and {("}nen € MY, it follows

u

that ¢ € M;¢. Therefore, it is enough to show that (x,(;) > . By Lemma 4.1, (37)
holds, which, along with the fact that (" € qu_l for all n € N, implies that
(|

For u,l > 0, we can apply the compactness result of Lemma 4.2 to obtain a
strictly positive lower bound on the total mass of elements in M,,;(j), for j € J.
Given u,l > 0, set

A ) = il (0f{{1,¢) ¢ € Mui()}). (38)

It follows that A(u,l) > 0 since for each j € J, My (j) is compact, ( — (1,() is a
continuous function on M, and (1,{) > 0 for all ¢ € M,,;(j). Now, for u,{,6 > 0,
we define for each j € J

Mui6(i) = {¢ € Muy(y) :
Ze(z) > Mu, )p; (Nj(w) — N;(w +0)) for z € Ry},
which is analogous to M, ; ¢ as defined in [14]. Additionally, for u,l,6 > 0, define

J
My 5= X My6(5), (39)
j=1
J
ij,l’g = M;jw NK”. (40)

Lemma 4.3. For u,l,0 >0, M;(le is compact.

Proof. Lemma 4.3 follows from the fact that, for each u,l,0 > 0 and j € J, the set
M, 16(j) is compact, which follows from [14, Lemma 5.4]. O

5. PROPERTIES OF THE FUNCTIONS H AND K

Here we develop important properties of the entropy functional H defined in (18)
and the function K defined in (26). In particular, we establish that H is finite-
valued and continuous on the family of compact sets defined in (34) and that K
is finite-valued and continuous on the family of compact sets defined in (39). Note
that, many of the results in this section are similar to results given in Section 4
and Section 7 of [14]. However, it is necessary to demonstrate that H and K, as
generalized here, have the same properties as in the single class setting, as these
properties are necessary for establishing Theorems 3.1, 3.2, and 3.3.
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5.1. The function H. Before we start discussing properties of H, we define the
set L to be an augmentation of the set of invariant states I, given in Proposition
2.5, by allowing for the possibility of a point mass at the origin. That is, we define
L by

L={CeM’: ¢ = ajdo + cpjv; for j € J, where a € lRi and ¢ € Ry }.
For notational convenience, we define L as follows:
L ={CeM’: ¢ = a;do + cpjv; for j € J, where a € [Ri and ¢ > 0}.

Our first result of this section states that H defined in (18) on {¢ € M’ : (4 € My}
is nonnegative and vanishes on L. Note that this is the best result one could
hope for, as (16) contains no information about the mass that the components of
its argument places at the origin. For measures ( € M:( , the result in part (ii) of

Lemma 5.1 is proved in the master’s thesis [9, Theorem 5.3.1] using the formulation
[9, Definition 5.2.1] of H.

Lemma 5.1. For each ¢ € M7 such that (4 € M;,

(1) H(¢) € [0, 00);
(i) H(¢) =0 if and only if € L.

Proof. Part (i) of Lemma 5.1 follows from the fact that relative entropy is non-
negative. Let ¢ € MY be such that (, € M;. If ¢ € Ly, then p; = pr and so
H(¢) = 0. Conversely, suppose H({) = 0. Then, due to the convention for (18),
<1[$;’Oo), ¢;) =0 for all j € J. By (19) and properties of h, it follows that for each

j € J and Lebesgue almost every x € |0, x;‘),

pr(js @)
Let ¢ = (x,(+)/{x,m4+). Note that if p¢(j,y) = 0 for some j € J and y € Ry, then
pe(d,x) =0 for all z > y. For j € J, let y; = inf{x € [0,27) : pc(j,x) = 0}. Then,
for each j € J, yj < 2} and for each z € [O,y;f),

pc(j,x) =0 or =1.

pg(j,:t) .

pr(J, @)
It follows that for each j € J, there exists a; > 0 such that ¢; = a;do+cp;v; on [0,y%)

J

and <1[y;f’oo), ¢j) = 0. Hence, to complete the proof, it suffices to show that y; = z7

for each j € J. If yi < a7 for some j € J, then (x,(y) = CZjej<X1[0,y;‘)>Vj> <
(X, C+), which is a contradiction and the result follows. O

The next lemma follows by applying an argument similar to the one used to
prove [14, Lemma 4.2] to each class j € J. It provides conditions under which weak
convergence of a sequence {("}nen in M7 such that ¢ € M; for each n € N follows

from weak convergence of the corresponding sequence {("},cn of measures in P.
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Lemma 5.2. Suppose that {("}nen C M7, {(%}nen C My, ( € MY, (4 € My, and
("B ¢ asn— oco. If, for each j € J,

Tim (1,¢7) = (1,¢;)  and ) =06 G, (41)

lim
n—oo
then (" 5 ¢ as n — oo.

Proof. Let f € C}(Ry). It follows from ¢" 2 ¢ and (x, ¢ = (X, ¢4) asn — 00
that, for each j € 7,

lim f’(a:)?c]n(x)da:: . f(@)Z¢, (x)dx.

n—oo Jg.

For each j € J and n € N, an application of integration by parts yields that

i fl@)Zen(x)de = —f(0)(1,¢F) + {f.¢f),

i fl@)Zg(x)dr = —f0)(1,G) + (f, &)

Since f € C}(Ry+) was arbitrary and C}(R.) is convergence determining for the
weak topology on M, (" 5 ¢ as n — 0. ([l

Now we relate convergence to zero of H to weak convergence to the set L. The
following lemma is an extension of [14, Lemma 4.3].

Lemma 5.3. Suppose that {¢("}nen C MY, {1 fnew € My and lim, oo H(¢™) = 0.
In addition, suppose there exists a € [Ri and ¢ > 0 such that, for each j € J,

Jim (1, () = aj +cpj and - lim {x, () = e(x, 7). (42)

n—oo
Then, as n — oo, (" = ¢, where ¢ € Ly is such that, for j € 7,
G = aj(S(] + ijl/;.

Proof. Since lim,,_,o, H(¢™) = 0, it follows from Pinsker’s inequality that lim,,_,, Hf”—
#|lrv = 0, where || - ||ty denotes the total variation norm. Therefore, (" = 7 as
n — oo. For each j € J, let (; = a;d + cpjvi and set ¢ = (¢1,..,¢y). Note
that ¢ € M’ and ¢, € M;. Moreover, for each j € J, (1,{;) = aj + cp; and

(x,C4+) = c(x,m+). Given this, the result follows from Lemma 5.2. O

Now, if an element of M is near an element of L, we wish to bound the distance
to I, the set of invariant states. The next lemma is analogous to [14, Lemma 4.4]
and does just this.

Lemma 5.4. Suppose that ¢ € M7, n € L, ¢ > 0, and d;((,n) < e. Letc >0
and a € IR;{ be such that n; = ajdo + cp;vj for j € J. Then, for each j € J,
d((j, cpjvs) < €+ aj. Furthermore, for each j € J, a; < (;([0,€)) + € so that

(1) < nia G5([0,)) + 2.
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Proof. Applying an identical argument as given in the proof of [14, Lemma 4.4] to
each component of ¢ yields d((j, cp;v§) < G ([0, €)) + 2¢, for each j € J. The result
then follows from the definition of d ;. O

Now, we will give sufficient conditions for the lower semicontinuity of the entropy
functional H. This is a necessary step in obtaining the continuity result for H later
on.

Lemma 5.5. Suppose that {("}nen € M7, ¢ € MY, {(tnew € My, ¢4 € My, and
"5 ¢ and (x, ) = (X, C+) as n — oo. Then,

liminf H(¢") > H(().
n—o0
Proof. This follows similarly to the proof of [14, Lemma 4.5]. O

One reason for our interest in compact sets of the form M;; ; for u, 1 >0, is that

the multiclass entropy functional is actually continuous on M ;( ;- We state and prove
this as Lemma 5.7 below. First, we prove the following ancillary result.

Lemma 5.6. Foru,l >0,(eM*,j€J, andx € [O,xj),

u,l’

calEatE) e

H(C) <h <u<x7r+>) . (44)

[minje 7 p;

and

In particular, H({) < oo for every ( € M.

Proof. Let u,l > 0. Note that (43) follows similarly to the verification of (28) in
[14, Lemma 4.7]. In particular, for ¢ € M::l,
g> < U<X,7T+> (45)

I <wulx,v ,
Pj

J

for j € J since M, # 0. So, upon using this together with (16), (17), (33), and
properties of h, (43) follows. Then (44) follows from (43) and (18). O

Lemma 5.7. Suppose u,l > 0. Then H is continuous on M:l.
Proof. This follows similarly to the proof of [14, Lemma 4.8] upon using the result

in Part 1 of Lemma 4.1 in place of referring to the proof of [14, Lemma 4.6] and
Lemma 5.6 in place of [14, Lemma 4.7]. The details are omitted. O
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5.2. The function K. Now, we consider properties of the function K defined in
(26). As we will see in Lemma 5.12, to obtain a similar continuity result for K to
that for H in Lemma 5.7, we will need to restrict the domain of K to sets of the
form Mqi(l g» for u, 1,60 > 0. Furthermore, as in the single class case, we will see in
Lemma 5.9 that the kernel of K is exactly I;. These two properties are of much
utility when proving Theorem 3.1.

Recall the definition of k from (25) and set k(z) = k(1,1,z) for € Ry. Then
k coincides with k as defined in [14]. As observed there, k takes values in [0, 00], is
strictly convex on (0,00), k(1) = 0 and k(z) > 0 for 2 # 1. Also, observe that, for
a,b € (0,00), k(a,a,z) = ak(z) for all z € Ry and k(a,b,b/a) = ak(b/a).

The next lemma establishes some key properties of k.

Lemma 5.8. Let a,b € (0,00). Then, on [0,00), k(a,b,-) takes values in [0,00] and
is conver with a unique global minimum at x = b/a. Furthermore, k(a,b,b/a) = 0
if and only if a = b.

Proof. Tt is straightforward to see that k(a,b,-) is convex on [0, 00) and strictly con-
vex on (0,00), with a unique global minimum at b/a (note, by definition, k(a, b, 0) =
+00 and lim,\ g k(a, b, x) = +00). The remainder follows from k(a, b,b/a) = ak(b/a)

and properties of k. O

Using the properties of k developed in the previous lemma, important properties
of K are developed in the next lemma.

Lemma 5.9. For ( € M{, K(¢) € [0,00] and K(¢) = 0 if and only if ¢ € 1.

Proof. The range of K follows from the definition of K given in (26) and Lemma
5.8.

Let ¢ € M{ be such that K(¢) = 0. Then, for each j € 7, 7gj (:L';) = 0 and, by
(27) and Lemma 5.8, for almost every x € [0,z7}),

<17Cj> ) 7{](.%) .
kQLQYmWL@Nﬂ@>_

By combining this with another application of Lemma 5.8, we obtain that for each
j € J and for almost every = € [0, x7),

(G Zg () (L,G) — pi(L¢4)
O‘kQLgV”wL@Nﬂm>2k<axgm”<Lg>>2a

and so the inequalities are all equalities. Then, using Lemma 5.8 again, for each

JET, pj= <<11<<i>> and Z¢,(z) = (1, Q)Nj(w) for almost every x € [0,2%). Since Z¢,

and Nj are right continuous, it follows that the latter holds for all x € [0, z7) and
j € J. Thus, for each j € J, (1(0,00)$j) = Z¢,;(0) = (1,CJ>N§(O) = (1,¢;) and so
G({0}) = 0. It follows that (; = cp;v§ for each j € J, where ¢ = (1,(4). Then
(el
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Now, suppose that ( € I,. Then, for some ¢ > 0, (; = cpjv; ¢ for each j € J.

Thus, for each j € 7, (1,¢;) = cpj and (1,{;) /(1,4) = pj. Furthermore Z¢,(x) =
cpj<1(x o) V5), for each j € J and x € Ry. In this case, K(() reduces to

S, [ E @ =o
=1 70

as required. O

Now, we proceed to establish continuity of K(-) on certain compact sets. First,
we give sufficient conditions for the lower semicontinuity of K.

Lemma 5.10. Suppose that {("}nen C€ MY, ¢ € M{, and ¢* 5 (. Then,
liniian(C") > K((). (46)

In particular, K(-) is lower semicontinuous on M.

Proof. Since for each j € J, (7' = ¢j and ¢; € M{, we have that limn%o(l,gﬁ) =
(1,¢;) > 0, for each j € J, and so lim,, o (1,¢Y) = (1,(4) > 0. Also, the assump-
tions imply that for each j € J, for almost every x € R,

lim ZC"( x) = Z¢,(x). (47)

n—oo

There are two cases to consider. Case (i): Suppose that Z¢, (x %) > 0 for some j € J.

Fix such a j € J. By the monotonicity and right continuity of Z G Z ¢;(+) > 0onan
open interval containing z7. Hence, K(() = 400 and (47) holds for some z > 27 in

that interval. Then, for all n sufficient large, 74; (x) >0 and 7@@ (-) > 0 on an open

interval containing z, and so K(¢") = +o0o. Thus (46) holds. Case (ii): Suppose
that Z¢;(27) =0 for all j € J. For each n € N,

" L,¢7) Zer(x) .
) >Z/ ( .n " LN <>>”j(x)dx'

The result follows from the continuity of the extended real-valued function &(-, pj, -)
on (0,00) x Ry, (47), Fatou’s lemma and (27). O

The next result was stated and proved in [14, Lemma 7.4]. We state it here as a
proposition for convenience.

Proposition 5.1. Given a probability density function g : Ry — Ry with associated
cumulative distribution function G : Ry — [0,1], let G(z) = 1—G(x) for all x € Ry,
and set

y* = inf{z € R} : G(x) = 0}.
Then,

*

— /Oy In (G(z)) g(z)dz = 1.
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The following proposition is a direct extension of [14, Lemma 7.5] to the multiclass
case. So, we omit the proof and instead refer the reader to the proof of [14, Lemma
7.5], which can be applied to each class j € J.

Proposition 5.2. For each j € J and 0 > 0, let
9;(0,2) = —In (Nj(x) = Nj(z +0)), =x€l0,z]).
Then, for each j € J and 0 >0, g;(0,-) > 0 and g;(0,-) € L1(v5).

Note that Proposition 5.2 will be used when establishing the continuity result for
K stated in Lemma 5.12 below. First, we show that K is finite on the compact sets
M:;w, for w,,0 > 0.

Lemma 5.11. Let u,l,0 >0 and A(u,l) > 0 be given by (38).
(1) For each ( € M j€J and x € [0,27),
7@‘ (z) < U
T (LGNS (@) T Al
CZg ()
(LGNS ()
(2) FOT’CGMu197 jeJ andz €|

0,
Z¢;(z) AMu,l)  —e e
0§_1n<<1;§j>> §—1n< P (Nj(x)—Nj(ac—i-Q))). (49)

u,l’

In particular, the function ) € Ll( <) for each j € J.

(
7)), Z¢;(z) >0 and

In particular, the function In << Tc > € Ly(v5) for each j € J.

s

Therefore, for ¢ € M:jle, K(() < 0.

Proof. Fix u,l,0 > 0. For ( € Mul, j € J and x € [0,2]), by definition of M,
and A(u, 1) > 0, we have (1,¢;) > A(u,1) and Z¢,(z) < uﬁj(x) Thus, (48) and part
1 hold.
Henceforth, fix ¢ € Milﬂ' For j € J and z € [O,x;), by definition of leﬁ we
have that
0 < A(u,l)p; (Nj(:n) - W;(x +0)) < Z¢, (). (50)

Then, (49) follows since (1, (;) < u for each j € J. The remainder of part 2 follows
from (49) and Proposition 5.2.
From (48), we obtain that for each j € 7,

& ZCj(x) . ne(x)dz wo
< <<1,¢j>N;<z) 1) s < (57 -1)- 1)

Furthermore, by Proposition 5.1, it follows that for each j € 7,

o 779(:6) né(z)dr = — x;n 7@-(33) nS(x)dx —
- l“<<1,<j>zv§<ac>> fopda == [ <<1,<j>) sayd =1 (52)
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Combining (51), (52) and part 2 with (27) yields that K(¢) < oc.

We are now ready to state and prove the continuity result for K.
Lemma 5.12. For each u,l,0 > 0, K is continuous on quw.

The proof of Lemma 5.12 given next is a modest generalization of the proof of
[14, Lemma 7.6].

Proof. Fix u,l,6 > 0. Recall, M;l,e is compact. Suppose {("}nen C M;ﬁl,e is such
that ¢" = ( € My, as n — 0o. Then, we have that lim, o (1,() = (1,¢;) >
A(u,l) > 0, for each j € J, and so lim, oo (1,¢}) = (1,{4) > 0. Thus, for each

jeJd,
(8- 0) (50 - (85 ) ()

Hence, there exists N such that for all j € J and n > N,

(e e)mGe) =2 (65 2= (Gady) @

Also, the assumptions imply that for each j € 7, for almost all x € R, lim,, 0 ZC;_L (x) =

Z¢,(x). Since for each j € J, k(-, p;,-) is continuous on (0, 00) X Ry, it follows that
for almost every z € [0, z7),

(g Zg) N () 7w
”1*°°k(“’Cﬁ’p”ﬂvé?w?(w))_k<<1,<+>"’”<1,<j>N§<x> -

By definition of qul o for each j € 7, for all x € [0,:):;) and n € N,

NuDp; (Vj(a) - Nj@+6) _ Zg@) _ w
uﬁj(m) - <17C3">N§(33) = Au,l)

(55)

It follows from the definitions of \(u,!) and u that A(u,l) < wu. So, the upper bound
in (55) is at least one. Additionally, notice that the lower bound in (55) is at most
one. Thus, by Lemma 5.8, (55), the definition of k, and (53), for each j € 7, for all
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z € [0,2}) and n > N, we have

Ly Zg@
o=k <<1,<z>’p”<1,¢;l>zv§<x>>

0w N (A (i) - N+ 0)

< e G ) ”“( uN5 (@) )
LG N, ()
(e ) Gwen)

B o A, D)pj (Wj(x)—ﬁj(x—i—@))
(1) -t ( uN(@) ) 0

(s o) (o)

For each j € J and x € [0, x}), let y;(x) equal the right hand side of the inequality in
(56). Then, for each j € J, y;(z) > 0 for all z € [0,27) and by Propositions 5.1 and
5.2, y; € Li(v§). Therefore, since j € J was arbitrary, (54), Lemma 5.11, (27) and
the dominated convergence theorem together imply that lim,,_,. K(¢") = K(¢). O

5.3. An Alternative Representation for K. In this section, we develop an al-
ternative representation for K(¢) for ¢ € AX,, = AT N MY, , for u,1,6 > 0 (see
Lemma 5.15 below). For this, we will leverage the following elementary fact.

Lemma 5.13. For ¢ = 1,2, let g; : R — Ry be a probability density function
on Ry, let G; : Ry — [0,1] denote the associated cumulative distribution function,
define Gi(z) =1 — Gy(x) for all x € Ry and let

yf = inf{z € Ry : Gi(z) = 0}.

Assume that

limg sy In (Gi(z)) Ga(z) = 0. Then

vi o Y1 Go(x)
- In (G1(z)) g2(x)dx = =—=q1(z)dz.
/0 ( ) o Gi()
Proof. The result follows as an application of integration by parts. O

Next, we introduce some notation. Given ¢ € A, let z¢(-) denote the density of
¢. For u,l,60 >0 and ¢ € A;;l@’ define

i) = | (2855) pims(a), if j € T and x € 0,2)),
; 0, if j € J and z € [2},00).
pc(ia) 7@ L. )
baGir) = {0 (Kb) fey, ifje T andw e [0,07),

0, if j € J and x € [z, 00).
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Observe that since ¢ € A;(l g» the support of p. coincides with the support of py.
Indeed, by part 2 of Lemma 5.11, Z¢,(z) > 0 for z € [0,2}) and j € J and since
s Axm CAX, Z¢(x) =0for z € [z},00) and j € J. Hence, the argument of

the natural logarithm above is never zero. Thus, for u,l,0 > 0 and ¢ € Au 167 lea
and /¢ o are well defined on J x R4.

Lemma 5.14. Let u,l,0 > 0. For { € A;(le, we have £¢1,le2 € L1(7y) and

j 779(@ nS(x)dx
/mﬂ’l“’ =i @) ]le]/[oz) <<1,<j>N§<:ﬂ>> i

) 6T (1, Gy
*ijlr‘(pj | <+>>“n( G ) 57)
. ’
o ) = <17CJ> ZCJ(x) . n@ 2)dx
/‘7><[R+ 64,2(37 )d7(37 ) ;/[O,x;‘) <1’<+> <<17Cj>N§($) 1) ]( )d
J
<17<j> n <1 <> <Xa7r+><1vc+>
i iwavk (i) (M) o

Moreover, there exist positive, finite constants C1(u,l,0) and Ca(u,l,0) such that
fori=1,2 and any ¢ € A;(le

/ 10¢,i(d, )| dy (g, x) < Ci(u,l1,0).
jX[RJr

Proof. Fix u,l,0 > 0 and ¢ € Aiw. Let A(u,l) be given by (38). Then A(u,l) <
(1,¢4+) < wu. Since ¢ € A;(,l,e? fori=1,2,

J
[ om0 =3[ o
jX[R+ ]:1 [0,38;)

Also, for j € J and x € [O,;p}?)7
n pg(j,ac) I ch(x) (Ve
1 (pw(j,x)> =1 <<1,gj>> In (N () (59)

) ()

Since 0 < (x,m4) < 00, 0 < pj < 1 and A(u,l) < (1,¢;) < u for each j € 7, and
JU < (x,¢4) < u(x,ve), there exists a finite, positive constant Cs(u,l,0) > 0 such




RELATIVE ENTROPY FOR MULTICLASS PS FLUID MODELS 27

The result for i = 1 is an immediate consequence of (59), (49) in part 2 of Lemma
5.11, Propositions 5.2 and 5.1, and (60). Next we verify the result for i = 2. By

Proposition 5.1,
J 7( (l‘) ZC' (.T)
Z/ In ! I dx
; [0,x%) <1a j> <17C+>

Jj=1 J
(LG
BRI SR CLY; / n () dz (61)
jz::l (1, ¢4) o)
Since 0 < limx/xj*_ —1In (Nj(x)) % < limx/x]*_ —uln (Nj(x)) (leé‘(fi = 0, Lemma

5.13 and part 1 of Lemma 5.11 imply that

J
—1n 76 X ZC]'('I) i
> f.., i i) e

S _
_ (17Cj> ZCj(x) né(z)dx
_; (L¢4) /[O,z;) (1,¢)N5 () s(@)d

u
< —-.
~ Mu,l) (62)
The existence of Ca(u,l,d) follows from (59), (61), (62) and (60), and (58) follows
from (59), (61) and (62). O

Given u,l,0 > 0 and ¢ € A:fle, for j € J and = € R, define

: 7, (x) ;
Also, recall that h(x) = z1n(x) for x € Ry, where h(0) = 0. Then, h'(z) = In(x)+1
for x € (0, 00).

Lemma 5.15. Let u,l,0 > 0. There exists a finite, positive constant C(u,l,0) such

that for all ¢ € A;w,
n < uc (g, x
/\7><[R+ pr(Jjs @) «-)

where, by convention, the integrand takes the value zero for all x € [:c;‘,oo) and
j € J. Moreover, for each ¢ € A;(l 0

ko= [ w (2223wt o).

dy(j,z) < C(u,1,0),

pvr(jvx)
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Proof. Fix u,l,0 > 0. The first statement follows from Lemma 5.14 and the fact
that for all ¢ € A;(l o5

/.7><[R+ e 2] dr(d z) < /JX[R+ (:192:3 + pjﬂ?(ﬂf)) dr(j,z) = 2.

For the second statement, fix € Affl ¢- Note that

JX[R+

This together with the definitions of /¢ ; and /¢ and the definition of k£ given in
(25) implies that

[ () oo = [ Geatin) ~teati.o) i

<1> Cj) ZC]- (1}) . .
/JXM <<17C+>"0J’ (LGN (z) ) (@)dv(J z),
and the result follows by (26). -

6. CoMPACT CONTAINMENT OF FLUID MODEL SOLUTIONS

As in the single class case, we wish to prove existence of constants u*,[* > 0 such
that fluid model solutions with initial conditions in K;(l for some u,l > 0, remain

in K;( « for all time. For J = 1, this is given by [14, Corollary 5.1]. For J > 1,
one must take care to address the fact that the class level fluid workload function
w;(+) is not necessarily constant for each j € J. We give the details for this case
in Lemma 6.4. In Lemma 6.5, we extend [14, Corollary 5.4] to J > 1 and obtain a
uniform time by which a fluid model solution must enter a set of the form K;(* I g%
a fact that will be utilized in the proof of Theorem 3.1 in Section 8. Finallvyx in
Corollary 6.5, we extend [14, Corollary 5.2] to J > 1 and provide a useful upper
bound on the mass near the origin for each class.

Recall that, if p is a fluid model solution with u(0) € K7 and puy(0) € Ky,
gi(t) = (1,p;(t)) for all j € J and 0 < w(t) = (x, p+(t)) = wi(0) < oo for all
t > 0. The following lemma establishes an upper bound on fluid queue length.

Lemma 6.1. Let p1 be a fluid model solution with 1u(0) € K’ and 1+ (0) € Ky. Set

y— 3max(g4(0), 6w (0))
5 .
Then, for all j € J and t >0, q;(t) < q4+(t) < w.

Proof. Recall that uy is a fluid model solution for a single class processor sharing
queue with critical parameters (ouy, 94 ) such that py (0) € K. Thus, we can apply
[14, Lemma 5.1] to obtain the result. g

The next result is an intermediate compact containment result that will be used
below to verify Lemma 6.4.
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Lemma 6.2. Let u,l > 0. Set

3 J,6 , VS
o umax (J, 6y (x 1/+>). (64)
2
Then, for all fluid model solutions p with u(0) € KX, u(t) € K5 for allt € [0, 00).
Moreover, for all fluid model solutions p with p(0) € K, u(t) € K;;l for all

u,l?
t €[0,00).

Proof. Fix u,l > 0 and let u* be given by (64). First let p be a fluid model solution
with £(0) € K;X. Then ¢4 (0) < Ju and w4 (0) < u(x,v$). Hence, by Lemma 6.1,
q+(t) < wu* for all t € [0,00). Given this, applying the argument given in the proof
of [14, Corollary 5.1] to each class j yields the first result. Next consider a fluid
model solution p with p(0) € KIZ C KX. Then, by the first result u(t) € K/, for
all t € [0,00). In addition, by Proposition 2.1, | < wy = w4 (t) for all ¢ € [0, 00),
and the second result follows. g

For u > 0, by the proof of Lemma 6.2, we have that u*, as defined in (64), gives
an upper bound on total fluid queue length, provided that the fluid model solution
has initial condition in K;¢. This is stated formally in the following corollary.

Corollary 6.1. Let u > 0 and let u* be given as in (64). Then, for all fluid model
solutions p with u(0) € KX, q4+(t) < u* for allt € [0,00).

A second corollary of Lemma 6.2, stated below in Corollary 6.2, provides a uni-
form, positive lower bound on fluid queue length and a time dependent, but mono-
tone increasing lower bound on the fluid workload in each class. For this, let u,l > 0
and set

A (u, 1) = inf{(1,¢1) : ¢ € M} (65)
Lemma 6.3. Let u,l > 0. Then At (u,l) >0 and \(u,l) < Xt (u, J1).

Proof. Fix u,l > 0. Recall that (x, () > for all { € MIZ. Thus, (1,{4) > 0 for all
(e le. Hence, 0 ¢ M:'*’l. By observing that M:l is compact by Lemma 4.2 and

that ¢ — (1,(y) is a continuous function on M, we obtain AT (u,l) > 0. Again,
by compactness of Maj_le there exists ¢ € M;FJI such that (1,{) = At (u, JI). Fix

such a ¢ € M;LFJZ. Then, there exists j € J such that (x,(;) > [. Let n € MX, be

given by
o Jup, ifi# g,
TG, iti=j
Then A(u,l) < (1,¢) < (1,{4) = AT (u, JI). O

Corollary 6.2. Let u,l > 0. Let u* be given by (64) and let AT (u*,1) be given by
(65) with u* in place of u. For all fluid model solutions u(-) with u(0) € KIZ and
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for all t € [0,00), q4+(t) > At (u*,1) >0,
Mj(t,x) > XF(u',1)p; (Nj(x) = Nj(z + (1)), (66)
wilt) > XD Os(t) N (2)da. (67)
In particular, M (t,z) >0 for all x € [O,:U;f), te (0,00), and j € J.

Proof. Fix u,l > 0. Let p be a fluid model solution with n(0) € Ki‘l. By Lemma
6.2, we have that u(t) € Ku+*l C M:_*l for all t € [0,00). Therefore, by (65) and
Lemma 6.3, at every time ¢t € [0,00), q4+(t) = (1,us(t)) > At(u*,1) > 0. This
together with (15) gives that, for every j € J, ¢t € [0,00) and x € Ry,

Mj(t,z) > pj/o n5(z + s(t) — s(r))dr

ij)\+(U*,l)/0 i +(0) = () —s

= pjﬁ(U*, D(NG(x) = Nj(z + (1))

So (66) holds. Recall, w;(t) = [;~ M;(t,x)dx for t € [0,00) and j € J. So, (67)
follows from (66) upon integratmg, Wthh completes the proof.
O

Now we are ready to state and prove one of the main compact containment results
of this section, Lemma 6.4. In the proof, we will leverage the intermediate result in
Lemma 6.2 and its consequence Corollary 6.2.

Lemma 6.4. Let u,l,T > 0. Let u* be given by (64) and let AT (u*,1) be given by
(65) with u* in place of u. Define

T/u*
- l+(u*’l,T):/\+(u*’l)min{pj/0 ( Ydx : j GJ} (68)

o= *(u*, 1) = min{l"(u*,1,1),1/2}, (69)
where t = t(u*,1) = INT(u*,1)/(2u*).
(1) If p is a fluid model solution with 1(0) € K
t>1T.
(2) If w is a fluid model solution with p(0) €
t € ]0,00).

then pu(t) € K% . for all

u,l’

then, u(t) € K;i’l* for all

ul’

Proof. Fix u,l,T > 0. Let p be a fluid model solution with u(0) € K;fl. Recall,
by Lemma 6.2, u(t) € Ki}l for all ¢ > 0. Thus, for all t € [0,00), we have that
0 < A (u*,1) < qy(t) < u* by Corollary 6.1. Then, for t > T, s(t) > T/u*. This
together with (67) implies that w;(t) > I*(u*,1,T) for all t > T and j € J. Thus,

u(t) € KX

u* "
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Now, to prove the second claim, assume that p is such that p(0) € K ;. By the
proof of part 1, w;(t) > I*(u*,1,#) > I* for t > {. It remains to show that w;(t) > I*
forall0 <t <tandje J. By (11), for j € J, t € [0,00), and x € R, we see that

Mj(t,x) = M;(0,2 + s(t)).
Integrating both sides with respect to x over R4, for j € J and t € [0, 00), we obtain

oo oo
t) > / M0,z + s(t))dz = M (0, y)dy,
0 s(t)
where the last equality following from the change of variables y = x 4 s(¢). Then,
it follows that, for j € J and ¢ € [0, oo)

s(t)
/ M (0,y)dy — / M (0,y)d w;(0) — ; M ;(0,y)dy.

Now, for j € J and y € Ry, by definition and the fact that ¢;(0) < u < u* (since
p(0) € Ky € M),

M;(0,y) = (L(y,e0): 1#4(0)) < (L(0,00), 1£(0)) = ;(0) < u".

So, by using the fact that w;(0) > I (since p(0) € K, C M),), we see that for
je€Jand t € [0,00),

s(t)

w;(t) > w;(0) — /0 ¢;(0)dy = w;(0) — ¢;(0)s(t) > 1 —u™s(t). (70)

For t € [0,#], ¢, (t) > AT (u*,1) and s(t) < s(f) imply that

Lo i l

t) < —_—dr < — = 1
0 [ G S o a T
Therefore, for j € J and ¢ € [0, 1], by combining (70), (71), and 1/2 > I*, we have
that w;(t) > I*. Hence, u(t) € K;i’l* for all t € [0, 00). O

Having established Lemma 6.4, we wish to obtain a uniform, positive lower bound
on each component of the fluid queue length for fluid model solutions with initial
conditions in K;(,l’ for w,l > 0. This motivates the following definition. For nota-
tional convenience, given u,l > 0, for u* and [* given by (64) and (69), we define

A (u, 1) = Au*, 1), (72)

where A(+,-) is defined in (38). The following result is an immediate consequence of
Lemma 6.4.

Corollary 6.3. Let u,l > 0. Then, \*(u,l) > 0. Moreover, for all fluid model
solutions p with p(0) € KXZ, for each j € J, qj(t) > XN*(u,l) for all t € [0,00).

Proof. Fix u,l > 0 and u* and [* be given by (64) and (69), respectively. The fact
that \*(u,l) > 0 follows since \*(u,l) = A(u*,1*) > 0 by the remarks immediately
below (38). Given a fluid model solution p with £(0) € K., then u(t) € K5 e C

u,l?
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M; « for all t € [0,00) by Lemma 6.4. Therefore, for each j € J, at every time

Next, we extend [14, Corollary 5.2] to J > 1 by specifying a uniform time by
which a fluid model solution enters a set of the form given in (40).

Lemma 6.5. Letu,l,0 > 0. Let u* and l* be given as in (64) and (69), respectively.
Set 0* = 0 and T* = 0*u*. If p is a fluid model solution such that (0) € K, then

u(t) € K;(*J*,e* for allt > T.

Proof. Fix u,l,0 > 0. Let p be a fluid model solution with ©(0) € K;l. Then, by
Lemma 6.4, pu(t) € Kff*’l* for all ¢ € [0, 00). Also, since K;;l C KIJZ? it follows from
(66) in Corollary 6.2 that, for all j € J, t € [0,00), and z € [0, 27),

M, (ta) > X (u, ) py (Vi) = N+ 5(0)
Then, since [* < [, it follows from (38) and Lemma 6.3 that A(u*,*) < A(u*,l) <
At (u*, J1). Hence, for all j € J, t € [0,00), and = € [O,x;f),

(1) = A, 1)p; (V@) — Nz + 5(1)))
Therefore, pu(t) € K*

w*, 1, s(t)
by Corollary 6.1. So, K: I

for all t € [0,00). But, for all t > T*, s(t) > s(T™*) > 0*

X *
() C Ku*,l*,e* for all ¢t > T™*. O

Corollary 6.4. Let u,l > 0 and u* and l* be given as in (64) and (69), respectively.
Let p be a fluid model solution such that 11(0) € Kffl. Then, for every T™* > 0, there

exists 0% > 0 such that u(t) € K . 4o, for all t > T*.
Proof. Given T* > 0, let § = T*/u*. Let §* = 6. Then, T* = 0*u*, and so by
Lemma 6.5, u(t) € qu e gv» for all t > T, as desired. O

Lemma 6.6 and Corollary 6.5, stated below, are extensions of [14, Lemma 5.2]
and [14, Corollary 5.2], respectively. In particular, Corollary 6.5 provides a useful
upper bound on the fluid mass near the origin. We will utilize these results in the
proof of Theorem 3.3 in Section 8.

Lemma 6.6. Let u > 0 and let u* be given as in (64). Let u be a fluid model
solution with p1(0) € KX N M{. Then, for each j € J,t >0, and x € Ry,

M;(t,x) < M;(0,s(t)) — M;(0,s(t) + z) + aju’z.
Proof. Note, by Lemma 6.2, that u(t) € K% for all ¢+ > 0, where u* > 0 is given by
(64). Thus, by Corollary 6.1, ¢4 (t) < u* for all ¢ > 0. From here, one can apply an

analogous argument as given in the proof of [14, Lemma 5.2] to each class j € J to
conclude the argument. O

Corollary 6.5. Let uw > 0 and let u* be given as in (64). Given a fluid model
solution u(-) with p(0) € KX, then, for each j € J,t >0 and x € R4,

M;(t,x) < u* (N;(t/u*) + ajz) . (73)
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Furthermore, given € > 0, there exists 0,x* > 0 such that if p(-) is a fluid model
solution satisfying u(0) € KX and dj(1(0),I) < 0, then, for all j € J

sup sup M;(t,z) <e. (74)
0<z<z* t€[0,00)

Proof. Let u > 0 and let u* be given as in (64). Consider a fluid model solution p(-)
with p(0) € KX. Note that (73) and (74) hold trivially if 4(0) = 0 since p(t) = 0 for
all ¢ € [0,00) in that case. Henceforth, we assume p(0) # 0. Fix t € [0,00), x € Ry
and j € J. By Proposition 2.1, Lemma 6.2, and Corollary 6.1, u(t) € K5 \ {0}
and 0 < g4 (t) < wu* for all t € [0,00). Therefore, for all ¢ € [0, c0),

b1 t
S(t):/o q+(r )d 217

(0, t/u*) < u*N; ;(t/u*). By Lemma 6.6,

it x) < M;(0,s(t)) — M;(0,s(t) + ) + aju’x
< W5 (0,5(1)) + agu’s
< w*NG(t/u®) + ajuta.

So, M;(0,s(t)) <M
M;

Since j € J,t € [0,00), and = € Ry were arbitrary, (73) follows. Since d ;(1(0),I) <
¢ implies that there exists ¢ > 0 such that d(u;(0),cp;v§) < § for each j € J, one

can apply Lemma 6.6 together with the same argument used to verify [14, Corollary
5.2] to each class j € J to prove (74). O

7. RELATIVE ENTROPY ALONG FLUID PATHS

We now consider properties of H and K along fluid paths. That is, we consider
H¢ and K¢, € € K ; for some wu,l > 0, the corresponding time-dependent functions
of H and K at the Value of a fluid model solution. As we will see in Section 7.1,
both #¢ and K¢ turn out to be continuous functions of time. Section 7.2 will extend
the partial differential equation considered in [14] to a system of partial differential
equations, one for each class, provided that the initial condition satisfies certain
continuity conditions.

One of the primary results of this section is Lemma 7.1, which is a special case
of Theorem 3.2 restricted to initial conditions that lie in sets of the form

A, =A'nMS

ul_ u,l?

(75)
for u,l > 0. We state the lemma here.

Lemma 7.1. Let u,l > 0 and & € Afl. The function HE is absolutely continuous

with respect to Lebesgue measure on [0,00) with density function kS, where K& is
nonpositive and given by

KE(#) = —wiicﬁ(t).

In particular, HE is nonincreasing on [0, 00).
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We prove Lemma 7.1 in Section 7.3. In Section 7.4, we use an approximation
argument to extend Lemma 7.1 to continuous initial states, which proves Theorem
3.2.

7.1. Finiteness and continuity of #¢ and K¢. Given a fluid model solution p¢
with € € Kff ;» we are interested in the finiteness and continuity of the corresponding

time-dependent functions H¢ and K¢. Specifically, we need to guarantee that K¢ is
locally integrable to prove Lemma 7.1.

Lemma 7.2. Let u,l > 0 and & € K;l. The function HE is finite and continuous
on [0,00) and the function K¢ is finite and continuous on (0,00).

Proof. Fix u,l > 0 and £ € K:fl. Let u*,I* > 0 be the constants given by (64) and
(69) respectively. By Lemma 6.4, u&(t) € KX . for all t € [0,00). For t € [0, 00), we

u*,l*
have that H¢(t) = H(ué(t)). By Lemmas 5.6 and 5.7, H is finite and continuous on
M;(*J*. Thus, H¢ is finite. Further, by property (C.1) of fluid model solutions, ¢ —
pé(t) is continuous. Then H¢ is continuous since it is a composition of continuous
functions.
Next we turn our attention to K¢. It suffices to verify finiteness and continuity on
(t,00) for each t > 0. For this, fix t > 0. Set § = t/u*. Let 6* and T™ be as in the

statement of Lemma 6.5. Then 7% = t. Hence, by Lemma 6.5, u(r) € K;(* ox C

M . ;- for all r > t. For each r € (t,00), K&(r) = K(u*(r)). The result follows
from property (C.1) of fluid model solutions and Lemmas 5.11 and 5.12.
([l

7.2. Partial derivatives for fluid model solutions. In the single class setting, a
key step toward obtaining a proof of the result analogous to Lemma 7.1 ([14, Lemma
7.8]), was the study of a partial differential equation involving the value of a fluid
model solution at time ¢ € [0, 00). In the multiclass case, we will study a system of
partial differential equations, one associated with each class j € J. As done in [14],
we restrict our attention to absolutely continuous initial states, i.e., we will limit
ourselves to fluid model solutions p with x(0) € A7. The analysis of the partial
differential equation, and other relevant results, carried out in [14] extends to the
multiclass setting in a relatively straightforward manner, as described here.

First, given a critical fluid model solution x with ©(0) € A7, we establish that
u(t) € A7 for each t € [0,00), and thus that there exists of a density for yu;(t) for
each j € J and t € [0, 00).

Proposition 7.1. Let p be a critical fluid model solution with 11(0) € A”. For each
t €[0,00), u(t) € Al In particular, for each j € J andt € [0,00), u;(t) has density
m;(t,-) (with respect to Lebesque measure), where for all x € Ry, m;(t,xz) = 0 if
1(0) =0 and

mj(t, z) = m;j(0, 2 + s(t) + @i (Lgars@) (g (T +5(8) =), v, (76)
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otherwise. Thus, for each t € [0, 00),
OM;(t,x)

Ox
Furthermore, for each j € J, if v; € K and m;(0,-) is continuous on Ry, then
m;(t,x) is continuous as a function of x € Ry for eacht € [0,00) and continuous as

a function of t € [0,00) for each x € Ry, in which case (77) holds for all t € [0, 00)
and x € Ry, where partial derivatives at x = 0 are from the right.

Proof. If u(0) = 0, then by (C.4) in the definition of a fluid model solution,
(1,p(t)) = 0 for all t € [0,00) and j € J, and the result follows. Otherwise,
u+(0) € At and t* = oo by Proposition 2.1. In this case, by using (15) and ap-
plying to each class j € J an argument similar to that given in the proof of [14,
Lemma 7.9], one can verify that (76) and the remainder of the statements hold. [

= —m;(t,z), for almost all x € Ry. (77)

In Proposition 7.1, t € [0, 00) was fixed and a density was obtained for each such
t. The next lemma considers fixed x € Ry and a density with respect to time is
obtained for each such x. The proof of Proposition 7.2 is similar to the proof of [14,
Lemma 7.10] applied to each class j € J, and so we omit the details.

Proposition 7.2. Let u be a fluid model solution with 11(0) € A7\ {0}. For each
j € J, for each fized x € Ry, the function M;(-,x) is absolutely continuous (with
respect to Lebesgue measure) and has density function —u,.)(j,x), where, for each
t € [0,00), uyw) (4, ) is defined as in (63) with pu(t) in place of ¢. In particular, for
each 7 € J and x € Ry,

. m;(t, x)
—u ,x) = pins(x) — , forallt €]0,00).
wu(t) (] ) Pj j( ) Q+(t) f [ )
M ;(t
Consequently, for each j € J and x € Ry, for almost every t € [0,00), W
erists and satisfies
8M‘(t,{l)) .
git = —uu)(J, ). (78)

Furthermore, for each j € J, if v; € K and ;1;(0) has a continuous density m;(0, ),
then (78) holds for all x € Ry and t € [0,00).

Combining Propositions 7.1 and 7.2, we immediately obtain the following corol-
lary.

Corollary 7.1. Suppose that v € K7 and pu(-) is a fluid model solution such that

w(0) € AI\{0} and m;(0,-) is continuous for each j € J. Then, for everyt € [0, 00)
and v € Ry,

3Mj (t, l’) —p ‘ne'(x> 1 aﬁj (t, ac)

ot I3 q+(t) Oz

While we do not use the result in Corollary 7.1 in the proof of Lemma 7.1, we

state it here because it provides a rigorous connection between the system of PDEs

(79)
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(79) and the fluid model solutions studied here. An analogue of the system of PDEs
(79) was used in [10] to study stability properties of subcritical bandwidth sharing
models. In that work, the authors of [10] assume that their fluid model solutions
are absolutely continuous with respect to Lebesgue measure for all time and that
their densities are sufficiently smooth in (¢, ) for their PDE to be satisfied. They
also assume that no component of a fluid model solution reaches zero before all
components reach zero. The bandwidth sharing model with one link and multiple
routes operating under proportional fair sharing corresponds to a multiclass proces-
sor sharing queue. For this case, with critical loading, our Corollary 7.1 provides
conditions under which a version of the system of PDEs assumed to hold in [10]
does in fact hold.

Since for j € J, class j fluid work fluctuates in time, it is advantageous to know
when its derivative exists. In fact, the derivative w; exists almost everywhere when
Proposition 7.2 holds. We state and prove this result in the following corollary.

Corollary 7.2. Let u be a fluid model solution with u(0) € A7\ {0}. Then, for
each j € J, wj(-) is continuously differentiable with derivative
_ 40

a+()

Pj (80)

Moreover, ijl w;(+) = 0.

Proof. Let p be a fluid model solution with 1(0) € A7\ {0}. For any ¢ € [0, 0), by
Proposition 7.2 and an application of Fubini’s theorem, we obtain for each j € 7,

.
Zj

wy(t) ~wy(0) = |

0

_ /Om /Ot <pjn;(x) - ”m) dvdz
_ /O: /Oxj <pjn§(x) - %) ddv
=)

Since ¢;(+) is continuous for each j € J, it follows from the fundamental theorem of
calculus that w;(-) is differentiable with derivative given by the continuous function
in (80) for each j € J. Summing (80) over j € 7, it follows that Z}‘le w;(t) =
1—1=0 for all t € [0,00) (which reflects the fact that since w4 (t) = w4 for all
t € [0,00), w4 (t) =0 for all ¢t € [0,00)). O

(M;(t,z) — M;(0,)) do

7.3. Proof of Lemma 7.1.

Proof of Lemma 7.1. Fix u,l > 0. Let £ € A:fl. Let u*,1*, \* = X*(u,l) > 0 be
given by (64), (69) and (72), respectively. Fix 0 < r < t < co. By Corollary 6.4 and
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Proposition 7.1, there exists 6* such that u(v) € AX 1+ g+ for allv > r. By Lemma
5.15, Fubini’s theorem, and (78) in Proposition 7.2, we have

Pus(v)(J, ) . .
’Cf dv _/ / < ; Upg(v)\J> T d , L dv
/ J xRy (g, x) pé( )(J Ydy(J, x)

/JX[R+/ (pu%j]; )) aang(v z)dvdry(j, x).

Upon writing ME(U,J}) = QUerMg(U)(j, x) forr <wv <t jeJ and x € Ry, we see

that
t
/Kf(v)dv
t D & (v) ]7 ) Qp £( )(jvx)
= —w h/( K@) ) v h U D .7xdvd ‘7'%
+/una+/ pr(J, ) pr(J, ) Uy z)dvdr (5, )

= _—w w | T - T
B +/une+ h( pr(J ) >p”(]’ )L:rde(J’ )
= —w (H(t) — H(r)).

On letting r N\, 0, using the continuity of H¢(-), the nonnegativity of K¢(-), along
with monotone convergence, we see that the result holds for r = 0. ([l

7.4. Proof of Theorem 3.2. This follows similarly to how [14, Theorem 7.1] fol-
lows from [14, Lemma 7.8], using an approximation argument that exploits the
continuity of fluid model solutions in the initial condition established in Proposition
2.3.

As in [14, Section 7.4], given n € N, let ¢, € Cy(Ry) be such that ¢, > 0,
¢n(z) = 0 for all z € (—o0,—1/n] U [1/n,00) and [ ¢n(z)dz = 1. Given & € K7,
n € N, and j € J, set £ = ¢, * §; restricted to Ry. Here * denotes the usual
convolution operator. In particular, for each n € N, " = (£7,...,&%}), where for
each j € J, £ is the Borel measure on [R+ that is absolutely continuous with respect
to Lebesgue measure with density d7 (x f[R on(y — x)d€;(y) for x € Ry. Then,

givenn €N, je€ J,and f € Cb(R+) by Fub1n1 s theorem,

where (f * ¢p)(y f[R+ x)pn(y — x)dz for y € Ry, the same as the usual con-
volution on R Wlth f=0on (—00,0). Given ¢ € K”, we refer to {¢"},,en as the
approximating sequence. It follows by the proof of [14, Lemma 7.12], that & Rt &

as n — oo for each j € J. Hence, £" = £ as n — oo, and so, by Proposition 2.3, as
n — 0o,

p() = E(E") = () = 1) (81)
To ease the notation in this subsection, given ¢ € K’ with approximating sequence
{€"} e, we let p = pé" for each n € N and pu = puf.
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Next, we establish Lemma 7.3, which is a technical lemma concerning path prop-
erties of u™, n € N. For this, given u,[,0 > 0, let
AX =ATnM and AX

U'»lv

J x
g =A NMJ, .

To motivate the statement of Lemma 7.3, fix u,l > 0 and £ € K;f While € € Ku B
it is possible that the convolution operation has shifted the mass of £ such that
&ng A:f, for any ' > 0 and n € N. To overcome this, we will show in Lemma 7.3

that given T > 0, there is an N and a @* (depending on T') such that " (t) € AZ for
some w* > 0 for all t > T and n > N. Next, in order to execute the approxunatlon
argument, given 7' > 0, we wish to consider H" = H¢" for n sufficiently large and
to express its increments H"(t) — H"(r), for ¢ > r > T in terms of the density
—K"(-)/wy, where K* = K. By Lemma 7.1, it suffices to establish that given
T > 0, u(t) € Ax*l~ for some @*,1* > 0 for all t > T and n > N (depending
on T, but not t). Finally, we wish to let n tend to infinity and leverage continuity
properties of H and K to prove Theorem 3.2. Therefore, it suffices to establish that
for each T' > 0, p"(t) is contained in a suitable relatively compact set on which both
H and K are finite and continuous for all ¢ > T and n sufficiently large, i.e., a set
of the form AX* S MX* i g for some @*,1*,0* > 0. This is done in the next
lemma, which generahzes [14 Lemma 7.14].

Lemma 7.3. Let u,l > 0. Given T > 0, there exist positive constants u* lN*, and
0*, and N € N (depending on T') such that py € AX* o e for each € e KX,, n >N
andt>T.

u,l’

Proof. Fix u,l,T >0 and £ € K;l. By applying [14, Lemma 7.12] to each class, for
all each j € J and n € N,

(L&) < (L&) < (82)
(&)= &) - <1n§j>, (83)

and
&) < g) + <1’fj> <ulxvf) + - <ul(xv)+1). (84)

Let

3max (u, 6o u((x,v5) + 1))

5 :
By (82), (84) and Lemma 6.1, ¢}(t) < ¢ (t) < ug for all t € [0,00) and n € N.
Therefore, s"(t) > t/ug for all t € [0,00) and n € N. Fix N’ € N such that
(T'/3up) — (1/N’) > 0. Then, for n > N’,

1 T 1 T 1
"T/3)——>———>— — — >0.
(T/3) n— 3uyg n  3ug N’>

ug =

~
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Moreover, for each n > N’, j € J, and z € Ry,
M;(0,2) = (1,000 &7) < (Liamrymy+- &) = M;(0, (z — 1/n)F),
(see proof of [14, Lemma 7.12]). Therefore, for each n > N’, j € J, and = € Ry,
M (0,2 + s™(T/3)) < M;(0,z+ s"(T/3) — 1/n)
< M;(0,z) < uﬁj(x) < uoﬁj(:n).

Hence, for eachn > N’ j € J,and x € R4, by (15), 0 < ¢+ (t) < ug for all t € [0, 00)
and n € N, and 0 < p; <1 for each j € J,

-—n -—n /3
N)(T/3,2) = M0, + s"(T/3)) + p; /0 n (e + 8 (T/3) — 8" (v))do

Ug

q+(v) a

. T/3
<A+ T/3) 4y [ wile+ (7)) = (0)

< uoN (z) + uo (N ( ) — N?(az—l— s"(T/3)) < 2u0N?(az).

By Proposition 7.1, u™(T/3) € A” for each n € N. Combining this with the above,
we obtain that u"(7T/3) € A2u for all n > N'.
For n > N’ and t € [0, 00), set

() = (T3 + 1),

Then, for all n > N’, i is a fluid model solution such that ff € AX . Let

2ug*

@ = 3ug max(J, 6ay (x,v5)).

Then by Lemma 6.2, for all n > N’, i"(t) € AX for all ¢ € [0,00). Since & € Kul,
it follows by part 2 of Proposition 2.1, (82), and (83) that

OGAEL0)) = O ul(T/3)) = (x.€L)
> (e - B (1) (35)

n
Let N be such that N > N" and [ —u/n > 0 for all n > N. Observe that i"(0) €
Al = ATOMY Ly Set I=1F (@, J(1—u/N),T/3), where I is defined
as in (68). Then, by part 1 of Lemma 6.4 and the fact that g"(t) € A for all
t€[0,00), p"(t) € A;Z forallt >T/3 and n > N.

Now, for n > N and ¢ € [0,00), define
An(t) = P(T/3+ 1) = p"(2T/3 + 1)
Then, 4"(0) € A;( Let

3 max(J, 6ay (x, V%))
2

=

and let
I* = min{l*(a*,1,1),1/2},
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where l*(ﬁ*,lN7 t) is defined as in (68)~ with @*, [ and 7 in place of u*, [ and T
respectively, for £ = £(@*,1) = (A (@*,1)/(2a*). By part 2 of Lemma 6.4, it follows

that a™(t) € A A for all t € [0,00) and n > N. By Corollary 6.4, there exists §*
such that g™ (¢ ) € AX* o e forallt >T/3 and n > N. But, forn > N and t > T,
we have that

Wt = "t~ T/3) = (6~ 2T/3) € AX 1 ;..

since ¢ > T implies t — 27°/3 > T'/3. The result follows. O

Proof of Theorem 3.2. Let u,l > 0 and £ € K>< The first part of Theorem 3.2 can
be proved similarly to the proof of [14, Theorem 7 1]. In particulNar,Ngiven O<r<t<
00, one can use Lemmas 7.1 and 7.3 to obtain that for some @*,1*,6* > 0and N € N,

(v )EAX*I*Q* for all v > r and n > N and H"(t) — H"(r) = _1f K™(v)dv for
all n > N. Then using (81), continuity of H(-) on AX* g C M;*j* (see Lemma
5.7), continuity of K(-) on AX* g C M;*j*,é* (see Lemma 5.12), compactness
of MX* e ge (see Lemma 4.3), and bounded convergence, one can pass to the limit
to obtain Hé(t) — HE(r) = =+ f K&(v)dv. Since 0 < r < t < oo were arbitrary,

the first part of Theorem 3. 2 follows From this and Lemma 5.9, it follows that
H¢ is nonincreasing. Let ¢ € [0,00). Also, by Lemma 5.9, K£5(t) = 0 if and only
if 4&(t) € I.. Thus, ué(t) = cr for some ¢ > 0, and then by Proposition 2.1,
w4 = ¢(x, m), which proves (30). O

8. PROOFS OF THEOREMS 3.1 AND 3.3

Having established Theorem 3.2, various properties of H and K in Section 5,
and of fluid model solutions in Section 6, the proofs of Theorems 3.1 and 3.3 follow
similarly to the proofs of [14, Theorem 3.2] and [14, Theorem 3.1], respectively.
However, since these two results are principal findings of this work, we provide the
details below.

Proof of Theorem 3.1. Let u,l > 0 be such that K;(,l # () and € > 0. We need to
show that there exists a uniform time 7" > 0 such that H%(t) < ¢ for all t > T
and ¢ € K. For this, let u*, I* and A\* = A*(u,l) be given by (64), (69), and
(72), respecfively. For 6 > 0, set #* = 6 and T* = #*u*. Then, by Lemma 6.5,
pé(t) € K§*7l*79* for all t > T* and £ € Kfjl. Note that K:f*,l*,e* # (). Define

X ={CEM gt H(C) > e}

Observe that if ¢ € K, and ¢ > T* is such that pé(t) ¢ HX, then, since ut(t) €
K - g+, it must follow that H(ué(t)) < e. Hence, it suffices to show that there
exists T' > 0 such that pé(t) ¢ HX for all t > T and ¢ € K,. By Theorem 3.2,

HE is nonincreasing for all initial conditions ¢ € qu ;- S0, we only need to find a
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single time T > T*, at which p8(T) ¢ HX for all £ € K, in order to conclude that
pt(t) ¢ HX for allt > T and € € K.

Observe that HX C sz* 1+ g+» @ compact set by Lemma 4.3. Therefore, the
X

u* *

closure HE>< of HX is a compact subset of M%. ;. ,. C M We have by Lemma

X
€

have that H({) > e. Thus, for all ( € ﬁex, ¢ ¢ L by Lemma 5.1 and the fact that
¢ # 0. Thus, for all ¢ € H”, it follows that K(¢) > 0 by Lemma 5.9. However, K

£

5.7 that H is a continuous function on M:f* «- Hence, for all ¢ € H ', we must

is lower semicontinuous by Lemma 5.10 and ﬁ€>< is compact, and so K achieves its
minimum on ﬁ; Therefore, K(¢) > A for some A € (0,1) for all ¢ € ﬁf Set

T="T"+ u*<X7Vi>h U*<X,7T+>
A I* minjej Py )

Note that by (45), u < u* (see (64)), and I* < (see (69)), so the argument of h
in the previous line is at least one. In order to complete the proof, it is enough to
show that for each initial condition & € K; ;» there is a corresponding ¢ € [0, T that
satisfies p(t) € HX.

Suppose that £ € Kf:l and t > T* are such that p*(r) € HX for each r € [T*, ).
In order to complete the proof, it is enough to show that ¢ < T". Since ué(r) € HX
for each r € [T*,t], it follows that K (us(r)) > A for each r € [T*,t]. So, for each
r e [T%t],

1 1 A
S(r)=——K%(r) = —K () < ————
KS(r T I < —— —-
(1) =~ RS = - KGR 0) < — s
Therefore, by Theorem 3.2, the fact that pu*(T*) € HX € M 10+ C M ;. and
Lemma 5.6,
A

3 = (4T &
e <HE) < u*<x’yi>(t T*) + HE(T™)

u*(x, vs) I* minjey p;
= ———0 = (T —1).
u <X7V-|—>

This calculation implies that T'— ¢ > 0, or rather that ¢ < T, as needed. ]

Now, after proving Theorem 3.1, we are ready to prove Theorem 3.3 in a similar
manner to that in the proof of [14, Theorem 3.1]. First, for u,[,d > 0, recall that

K> (0) ={¢ e K}, :d;(¢T) <6}

The following lemma will be of use in the proof of Theorem 3.3.
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Lemma 8.1. Let u,l > 0. Then,

lim sup dy(ué(t),L) =0.
t—o0 SGK;(J

Furthermore, given € > 0, there exists 6 > 0 such that
sup  sup dy(pt(t),L) <e.
€eK X (6) tE[0,00)
Proof. Fix u,l > 0. Let u*,I* > 0 be given as in (64) and (69), respectively. Then,
by Lemma 6.4, p&(t) € KX . for all £ € K, and ¢ € [0,00). Given z € Ry, let

DX ={CeMy . :d;(¢,L) >z} and HY ={Ce My . : H() >z}

u* J*

For any given x € Ry, D is a closed subset of a compact set and is therefore

compact itself. Moreover, by its definition, for z > 0, DX NL = (. But, we know
by Lemma 5.1 that, for ¢ € M’ such that ¢, € M;, H(¢) = 0 if and only if ( € L.
Thus, if z > 0, H(¢) > 0 for all ¢ € D). By Lemma 5.7, H is continuous on M:f*’l*,
and so it must be continuous on DX C M;(*J*. Then, H is a continuous function
on a compact set, and so it must achieve its minimum. Therefore, for each = > 0
there exists a y = y(x) > 0 such that H(() > y for every ¢ € DX. Fix € > 0 and let
A = A(g) > 0 be such that
D} Cc H}.

By Theorem 3.1, there exists 7' > 0 such that H5(t) < A forallt > T and ¢ € K;l.
Therefore, pé(t) ¢ HX for all t > T and £ € K:l. This forces d;(ué(t),L) < ¢ for
allt > T and € € K;( ;- This proves the first statement.

Since M;: ; is compact and H is continuous on M;(, ;» we see that H is uniformly
continuous on M;l. Moreover, for ¢ € M:l, H({) = 0 if and only if ( € Ly N
le. Thus, there exists 6 > 0 such that H({) < A for all { € Mf:l satisfying
d;(¢,L;) < 0, where A = A(e) is given in the paragraph above. Observe that if
§ € Kq’;l(é) C M, then d;(&,1I) < 6 implies dy(&,11) < 6. Since I, C Ly, it

u,l?

follows that ds(¢,Ly) < d for all € € K;l(é). Therefore, H(0) = H(£) < A when
Ee K;l(é). By Theorem 3.2, H¢ is nonincreasing, and so

H( (1)) = HE(t) < HE(0) = H(E) < A,
for every £ € qul(é) and t € [0,00). Therefore, ut(t) ¢ HX for all £ € K:;l(é)
and t € [0,00). It follows that ué(t) € DX for all £ € Kil(d) and ¢t € [0,00).
But, pf(t) € K;(*,l* C M;(*J* for all £ € Kil(d) C K;:l and t € [0,00). Hence,
ds(ué(t),L) < e for all ¢ equl(é) and t € [0, 00). O

Proof of Theorem 3.3. Fix u,l,e > 0 and let u* and [* be given by (64) and (69)
respectively. We must show that there exists 7,6 > 0 such that if either £ € Kf .
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andt > T or ¢ € Kil(é) and t € [0,00), then ds(u¢(t),I) < e. Let 6 > 0 be such
that u*ﬁj(@) < ¢/6 for each j € J. Set T = u*6. Notice that u*ﬁj(t/u*) <e/6
for all j € J and t > T". Let 2/ > 0 be such that u*ajz’ < ¢/6 for all j € J. By
(74) in Corollary 6.5, there exists & > 0 and 0 < xy < min(z’,£/3) such that for
any £ € Kil(d’), je J,and t € [0,00),

M (t,x0) <

W m

From (73) in Corollary 6.5, it follows that, if ¢ € K*,, j € J, and t > T”, then

u,l’

Mf(t,ﬁo) < w*NG(t/u*) + uajzo < st 3

By Lemma 8.1, there exists T > T” and 0 < § < §’ such that if either £ € K;fl and
t>Tor €KX (5) and t € [0,00), then

dJ(,uf(t), L) < xg.

Therefore, by Lemma 5.4, we see that if £ € K;(l and t > T or £ € Kfjl(é) and
t € [0,00), then

dy(ué(t), 1) < méf M (t,z0) + 220 < e,
]:

as desired. OJ
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