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1 Introduction 
Current tools for visualizing and interacting with virtual 
proteins achieve a high level of complexity that creates a 
“communication barrier between structural biologists and other 
disciplines”. Visualization tools may be difficult to use by a 
mixed audience of experts and non-experts. Challenges are not 
only technical but present cognition obstacles that may prevent 
people from sharing important knowledge between experts and 
non-experts. This can impact collaborations regarding 
engineering and decision making about new drugs, vaccines or 
treatments.  

We selected and compared interactive visualization products 
that show proteins in virtual reality (VR) for education. The key 
elements observed for each software included: the choice of an 
open source platform to display the VR content, the type of 
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interactions that can be done with a virtual protein, the type of 
physics simulation, the use of virtual agents and the evaluation 
of the user experience in virtual reality. Some of the comparative 
products are VMD, Nanome from Nanome Technologies, iSciVIS 
and iSciLearn from Interactive Scientific and C4X Discoveries. 
As part of the development of the DVP, we propose a 
methodology of interaction design that combines human 
interactions and virtual agents assisting with the manipulation 
of a virtual protein. The proposed methodology closely follows 
the three-dimensional structure of a protein in order to design 
interactions that have strong theoretical foundations in 
biochemistry.  

2 Visualization of virtual proteins in VR 
In the case of the DVP, the challenge is to design a VR 
visualization and interaction system using user interface (UI) and 
user experience (UX) with a high degree of usability, clarity and 
speed. These elements will contribute towards fast interactions, 
ease of learning, and hopefully greater retention of information. 
We centered our research on a suite of tools for the design and 
evaluation of the UI and UX for an interactive visualization in 
VR. During the course of this project, we tested several virtual 
reality environments to evaluate the user interactions; offering 
feedback both for the user and for the designer of UI and UX in 
virtual reality.  

3 Collaboration with Virtual Agents 
The role of human spatial reasoning is “to improve 
transformation of space and the determination of when to 
pursue transformations using human decision making”.  A 
concern of people manipulating virtual proteins is the accuracy 
of the location of atoms, amino acids and secondary structures in 
space with their respective forces. An increasing gap between 
the desired geo-localization of virtual protein elements by a VR 
team and the actual position of elements of a protein can 
generate errors. How do we know if a visualization is right or 
wrong in regards to space and time?  

The “Design Interactions Feedback” is a proposed solution to 
correct the difference between the “desired” and “actual” position 
of elements for a virtual protein. Figure 1 shows the 
collaboration with virtual agents in the case of checking the 
location of elements of a virtual protein. A human participant, a 
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virtual agent and the computer analytics collaborate following 
their interactions on separate tracks of the timeline. Virtual 
agents can relocate elements of a virtual protein at various 
stages of the visualization and interaction, making them valuable 
collaborators in the virtual world. In the case of manual 
operations, the participant can request for the virtual agent to 
intervene and correct possible imprecisions from their own 
manipulations. 

 

Figure 1: Diagram of collaboration between the human, 
virtual agents and computer analytics during the building 
of the alpha-helix structure. 

4 Interaction design methodology 
The DVP presents three levels of UI. The first is all manual, the 
second is collaboration with a virtual agent and the third is all 
automation. Figure 2 shows the process of “condensation” of five 
patterns used for the building of a secondary structure alpha-
helix into two patterns. The figure illustrates the first two 
possibilities: five manual human operations (blue arrows) or two 
operations in collaboration with virtual agents (orange arrows) 
which take over interaction patterns 3, 4 and 5. The third level 
would not require a UI, as the virtual agents would be 
performing all tasks ‘behind the scenes’. During a collaboration 
between a participant and a virtual agent, two interaction 
patterns appear on the user interface instead of five interaction 
patterns needed for a human working alone. The virtual agent 
will automatically execute the interaction patterns #3, #4 and #5 
that have been removed from the user interface.  

 

Figure 2: Top view, process of “condensation” of five 
patterns used by a human participant for the building of a 
secondary structure alpha-helix.  The collaboration with a 
virtual agent reduces the user interface to 2 interaction 
patterns.  

5 Evaluation of a participant’s interaction and 
collaboration using the DVP 

One of the goals of the DVP project is to collect scientific data 
for an evaluation of the user experience inside the virtual reality 
environment. The evaluation process leads to significant 
improvements of UI and UX. The DVP is currently being tested 
with high school and college students. Participants can use the 
DVP to visualize and interact with several virtual proteins in 
virtual reality. After generating a virtual protein in real time 
from the PDB, the participants have the possibility to manually 
manipulate the amino acids in order to recreate the secondary 
and tertiary structure of the virtual protein. They can choose to 
collaborate with a virtual agent that performs manipulations at 
the nanoscale level.  

As a participant builds the dynamic tertiary structure of the 
virtual protein, a motion capture system records the navigation, 
gestures and activities of a participant inside the DVP. After 
completion of the tasks, the participant can visualize and take 
away a copy of his or her achieved goals and interaction session 
recorded as a set of key frames plotted inside a three-
dimensional heat map of the visualization of the virtual protein.  
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