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ABSTRACT

Graph analytics play a key role in a number of applications such

as social networks, drug discovery, and recommendation systems.

Given the large size of graphs that may exceed the capacity of the

main memory, application performance is bounded by storage access

time. Out-of-core graph processing frameworks try to tackle this

storage access bottleneck through techniques such as graph sharding,

and sub-graph partitioning. Even with these techniques, the need

to access data across different graph shards or sub-graphs causes

storage systems to become a significant performance hurdle. In

this paper, we propose a graph semantic aware solid state drive

(SSD) framework, called GraphSSD, which is a full system solution

for storing, accessing, and performing graph analytics on SSDs.

Rather than treating storage as a collection of blocks, GraphSSD

considers graph structure while deciding on graph layout, access, and

update mechanisms. GraphSSD replaces the conventional logical to

physical page mapping mechanism in an SSD with a novel vertex-

to-page mapping scheme and exploits the detailed knowledge of

the flash properties to minimize page accesses. GraphSSD also

supports efficient graph updates (vertex and edge modifications)

by minimizing unnecessary page movement overheads. GraphSSD

provides a simple programming interface that enables application

developers to access graphs as native data in their applications,

thereby simplifying the code development. It also augments the

NVMe (non-volatile memory express) interface with a minimal set

of changes to map the graph access APIs to appropriate storage

access mechanisms.

Our evaluation results show that the GraphSSD framework im-

proves the performance by up to 1.85× for the basic graph data fetch

functions and on average 1.40×, 1.42×, 1.60×, 1.56×, and 1.29×

for the widely used breadth-first search, connected components,

random-walk, maximal independent set, and page rank applications,

respectively.
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1 INTRODUCTION

Graphs analytics are at the heart of a broad range of applications

such as social network analysis, drug discovery, page ranking, trans-

portation systems, and recommendation systems. The size of the

graphs in many of these domains exceeds the size of main memory

seen in commodity computing systems. There is a need to consider

efficient storage-centric graph processing, at least in a subset of

application scenarios where the size of the graph far exceeds the

size of the main memory. It is well known that data input/output

(I/O) time to access large graphs consumes a significant fraction of

the total execution time compared to the CPU and memory access

time [2, 10, 32].

On the storage front, the cost of solid-state drives (SSDs) has

fallen dramatically. NAND Flash SSDs cost about $100 per 1TB

as of early 2019, and the price is expected to reduce further. With

the advent of non-volatile memory express (NVMe) [13] interface,

SSDs can offer significant improvements in bandwidth and enable

tighter integration of computing with storage. Furthermore, SSDs

are equipped with reasonably capable compute fabric to handle flash

management tasks. The advent of such affordable SSDs provides

new opportunities to improve the performance of graph analytics

by making storage systems semantically aware of the graph data

being stored. In particular, we make a case for treating graphs as

a native format supported on storage, rather than treating graphs

as a collection of pages that are accessed using standard block I/O

interface.

This work presents the design and implementation of a graph

semantic aware SSD (GraphSSD) to manage graphs on an SSD

platform. GraphSSD supports the compressed sparse row (CSR)

format for graph layout and further customizes this format to enable

fast mapping of vertex id to the physical page location that contains
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the adjacency information of that vertex. GraphSSD provides a set of

programming APIs to application developers to access graph vertex

and edge information, similar to recent graph frameworks such as

GraphCHI [21] and Pregel [27]. But the novelty of this work is that

the SSD controller is made aware of the graph data structures stored

on the SSD. Thus the controller can automatically translate the graph

access APIs into a set of low level physical page accesses to fetch the

requested data. These APIs accept basic graph related queries such as

fetching adjacent vertices for a target vertex, fetching edge weights

of connected edges. GraphSSD APIs are generic enough to enable

developers to write complex graph analytics on top of GraphSSD.

GraphSSD provides solutions to the following challenges:

(1) Graph as native objects: GraphSSD allows the embedded

controller in SSDs to treat graphs as native storage objects,

and provides a set of APIs that can be used to access the graph

objects on storage.

(2) NAND flash aware graph layout: NAND flash memory can

only be accessed in fixed-size pages, and pages can be ac-

cessed concurrently only across the parallel units. The widely

varying sizes of the adjacent neighbors across different ver-

tices require a graph storage mechanism that accommodates

this diversity within the constraints of the flash memories.

GraphSSD tackles this challenge by relying on a compressed

sparse row (CSR) representation for a graph, and embedding

metadata in NAND pages to store edges from one or more

vertices.

(3) Efficient indexing mechanism: GraphSSD presents an innova-

tive graph translation layer (GTL), which translates a vertex

id to a physical page address on the flash memory media

directly, thereby reducing unnecessary indirect page accesses

to reach a given vertex.

(4) Indexing compaction: GraphSSD reduces the GTL mapping

overhead by co-locating multiple vertices with few edges in

the same physical page.

(5) Support for graph updates: GraphSSD relies on Delta graphs

and Delta merging mechanisms that allow GraphSSD to mod-

ify only a small subset of pages containing the updated sub-

graph instead of re-shuffling the entire graph.

(6) We implement GraphSSD framework on an industrial strength

SSD development platform to show the performance improve-

ment of GraphSSD over a conventional graph storage ar-

chitecture. Our evaluation results show that the GraphSSD

framework improves the performance by up to 1.85× for

the basic graph data fetch functions and on average 1.40×,

1.42×, 1.60×, 1.56×, and 1.29× for the widely used breadth-

first search, connected components, random-walk, maximal

independent set, and page rank applications, respectively.

The remainder of this paper is organized as follows: Section 2

introduces the operations of an SSD platform, the graph storage

format as a background and motivates the need for a graph seman-

tic aware storage device. The detailed architecture and functions of

GraphSSD are described in Section 3. The implementation methodol-

ogy, evaluation platform and the experimental results are presented

in Sections 4, 5, and 6 respectively. Related work is provided in

Section 7, and we conclude in Section 8.
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Figure 1: Modern SSD platform architecture

2 BACKGROUND AND CHALLENGES

2.1 Modern SSD platforms

Figure 1 illustrates the architecture of a modern SSD platform. An

SSD equips multiple flash memory channels to support high data

bandwidth. Multiple dies are integrated into a single NAND flash

package by employing die-stacking structure to integrate more stor-

age space on the limited platform board. Data parallelism can be

achieved per die with multi-plane or multi-way composition. Each

plane or way is divided into multiple blocks which have dozens of

physical pages.

A page is a basic physical storage unit that can be read or written

by one flash command. The page size has steadily increased as

more flash memory cells can be integrated within the same area by

using multi-bit or vertical cell technology [18]. Unlike the magnetic

storage devices, flash memory cells need to be initialized before a

write operation. This erasure process can be performed only at a

block granularity since erasing flash memory cells requires higher

electric energy, which can pollute neighboring page cells. In addition,

the erasure process is significantly slower than reading or writing.

Thus SSDs write the updated page contents to a new empty physical

page rather than erase-and-write an entire block. Consequently,

the logical block address (LBA) of a flash page is mapped to new

physical page address (PPA) in the flash memory space whenever

the page data is updated (and the old page is invalidated). The SSD

controller firmware manages this mapping information in the flash

translation layer (FTL) mapping table. The SSD controller does

garbage collection of invalid pages to create empty physical pages. It

erases an entire block, writing any valid physical pages in that block

to another empty physical page in a different block and updating the

FTL.

2.2 Out-of-core graph processing

In many domains, graphs are large requiring out-of-core graph pro-

cessing. Namely, graphs are processed in smaller chunks where each

chunk is read from the storage into the DRAM. Large graphs also

tend to be sparsely connected and hence to reduce the I/O bottleneck

large graphs are stored in a compressed format, such as the com-

pressed sparse row (CSR) format. Alternate approaches have also

been proposed to access graphs in smaller chunks such as shards [21].

Irrespective of the choice of the graph storage format, all prior tech-

niques require the storage to be treated as a block device. In this

paper, the storage controller understands the semantics of graphs

2
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The list of APIs supported by GraphSSD currently is shown in

Table 1. All GraphSSD APIs provide a vertex id to start any type of

graph access. As such the first step in GraphSSD processing is to

access the vertex id and its associated edges in the graph from the

flash storage. To enable fast access to the physical pages consisting

of the vertex related data we propose a novel graph translation layer

as a substitute for traditional FTL used in SSDs.

3.2 Graph translation layer

In order to understand the workflow of GraphSSD it is important to

understand how graphs are laid out in storage by our design. As de-

scribed earlier, we assume that graphs are represented in CSR format

using three vectors, named rowPtr, colIdx, and val. Each entry in the

rowPtr vector is essentially the starting index into colIdx (and val)

vectors where the neighbors of that vertex are located. GraphSSD

essentially preserves this indexing mechanism while laying out these

vectors in the flash pages. The colIdx and val vectors are proportional

to the number of edges in the graph and hence they are significantly

larger than the rowPtr vector. GraphSSD stores only the colIdx and

val vectors in the NAND flash pages, and uses the rowPtr vector as

an indexing table. GraphSSD provides a translation layer for this

indexing purpose, called the Graph Translation Layer (GTL). GTL

replaces the more traditional LBA-to-PPN (logical block address

to physical page number) page mapping used in commodity SSDs.

GraphSSD maps a given vertex id (Vi) to the physical NAND page

number where the neighbor vertices (colIdx values) are stored.

GTL architecture: Figure 5 shows the structure of graph trans-

lation table (GTT) and Figure 4 shows the page layout for the graph.

Each entry in GTT includes the mapping from a vertex id to the

physical page number (PPN), and a tuple of status flags (dirty, exten-

sion, and valid). We will later describe how the GTT status flags are

utilized. While conceptually each vertex maps to the physical pages

storing all its neighbors through GTT, most of the real-world graphs

have sparse connectivity. Hence, lots of vertices have only a few

edges. As such, it is possible to co-locate the neighbors of multiple

vertices in a single physical page. In this scenario, it is wasteful to al-

locate one GTT entry per vertex. To reduce this wastage GTT stores

only one vertex id per physical page. GTT stores just the smallest

vertex id from all the vertices whose neighbors are stored in a given

physical page. Namely for each vertex Vi, there is a GTT entry in-

dexed with vertex id V j that is smaller than or equal to Vi. The next

entry in GTT has a vertex id Vk which is greater than Vi. To make this

search process efficient, GTL stores all the vertex ids in sorted order

in GTT. If the graphs are directional, GraphSSD stores the incoming

and outgoing edge information in separate pages, and keeps separate

GTT for each of incoming and outgoing edge information.

Since each physical page may store neighbors of multiple vertices

we need to identify the offset of the neighbor list for each vertex

id. For this purpose, each physical page includes additional fields

to store layout information as shown in Figure 4. We will describe

the fields in the page starting from the last field and moving to

the front. The last field in the physical page stores the number of

vertices whose neighbor lists are stored in that page. Preceding this

count there are N+1 <vertex, offset> tuples, corresponding to the

N vertices stored in that page. Each tuple stores the vertex id and

the starting byte offset within the page where the neighbor list for

that vertex is stored in that page. Since the last adjacency list stored

in page may fill a page partially a special tuple is used to indicate

the ending offset for the last neighbor list. This ending offset of the

last neighbor list is necessary to mark where the valid data in a page

ends. The offset information and metadata described above is stored

from the end of the page, and the actual vertex neighbor lists are

stored from the starting of the page. Storing location pointers along

with the adjacent vertices in a page helps us 1) in reducing the size of

the GTT which will enable keeping a large chunk of GTT in DRAM,

and 2) making no extra NAND page accesses to reach the adjacent

vertices associated with a vertex id.

We now discuss different graph layout scenarios in GTT.

1. When neighbor vertices of a vertex Vi are stored entirely in a

page: In this case, all neighbors are stored contiguously in the page

and the starting offset of the neighbor list is stored in the location

tuple associated with Vi.

2. When neighbor vertices of a vertex Vi are stored across multiple

pages: Vi’s neighbors span multiple pages for two reasons. First, Vi

has many neighbors which will not fit in a single page. In this case,

at least one page stores only the neighbors of Vi. That page will

store just a single location pointer tuple and the last field on the page

indicates that only a single vertex’s neighbors are located on that

page. After filling multiple full pages for a long neighbor list, there

may be at most one partial page to store the last remaining neighbors.

That page may also store the neighbors of other vertices. In this case,

the location pointer tuples of all vertices including Vi are stored just

as the first case above. GTL handles these dense vertices by storing

the Vi to physical page mapping in GTT for each page that stores the

neighbors of Vi. Thus Vi may have more than one GTT entry.

3. There is a third case where the number of neighbors of Vi may

not fit in the existing free space in a page, and hence may span two

different pages, even though the total number of vertices do not

exceed a single page. We explored different options for packing the

page but in the end, for simplicity of design, we decided to avoid

spanning neighbors across two pages. Hence, if the neighbors do not

fit in the leftover space in a page we simply allocate the neighbors

to a new page.

An example of page layout: Figure 6 shows an example of GTT

and the corresponding physical page layout. In this example, the GTL

entry corresponding to V 1 stores P1, indicating that the neighbors

of V 1 are stored in physical page P1. Since the next entry of GTL

corresponds to vertex V 3 it implies that the previous GTL entry

also stores neighbors of V 2. Similarly, second GTL entry shows that

the neighbors of V 3, V 4 and V 5 are stored in the physical page P2.

Finally the neighbors of V 6 span two physical pages P3 and P4.

The physical page organization is shown on the right half of

Figure 6. For instance, the physical page P2 stores neighbors of

three vertices and hence the last field (labeled No.V ) shows the

count to be 3. To the right of this field are the tuples that shows

each vertex and its starting byte offset in the page. The tuple (V 3,1)

in physical page P2 shows that vertex V 3’s neighbors are located

starting at byte offset 1 within the page. A custom tuple (End,3)

shows that the last valid byte on this page is byte 2. Hence GraphSSD

can extract the neighbors of each vertex by decoding the graph page

layout as described. The GTL also shows that V6 has two page

entries since it is a dense vertex with many neighbors that span more

than one page.
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position then we may need to shift other entries in the GTT, and in

the worst case, we may need to shift all the GTT entries. To avoid

this scenario we keep an extended bit in the GTT entry. When the

extended bit is set, the GTT entry doesn’t point to a NAND page

number but instead points to a location where GTT entries are stored

contiguously for the newly added page and the old page that is split.

Figure 7 shows how GTT is updated with the extended bit, when an

adjacent edge is added between V 4 and V 2 and P2 page overflows

for the example graph shown in Figure 6.

When neighbors of Vid1 are stored in multiple pages: Then

there are multiple GTT entries with vertex id Vid1. Among them,

Vid2 is added to the page pointed by the GTT entry at the highest

index and after that, it is handled similarly to the above case.

An example edge addition: Here we will discuss an example

of adding an edge from V 4 to V 1 considering the graph shown in

Figure 6. First, the page containing the V 4’s neighbor list, P2, is

loaded into the DRAM. Then the starting offset for V 4 neighbors is

identified as 3 and V 1 is then inserted at word 3. After insertion, as

the neighbors and location pointers cannot fit in a NAND page, they

are stored in two NAND pages, P5 and P6. To have roughly equal

available space in P5 and P6, vertex neighbors of V 3 are stored in

P5, V 4 and V 5’s neighbors are stored in P6. GTT entry for V 3 does

not store the physical page number and instead it stores the location

pointers where the extended GTT information is stored. And also

the extended bit at V 3’s GTT entry is set, as shown in Figure 7.

Similar to adding an edge, we also implemented adding a vertex,

which inserts the vertex into GTT, and then adds multiple neighbors

while maintaining the previously described page layout. Due to

the space limitations we omit the description for delete and update

operations on edges and vertices.

3.4 Handling Graph Updates Efficiently With

Caching and Delta Graph

The graph update process described above leads to many unnecessary

page writes. Since SSDs can’t do in place updates, it is not possible

to simply update the NAND page with new data, even if the update

is as simple as just adjusting the edge weight. Each page update

triggers a read-modify-write sequence for the entire page which

leads to significant write amplification, in the worst case, by a factor

of 1000x. For instance, a single edge weight update leads to reading

the full page into a DRAM buffer, modifying the weight in the page

and then writing the new 16KB page (GraphSSD page size) to a

new location. To reduce the write amplification, we implemented

an optimization that relies on a multi-stage update process. First, all

updates are logged on the host side DRAM until sufficient number

of updates have been accumulated (one page worth of updates in

our current implementation) or when a timer event is triggered (a

default value of 100 milliseconds is used in this work). A host side

GraphSSD log manager is implemented for handling the logging

functionality.

Host side logger: Certain updates such as deletions or updating

an edge or vertex weight need to check whether the edge or vertex

that is modified exists in the graph in the first place. Hence, the host

side logger sends a request to the SSD itself to verify the presence

of vertex or an edge. The logger also concurrently launches another

thread to check for the edge/vertex information in the DRAM log

itself (by walking the log backwards in time), since the edge/vertex

being updated may still be resident in the DRAM log from a re-

cent update request that is not yet reflected in the SSD. If such an

edge/vertex does not exist either in SSD or in the DRAM the API

returns a FALSE condition back to the application. Note that the

request for presence check on the SSD is simply a read operation

and does not trigger any page updates.

Delta graphs: When the DRAM log is full or when the timer

interrupt expires the host side logger initiates a bulk update sequence.

As described earlier, graph insertions may trigger a page overflow

and in the worst case each insertion may trigger multiple page writes.

While DRAM buffering on the host side helps with this concern,

GraphSSD adopts the concept of a Delta graph [26] to further mini-

mize the write amplification. We implement delta graphs using two

vectors in SSD, namely deltaPointer and deltaUpdates. All updates

for a adjacency list are appended to the deltaUpdates vector. The

newly added updates for a vertex points to the previously added

delta update for that vertex. DeltaPointer for that vertex points to

the index in the deltaUpdates vector that contains the latest delta

updates for that vertex.

Graph accesses with DRAM logs and delta graphs: The graph

access mechanisms must know the presence of delta graph for a

given vertex to properly reconstruct the full graph. To mark the

presence of a delta graph GraphSSD sets a dirty bit in the GTL entry

corresponding to that vertex. Thus when a graph access request is

received, it will first access the GTL entry to identify the physical

page consisting of the original graph and if a dirty bit is set in GTL

entry the access mechanism then uses the DeltaPointer to reach all

subsequent updates to that vertex.

Merging delta graph with the initial graph: While delta graphs

allow graph updates to be gracefully handled in terms of write

amplification issue, it does lead to a slow down in graph access

latency. As such it is preferable to periodically merge delta graphs

into the original graph. For merging the delta graph into the initial

graph, we loop over GTT and identify the GTT entries whose dirty

bit is set. For these vertices, we access the delta modifications and

merge them with existing neighbor list data stored in the original

graph. After all the vertex modifications have been merged into the

graph, all the dirty bits at the GTT entries are cleared.

3.5 Consistency considerations:

Anytime there is a graph update that is logged in DRAM there is a

risk of losing that state during power failures. As is the case with file

buffers in OS that cache file content, during a power loss some of

the data may be lost. But what is important is that a consistent view

is preserved after a reboot. To create a consistent view of the graph,

every update must be atomically performed. For instance, during an

edge weight update, a new page needs to be created with the updated

edge weight. Even in the presence of a delta graph at some point in

future a page update may be initiated when merging delta graphs

with the original graph. In this scenario we first create a redo-log

entry before initiating the update process. The redo-log stores the

GTL entry (physical page number), the deltaPointer and deltaUpdate

info for the vertex that is being updated. The update process then

will write the new page first, then resets the GTL dirty bit, changes

GTL entry to point to the new page, and finally invalidates the old

6

121



GraphSSD: Graph Semantics Aware SSD ISCA ’19, June 22–26, 2019, Phoenix, AZ, USA

page and resets the deltaPointer entry. If there is a power failure

either during the new page write process or after the new page is

written but before the GTL dirty bit is reset, on a reboot the redo-log

starts the entire update process by selecting another page to write

(the page that was being written before the power failure will be

garbage collected just like other invalid pages using the default SSD

policies for handling write failures). If the power failure occurs after

the GTL dirty bit is reset but before the GTL entry is updated with a

new page entry the redo-log sets the GTL dirty bit back again and

restarts the update process. If the power failure occurs after the GTL

entry has been updated but before the old page is invalidated, the

redo-log simply invalidates the old page and deltaPointers. Note

that there are several optimizations that can be made to improve the

performance of redo-logging. We currently focus on functionality

and leave optimization for future work.

Garbage collection: We use a single bit for every page in the

storage to indicate if that page is used by GraphSSD or not. If that

page has been used for storing the graph data then while moving that

NAND page during garbage collection, the garbage collector informs

GraphSSD runtime which will in turn update the GTT entry. The

page that is being moved already contains the information regarding

the smallest vertex id whose neighbor lists are stored in that page.

We update the GTT entry for that vertex id with the new NAND

page location where the data is moved.

3.6 GraphSSD cache manager

To improve the performance for graph applications when accessing

storage, graph data is cached at the host side. For algorithms based

on graph data such as page rank and graph filtering, which request

sequential vertex ids, there might be many requests to storage for

nearby vertex data. Handling these requests to the storage adds

considerable overhead and dominates the application time. To reduce

this overhead we implemented a cache manager, which caches GTT

on the host side, does graph command handling. GraphSSD cache

manager issues requests to fetch NAND pages on a cache miss. As

many vertices may reside in a NAND page, single NAND page fetch

to host side cache may serve many requests on the host side itself

thereby filtering requests to storage. The host side GTT is read-only

and all update requests invalidate the cached GTT entry and the

update is handled on the SSD itself.

During garbage collection at the SSD, data in a NAND page may

be written to another NAND page. If a NAND page storing graph

data is moved then new NAND page number should be updated

at the host GTL cache. For updating this NAND page number on

the host side cache the SSD controller automatically initiates a host

cache invalidation request which is handled by the GraphSSD cache

manager.

3.7 Graph command handling examples

We summarize our system implementation using two example graph

access APIs; GetAdjacentVertices, and GetEdgeWeight commands.

For these commands we describe how we retrieve the required data

from the NAND pages.

GetAdjacentVertices(vertexID, EdgeList): Using the requested

vertex id GTT is accessed to get the NAND page numbers storing its

adjacent vertices. If the GTT’s extended bit is set then we may have

Algorithm 1 Code snippet of BFS program using GraphSSD

1: /*BFS Request thread code*/

2: Queue.push(root)

3: while Queue not empty do

4: top_element = Queue top element

5: if top element == required element then

6: Element found

7: Exit

8: Wait until empty slot is available in GraphSSD response

queue

9: Wait until empty slot is available in GraphSSD request queue

10: GraphSSD.GetAdjacentVertices(top_element, Edge-

List)

11:

12: /*BFS Response thread code*/

13: Wait until EdgeList is available in GraphSSD response queue

14: for i=0; i < EdgeList.size(); i++ do

15: if EdgeList[i] not already visited then

16: Add to Queue

to search through the extended GTT entries to find the physical page.

Once a physical page location is identified, and if the dirty bit in the

GTT entry is set then it indicates that some of the neighbor infor-

mation in that page has been modified. Hence, GraphSSD accesses

the original graph page, and the Deltaupdates vector. Concurrently

the host side logger searches the host side DRAM logs to find any

cached or updated edge information for the given vertex. Finally the

information from the original graph page, Deltaupdate page and the

host side DRAM pages is combined to create the EdgeList buffer

which is returned to the application.

GetEdgeWeight(vertexID1, vertexID2, EdgeWeight): Using

VertexId1 we access the GTT and fetch all the pages containing

the neighbors of VertexId1. Using VertexId1 we access the NAND

page containing the neighbor lists via host cache to find if VertexId2

is a neighbor. As briefly mentioned earlier, a separate GTT structure

is used to map a vertex id to the corresponding edge weight informa-

tion using the same graph layout structure as the edge connectivity

information. We use the edge connectivity information to find the

index location of the edge to access the edge weight. Concurrently

the host side logger searches the host side DRAM logs to find any

updated edge weight for the given edge. The information returned

from the original graph pages is again reconciled with any updated

edge weight information found in the DRAM logs to get the most

recent edge weight information which is returned to the application.

4 WORKLOADS AND IMPLEMENTATION

DETAILS

GraphSSD essentially provides semantic awareness to the SSDs.

Instead of accessing SSDs with logical block address, it allows users

to query graph related information. For this purpose, it implements

basic graph access commands listed in Table 1. Users/libraries can

use these basic commands to build higher-level functions. We evalu-

ated several traditional graph applications that stress the following

features 1) accessing adjacent vertices for a requested vertex, 2)
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accessing edge weight for a requested edge and 3) updating edge

weights.

4.1 Workloads

The applications evaluated include:

BFS: BFS identifies whether a given target node is reachable

from a given source node. We implemented the BFS application as

shown in code snippet 1. This algorithm fetches adjacent vertices

for a given vertex id repeatedly. For evaluating BFS, we select one

source vertex and then varied the distance at which the destination

vertex may be found at several levels along the the longest path, at 3

equal intervals from the first level to the last level.

Connected components: The number of connected components

are counted in this graph application. The approach uses BFS but it

performs the operations on all vertices.

Random walk: This application performs many random-walks

starting from several source nodes. Starting from each source node,

the application does random-walks for several iterations and in each

iteration, it walks a maximum of steps. We implemented the efficient

parallel random-walk algorithm described in [20]. This algorithm

simulates random-walks in parallel, possibly from a large number

of source vertices, and processes one vertex a time. In a step, at

each vertex, all walks currently visiting that vertex are processed

and moved forward. We evaluated with 100K parallel random walks,

with a maximum of 10 steps from the source and considered several

iteration values, 10, 50, 100, and 1000.

Maximal independent set: We implemented the maximal inde-

pendent set algorithm as described in [35]. It is an iterative algorithm

based on Luby’s classic parallel algorithm[24].

Page rank: [33] The page rank is a classic graph update algorithm

and our implementation sends edge updates if they are greater than

a certain threshold (0.4). We set the maximum number of iterations

to 5.

Graph Update benchmark: Since GraphSSD provides signifi-

cant support for graph updates, we also implemented a graph update

kernel that adds edge and vertex information. The updates are main-

tained as delta graphs and are finally merged into the initial graph.We

intersperse the graph updates with a total of 1000 get adjacent queries

on vertices selected using the latest read model. In the latest read

model, the newly added updates are accessed the most. Latest read

model represents the widely used news feed, social media, where

newly posted data is accessed the most [6]. We consider 95% of

the get adjacent queries on vertices that are being updated or newly

added to the graph.

Non-intrusive NVMe Implementation: All the GraphSSD APIs

are implemented by extending existing NVMe read/write commands.

We used the unused bytes in read and write NVMe commands to

specify the GraphSSD commands. We used these unused bytes to

pass the vertex id, end vertices of an edge and an opcode encoding

to indicate the API operation being requested.

4.2 Baseline system

For the baseline system, we considered normal SSDs where the

graph is stored in CSR format (described in 2.2). The baseline uses

block based access to reach the rowPtr, colIdx and val vectors. Each

access to the rowPtr, colIdx or Val vector is first translated to a

physical page number using traditional FTL. The baseline system

also uses file caching on the host to cache multiple pages; the size

of the host side file cache is 1GB in our implementation. As we

show later in our results section, host side caching is critical for

implementing a robust baseline that can eliminate many NAND page

accesses.

We also compare results with the popular out-of-core GraphChi

framework. While comparing with GraphChi we use the same host

side memory cache size as GraphSSD. For all the applications, when

executing over GraphSSD, Baseline, and GraphChi, application data

other than the graph data, such as visited vector in BFS application,

value vector in page rank application, etc. are allocated in main

memory.

4.3 Caching and Multi-threading

We implemented host side caching using LRU policy for both

GraphSSD and baseline. Doubly linked list and hashmap are used to

efficiently implement the LRU policy. To simulate out-of-core graph

algorithms, we consider host cache size of 1GB as the default size.

To generate I/O request parallelism our baseline and GraphSSD

implementations both provide a non-blocking request interface to

graph application threads. To support non-blocking calls, we imple-

ment a request queue and response queues. In the request queue,

graph data requests are posted from the application. Graph data re-

sponses to those requests are pushed into the response queues. The

cache manager is also parallelized using multi-threading to maximize

the throughput, and locks were sparingly used for synchronizing

between the threads as necessary.

From storage, GraphSSD loads NAND page granularity chunks

into the host cache as location pointers are stored at the end of the

NAND page and vertex data is stored at the start of the NAND page.

In our baseline we also load NAND page granularity chunks into the

file buffer host cache.

5 EVALUATION

We evaluated GraphSSD using the open-source SSD (OpenSSD)

development platform [31, 36]. The OpenSSD development plat-

form equips Xilinx Zynq-7000 programmable SoC that embeds a

dual-core ARM Cortex-A9 processor [39]. Hence the FPGA-based

programmable chip works as an SSD controller SoC on the SSD plat-

form. PCIe interface and NAND flash channels are implemented as

hardware logic on the programmable gate arrays, and the embedded

ARM core runs the SSD firmware implementing the command han-

dling, page buffer management and FTL functions. We implemented

GraphSSD on the existing SSD firmware modifying the FTL part,

command handling and host side library which manages cache on

the host side. The OpenSSD platform encloses 1 GB DDR DRAM

and 2 TB Hynix H27Q1T8YEB9R NAND flash DIMMs connected

to the programmable SoC. The SSD board communicates with the

host system via the PCIe Gen2×8 interface, which supports up to 4

GB/s bandwidth. NAND page size in OpenSSD platform is 16KB.

Host system uses a logical sector of size 4KB.

We configured the host system with Intel i7-4790 CPU running

at 4 GHz and 16 GB DDR3 DRAM. In order to extend NVMe

commands for GraphSSD, the NVMe host driver on Linux Kernel

version 3.19 was enhanced.
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