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Recent STAR measurements suggest a difference in the global spin polarization between hyperons and 
anti-hyperons, especially at relatively low collision beam energy. One possible cause of this difference is 
the potential presence of in-medium magnetic field. In this study, we investigate the phenomenological 
viability of this interpretation. Using the AMPT model framework, we quantify the influence of different 
magnetic field evolution scenarios on the size of the polarization difference in a wide span of collision 
beam energies. We find that such difference is very sensitive to the lifetime of the magnetic field. For 
the same lifetime, the computed polarization difference only mildly depends on the detailed form of 
its evolution. Assuming magnetic polarization as the mechanism to enhance anti-hyperon signal while 
suppress hyperon signal, we phenomenologically extract an upper limit on the needed magnetic field 
lifetime in order to account for the experimental data. The so-obtained lifetime values are in a quite 
plausible ballpark and follow approximately the scaling relation of being inversely proportional to the 
beam energy. Possible implications on other magnetic field related effects are also discussed.

© 2019 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
1. Introduction

Studies of strongly interacting fluid under the influence of ro-
tational motion have attracted significant interests recently, with 
much excitement particularly triggered by the STAR Collaboration’s 
global polarization measurements in heavy ion collisions [1,2]. On 
quite general ground, one expects the interplay between macro-
scopic fluid rotation and microscopic spin of individual particles 
can lead to many novel effects. For example, individual parti-
cle spins will be polarized on average along the global angular 
momentum. In the context of heavy ion collisions, the colliding 
system in non-central collisions carries a large angular momen-
tum along the direction perpendicular to the reaction plane and 
a global polarization effect shall be expected from the produced 
hadrons in such collisions [3–7]. More precisely, the angular mo-
mentum would turn into interesting vorticity patterns in the QCD 
fluid and the vorticity structures further induce the particle spin 
polarization [8–22]. The presence of nonzero vorticity can have 
nontrivial impact on the properties of the underlying matter, such 
as the phase structures and equation of state [23–33]. If the ro-
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tating system consists of chiral fermions, the vorticity can also 
induce anomalous transport phenomena known as Chiral Vortical 
Effects [34–38]. For recent reviews, see e.g. [39–41].

The global polarization effect measurements by STAR Collabo-
ration in [1] show signals for both hyperons and anti-hyperons at 
the level of a few percent, with a strongly increasing trend toward 
lower collision energy. The data also clearly demonstrate a visible 
difference in the polarization between hyperons and anti-hyperons, 
with P�̄ > P� and with such difference also becoming stronger 
at lower energy. While the average polarization signal could be 
quantitatively explained by hydrodynamic and transport model-
ings, the observed difference between hyperons and anti-hyperons 
remain a puzzle. Efforts were made to investigate various factors 
that may contribute to such a splitting albeit without conclusive 
answer [14,42–46]. At the moment, this is one of the important 
unresolved challenges within the fluid-vorticity paradigm for the 
observed global polarization.

One plausible proposal is to take into account an additional 
polarization (apart from the vorticity-induced effect) due to the 
existence of in-medium magnetic field which gives opposite po-
larization effect for hyperons and anti-hyperons [14,43,46]. Indeed, 
there is a very strong initial magnetic field in an off-central heavy 
ion collision [47–57] and if sufficiently long-lived could provide 
 under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
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a considerable amount of magnetic polarization that distinguishes 
particles from anti-particles. We note in passing that strongly in-
teracting matter under strong magnetic field has in itself been a 
very active topic of significant interests with many developments 
(see recent reviews in e.g. [39–41,58,59]).

The main objective of the present study is to explore the phe-
nomenological viability of such a magnetic-field-based interpre-
tation for the observed difference in hyperon/anti-hyperon global 
polarization. Using the AMPT model framework and incorporating 
both rotational and magnetic polarization effects, we will quan-
tify the influence of different magnetic field evolution scenarios on 
the polarization difference in a wide span of collision beam ener-
gies. We will use the polarization difference to phenomenologically 
extract an upper limit on the needed magnetic field lifetime in or-
der to fully account for the experimental data. We will discuss the 
behavior of so-obtained lifetime values and discuss possible impli-
cations on other magnetic field related effects.

2. Formalism

In this part we provide a detailed description of the formal-
ism we use to compute the � and �̄ polarization. For the overall 
bulk matter created in the collisions, we use the transport model 
AMPT [60,61] for a number of reasons. First, it provides a reason-
able description of the bulk collective dynamics such as soft par-
ticles’ yields, transverse momentum spectra and flow observables. 
We use the same setup as in [61] which demonstrated very good 
agreement with experimental data for Au+Au collisions at RHIC. 
Furthermore it can be used for a wide span of collision beam en-
ergies. Another advantage is that it allows explicit tracking of every 
parton or hadron’s motion during the evolution and of each final 
state hadron’s formation. This allows a relatively straightforward 
procedure to extract the system’s vorticity structure as well as to 
incorporate the spin polarization effect upon the hadron formation. 
The AMPT model was first extended to compute vorticity struc-
tures in [15] and later widely used for polarization studies [16,19,
20]. From AMPT simulations one obtains the four velocity distri-
bution uμ(x) as well as energy density distribution ε(x) in space-
time x = (t, �x) across the system, which can be further used to 
evaluate various quantities of interest.

The rotational polarization effect on particle spin in a relativis-
tic fluid can be determined from the thermal vorticity �μν defined 
as [8,9]:

�μν = −1

2
(∂μβν − ∂νβμ) (1)

where βμ = uμ/T with T = 1/β the local temperature. A related 
quantity is the kinetic vorticity defined by �μν = − 1

2 (∂μuν −
∂νuμ). Obviously �μν = β

{
�μν − [

(β∂μT )uν − (β∂ν T )uμ

]}
. The 

thermal vorticity differs from the �μν/T by terms containing gra-
dients of temperature, ∼ (β∂μT ) = [(∂μT )/T ]. While straightfor-
ward to evaluate in hydrodynamic models, such terms are trickier 
to compute in transport models. As a proxy, we use the energy 
density ε to evaluate such terms via (∂μT )/T = (∂με)/(4ε) with 
underlying assumption ε ∝ T 4. Such gradient terms make non-
negligible contributions and should be taken into account.

We now discuss the calculation of particle polarization e.g. for 
the hyperons and anti-hyperons. In the case that polarization solely
comes from vorticity, one has the following ensemble-averaged 
spin 4-vector of the produced � and �̄ determined from the local 
thermal vorticity at its formation location, as [1,8,9,14,19]:

Sμ = − 1
εμνρσ pν�ρσ (2)
8m
where pν is the four-momentum and m the mass of the pro-
duced hyperons/anti-hyperons. Past calculations solely based on 
the vorticity-induced polarization can not describe the observed 
difference between signals of � and �̄. In fact, as we will show 
later, the polarization effect from just the vorticity of fluid rotation 
would be larger for � than �̄, quite the opposite to data, due to a 
subtle effect related to particle formation timing.

The existence of a magnetic field could indeed induce a dif-
ference in the spin polarization between � and �̄ due to their 
opposite magnetic moments. Under the presence of electromag-
netic fields Fμν , the spin 4-vector formula will become different 
from that in Eq. (2) and should be given instead by the follow-
ing [14]:

S̃μ = − 1

8m
εμνρσ pν

[
�ρσ ∓ 2(eFρσ )μ�/T f

]
(3)

where μ� = 0.613
2mN

is the absolute value of the hyperon/anti-
hyperon magnetic moment, with mN = 938 MeV being the nucleon 
mass. T f is the local temperature upon the particle’s formation. In 
the case with nonzero electromagnetic field, there will be a differ-
ence between � and �̄ spin polarization due to the second term 
in the above. Here we focus on the electromagnetic field compo-
nent that is most relevant to the global polarization effect, namely 
B y = F31 = −F13 along the out-of-plane direction which is also 
the direction of global angular momentum. It should be noted that 
the above Eq. (3) assumes local equilibrium of polarization un-
der electromagnetic fields. In the rather dynamical environment 
of heavy ion collisions, particle polarization may not necessarily 
relax instantaneously to the expected value and off-equilibrium 
corrections could be important. This is an interesting problem for 
future study. One important caveat for comparison with experi-
mental data is the influence of secondary decays on the measured 
hyperon polarization. Two important recent studies [44,45] have 
excluded a major role of such decay contributions and therefore 
justified the application of Eq. (3) for primary hadrons in our study 
as a very good approximation.

In (non-central) heavy ion collisions, there is a strong initial 
magnetic field eB0 arising from the fast-moving spectator protons, 
which has been very well studied [47–49]. The key issue here is 
whether such a magnetic field would survive long enough to have 
nonzero impact around the freeze-out time for hadron formation. 
There are proposals for certain mechanisms that could provide rel-
atively long-lived late time magnetic field, e.g. by way of medium 
induction [50–55] or by rotating fluid with nonzero charge den-
sity [46]. Nevertheless currently the magnetic field time evolution 
in heavy ion collisions is rather uncertain [62]. Alternatively, one 
may turn this around (as suggested in [43]) and consider the split-
ting between �/�̄ polarization as a way to put an empirical con-
straint on the size of potentially existing late time magnetic field. 
In the present study, we further exploit this line of thought and 
address the following question: what kind of magnetic field time 
evolution B y(τ ) would be needed, if the observed polarization dif-
ference would be entirely attributed to the in-medium magnetic 
field?

In order to study this question, and given the uncertainty 
about the time dependence, we phenomenologically investigate 
this problem by assuming B y(t; �x) = B0(�x) · FB(tB , t) and study-
ing three different kinds of parameterization for FB that have been 
adopted in the literature for various studies of magnetic field ef-
fects:

Type-1: FB(tB , t) ≡ 1
1+(t−t0)2/t2B

(see e.g. [63,64]);

Type-2: FB(tB , t) ≡ 1
[

2 2 ]3/2 (see e.g. [48]);

1+(t−t0) /tB
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Fig. 1. The time integrated value ∫ F (tB , t)dt (for t from 0 ∼ 8 fm/c time) as a 
function of tB for different magnetic field time evolution: type-1 (red solid curve), 
type-2 (green dashed curve) and type-3 (blue dash-dotted curve). See text for de-
tails.

Type-3: FB(tB , t) ≡ e−|t−t0|/tB (see e.g. [43]).

In all these parameterizations, the tB is the essential magnetic 
field lifetime parameter that controls how rapidly the magnetic 
field would decrease with time. Note however due to their dif-
ferent functional forms, the same tB value gives slightly dif-
ferent magnetic field evolution. To give an idea of such differ-
ence, we show in Fig. 1 the time integrated value 

∫
F (tB , t)dt

(for t from 0 ∼ 8 fm/c time) as a function of tB for compar-
ing these three types of evolution. Defining t = 0 as the time 
point of the very initial contact of the collision process, the t0 ≡
RA/(γbeamvbeam) is the time for full overlap of the two colliding 
nuclei, with RA being the nuclear radius, vbeam and γbeam be-
ing the beam speed and the corresponding Lorentz factor. Note 
this is important particularly for collisions at low beam energy. 
The initial magnetic field value B0(�x) is determined from event-
by-event calculations with Monte-Carlo Glauber simulations as in 
e.g. [49]. Note this field strongly depends on beam energy, follow-
ing a trend B0 ∝ √

sNN . For example, at the center point �x = 0, 
the initial strength eB0(�x=0)

m2
π

(where mπ is the pion mass) equals 
0.222, 0.282, 0.383, 0.528, 0.764, 1.235, 3.922 for beam en-
ergy 

√
sNN = 11.5, 14.5, 19.6, 27, 39, 63, 200 GeV respectively. 

These values are determined from simulating proton distributions 
in the initial conditions and are consistent with other calculations. 
In this study we focus on the (20 ∼ 50)% centrality class of AuAu 
collisions which correspond to the STAR measurements in [1] and 
we simulate 106 or more AMPT events for each given beam energy 
to ensure enough statistics. The hyperon and anti-hyperon polar-
ization results are then computed from Eq. (3) for each type of 
magnetic field time evolution with a chosen lifetime parameter. 
We present the detailed results from such study in the next sec-
tion.

3. Results

As a first step, let us examine how the key parameter, mag-
netic field lifetime tB , would influence the polarization observable. 
To do this, we vary this parameter (for each given type of time 
evolution) and examine how the obtained global polarization sig-
nals of � and �̄ would change. In Fig. 2 we show such results for 
collisions at beam energy 

√
sNN = 19.6, 27, 39 GeV respectively. 

In Fig. 3, we also show and compare the different contributions to 
the � and �̄ polarization from kinetic vorticity term, from tem-
perature gradient term and from magnetic field term, suggesting a 
dominant role of kinetic vorticity and a non-negligible temperature 
Fig. 2. The dependence on magnetic field lifetime parameter tB of the global po-
larization signals PH for hyperons (H → �, blue solid curves with filled symbols) 
and anti-hyperons (H → �̄, red dashed curves with open symbols) at beam energy √
sNN = 19.6 (square), 27 (diamond), 39 (circle) GeV respectively.

Fig. 3. Different contributions to the � and �̄ polarization from kinetic vorticity 
term (solid curves), from temperature gradient term (dashed curves) and from mag-
netic field term (dash-dotted curves) respectively. See text for details.

gradient contribution. As one can see, with increasing magnetic 
field lifetime (which means stronger magnetic field at late time in 
the collisions), the P�̄ steadily increases while the P� decreases 
at all collision energies. With long enough tB , eventually the P�̄

always becomes larger than P� . The occurrence of “crosspoint” 
(where P�̄ = P�) requires longer lifetime at lower beam energy. 
Another interesting observation is that when tB → 0 (meaning no 
magnetic field and only vorticity-induced effect), the hyperons ac-
tually have a larger polarization than the anti-hyperons. The origin 
of this difference is due to an interplay between formation timing 
and vorticity evolution [16]. We’ve explicitly checked in AMPT sim-
ulations that the averaged production time of hyperons is indeed 
earlier than that of anti-hyperons and thus the hyperons “pick up” 
a stronger vorticity-induced polarization effect upon formation be-
cause of a larger vorticity value at earlier time. Note we have not 
considered a possible finite relaxation time for the particle polar-
ization in the magnetic field, which may reduce the magnitude of 
the suppression/enhancement on �/�̄ polarization obtained in the 
present study.

It is interesting to check the sensitivity of such magnetic field 
induced splitting �P = (P�̄ − P�) to the details of the time evo-
lution. To do that, we evaluate and compare the �P values com-
puted from the three types of time dependence, with the results 
shown in Fig. 4. There, we plot �P versus beam energy 

√
sNN

for the type-1, 2, 3 magnetic fields with two choices of lifetime 
tB (a shorter one of 1 fm/c and a longer one of 4 fm/c). The 
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Fig. 4. The difference �P = P�̄ − P� versus collision beam energy, for the type-
1 (square), type-2 (diamond) and type-3 (circle) time dependence. The red solid 
curves are for tB = 1 fm while the blue dashed curves are for tB = 4 fm. The black 
circles with error bars are STAR experimental data from [1,2].

comparison demonstrates that the magnetic field induced splitting 
�P = (P�̄ − P�), while most sensitive to the parameter tB , also 
mildly depends on the detailed form of the time evolution. It is 
also clear that for the same tB value, the magnetic field effect is 
stronger at higher beam energy, simply due to its larger peak value 
B0. We also show the STAR measured splitting on the same plot, 
which indicates that a longer lifetime is required for describing the 
�P at lower beam energy.

We now use the experimental data for �P as a way to con-
strain the magnetic field lifetime parameter. At each beam energy, 
we find the optimal value of t̃B that would give the amount of 
measured splitting. This allows us to extract from data the pre-
ferred lifetime as a function of beam energy in a scenario that 
the splitting is caused by such magnetic field. The results for each 
of the type-1, 2, 3 (as left, middle, right panels) are shown in 
Fig. 5. The error bars are converted from the corresponding ex-
perimental data error bars, which at the moment are substantial 
but may be significantly reduced in upcoming RHIC Beam En-
ergy Scan II measurements [65]. Common to all three types, the 
needed lifetime t̃B decreases with beam energy 

√
sNN . For ex-

ample, t̃B ∼ 5 fm/c for 
√
sNN = 11.5 GeV and t̃B ∼ 0.5 fm/c for √

sNN = 200 GeV. We note that these numbers may be quite plau-
sible. To quantify such dependence, we perform a fitting analysis, 
with the dependence t̃B = A√

sNN
. Such a scaling formula is based 

on Lorentz contracted time for the passing-through period be-
tween two nuclei, t̃B ∝ RA

γ ∝ 1√ . The fitting curves are shown 
sNN
Fig. 6. The time-integrated magnetic field strength B ≡ ∫
(eB y)dt at the center point 

�x = 0 as a function of beam energy, for the type-1 (red square), type-2 (green dia-
mond) and type-3 (blue circle) time dependence with optimized parameter t̃B from 
polarization splitting.

in Fig. 5 as solid curves, with the χ2-optimized parameter A = 92
for type-1, A = 125 for type-2 and A = 128 for type-3 (all bear-
ing unit of GeV · fm/c). An averages over these three types of 
time dependence in a (perhaps naive) statistical way would sug-
gest t̃B = A√

sNN
with A = 115 ± 16 GeV · fm/c. Interestingly, this 

is considerably longer than the expected vacuum magnetic field 
lifetime without any medium effect, which could be estimated by 
tvac 
 2RA

γ 
 26 GeV·fm/c√
sNN

. Such extended magnetic field lifetime, as 
indicated by polarization difference, may imply a considerable role 
of the medium feedback on dynamical magnetic field evolution.

A magnetic field, in addition to inducing splitting between �/�̄
polarization, can also lead to various other interesting phenom-
ena [39,40]. Many of these effects are dependent on the time-
accumulative effect of the magnetic field. With the above analysis 
of the magnetic field time evolution based on polarization split-
ting, we compute a related quantity, the time-integral of magnetic 
field strength B ≡ ∫

(eB y)dt at the center point �x = 0. This is com-
puted at each beam energy and for each type of time evolution 
(along with optimized parameter t̃B ), with the results shown in 
Fig. 6. We note that this provides an estimate of the upper limit for 
accumulative magnetic field strength based on polarization split-
ting data, which would be useful for constraining other effects 
arising from the magnetic field. These results suggest that the 
time-integrated in-medium magnetic field could be considerable 
and much exceed the time-integrated vacuum magnetic field as 
estimated in e.g. [66]. As shown by Anomalous-Viscous Fluid Dy-
Fig. 5. The optimal value of magnetic field lifetime parameter t̃B extracted from polarization splitting �P data for a range of collision beam energy √sNN . The left, middle 
and right panels correspond to the type-1, 2 and 3 forms of magnetic field time evolution. The solid curves are from fitting analysis with a formula t̃B = A√

sNN
. The error 

bars are converted from the corresponding errors of experimental data in [1,2].
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namics (AVFD) simulations [63,64], an in-medium magnetic field 
of this scale could make a substantial contribution to the signal 
of Chiral Magnetic Effect (CME). It is also interesting to note that 
the potential CME signal as extracted by STAR Collaboration [67]
via the so-called H-correlator from two-component decomposition 
analysis [68,69] shows a very similar trend in its beam energy de-
pendence, first increasing and then decreasing with a peak around √
sNN = (40 ∼ 60) GeV region.

4. Summary

In summary, we have quantitatively investigated the magnetic 
field as a probable cause of the observed difference in global po-
larization between hyperons and anti-hyperons. Using the AMPT 
model framework, we have quantified the influence of different 
magnetic field lifetime and time dependence on the size of the 
splitting in a wide span of collision beam energies.

Our main findings include: (1) At all beam energies, a longer 
the magnetic field lifetime leads to a larger polarization for anti-
hyperons while a smaller polarization for hyperons; (2) the lifetime 
parameter sensitively controls the size of the splitting, which is 
also mildly dependent on the precise form of magnetic field evo-
lution; (3) The needed magnetic field lifetime in order to fully 
account for the observed splitting �P is in a plausible ballpark and 
strongly decreases from low to high beam energy, ranging from a 
few fm/c at the low end of RHIC BES energy to a fraction of one 
fm/c at top RHIC energy; (4) The so-extracted magnetic field life-
time follows approximately the scaling relation of being inversely 
proportional to the beam energy.

To conclude, the interpretation of observed polarization differ-
ence in terms of lasting magnetic field could be a plausible one 
and the required magnetic field lifetime appears not impossible. In 
the present study, we’ve not addressed the question of precisely 
how the magnetic field should evolve, which would require dy-
namical simulations that solve the magnetic field evolution from 
Maxwell equations. This would be an important and interesting 
next step to examine the viability of such interpretation, which we 
shall carry out in a future study.
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