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We consider an initial-boundary-value problem for a thermoelastic Kirchhoff
& Love plate, thermally insulated and simply supported on the boundary, in-
corporating rotational inertia and a quasilinear hypoelastic response, while the
heat effects are modeled using the hyperbolic Maxwell-Cattaneo—Vernotte law
giving rise to a ‘second sound’ effect. We study the local well-posedness of the
resulting quasilinear mixed-order hyperbolic system in a suitable solution class of
smooth functions mapping into Sobolev H*-spaces. Exploiting the sole source of
energy dissipation entering the system through the hyperbolic heat flux moment,
provided the initial data are small — not in the full topology of our solution class,
but in a lower topology corresponding to weak solutions we prove a nonlinear
stabilizability estimate furnishing global existence & uniqueness and exponential
decay of classical solutions.

©2019 Elsevier Ltd. All rights reserved.

1. Introduction

Consider a PDE model of a prismatic thermoelastic plate of a uniform thickness h > 0. Let the bounded
domain 2 C R?, d € {1,2,3}, with a smooth boundary 92 parametrize the mid-plane of the plate. Further,
let K: R — R with K’(0) > 0 and K”(0) = 0 be a smooth function related to the stress—strain curve
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Table 1
Summary of results on Egs. (1.1)—(1.3) in bounded domains.
vy=0 v >0
0 Exponential stability Exponential stability
T =
Maximal LP-regularity/analyticity No maximal LP-regularity/analyticity
>0 No exponential stability Exponential stability
T
No maximal LP-regularity/analyticity No maximal LP-regularity/analyticity

(see Appendix A) and the plate thickness h. This kind of nonlinearity arises from so-called “hypoelastic”
material laws discussed in Appendix A. Continuing, let o, 8,7 > 0 and -, 7,0 > 0 be constant. With w, 6, q
denoting the vertical displacement, a properly scaled thermal moment and the x3-moment of the heat flux,
respectively, the associated dynamics is governed by a quasilinear plate equation

wy — yAwy + AK(Aw) + aNd =0 in (0,00) x £, (1.1)
B0, +divq + o — alhw, =0 in (0,00) x 2, (1.2)
Tq: +q9+nVe=0 in (0,00) x 2 (1.3)

subject to hinged boundary conditions
w=Aw=0=0 on (0,00)x 02 (1.4)
and usual initial conditions
w(0,) =w’, wi(0,)) =w', 60,)=6° q(0,)=q" in . (1.5)

The parameters «, 3,7,n,0,7 in Egs. (1.1)-(1.3) can uniquely be expressed in terms of various physical
constants and the plate thickness h described in Appendix A.

Later in the paper, we will restrict our attention to the case v > 0 and 7 > 0. Also, to be consistent
with the overwhelming majority of mathematical publications in the area, we will assume ¢ = 0. While
the latter constant needs to be positive (cf. Appendix A or [24, Chapter 6.1]) from the physical point of
view, from the mathematical point of view, discarding this lower-order perturbation neither changes the
underlying topology nor the qualitative stability properties of the system. Moreover, it makes the stability
analysis more challenging as a natural dissipativity source is eliminated keeping the only damping arising
from q.

Depending on the choice of the v and 7 parameters in Egs. (1.1)—(1.3), the system represents various types
of thermoelastic Kirchhoff-Love plates (viz. [53, p. 2]). While the presence of the yAwy-term in Eq. (1.1)
accounts for rotational inertia for v > 0 or neglects the latter if v = 0, the positive relaxation time 7 > 0
in Eq. (1.3) originates from the Maxwell-Cattaneo—Vernotte’s (or, for short, Cattaneo’s) law of relativistic
heat conduction vs. the classic Fourier’s law of heat conduction for 7 = 0. Hence, Egs. (1.1)-(1.3) embody
four possible thermoelastic plate models. Further distinctions are made based on the response K (-) being
linear vs. nonlinear and the domain {2 being the full space R? or a domain with boundary such as bounded
domains, exterior domains, half-spaces or wave-guides, etc. Finally, in case {2 is a domain with boundary, a
set of boundary conditions selected from a wide range of combinations need to be adopted (cf. [2, Chapter
2], [18, Chapter 4], [24, Chapter 1], [32-34,36]).

We continue our discussion with a brief review of the vast body of literature on Egs. (1.1)—(1.3). Table 1
summarizes some of these results for bounded domains f2.

In the linear situation, i.e., K(z) = az for some a > 0, it is well known that the thermoelastic system
(1.1)—(1.3) comprising a Kirchhoff-Love plate equation without rotational inertia (y = 0) coupled with the
standard parabolic heat equation (7 = 0) generates an analytic semigroup on a respective finite-energy space
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for a wide range of boundary conditions [32-34,36]. These results were subsequently improved by showing
the maximal LP-regularity of the underlying semigroup [12,13,42,43]. It was further shown the associated
energy decays exponentially as ¢ — oo [4,22,39,55]. The exponential stability extends to the quasilinear
situation with K(z) = z + 2% in the class of (possibly, not unique) global weak solutions [26]. Turning to
strong solutions, both the well-posedness via maximal LP-regularity and the exponential stability of small
solutions hold true for general superquadratic C3-nonlinearities K (-) [38].

Introducing a “second sound” effect (a non-diffusive heat transfer mechanism characterized by wave-like
heat propagation [11]) into the system (1.1)—(1.3) by replacing the Fourier’s law with the Cattaneo’s one
(7 > 0) while neglecting rotational inertia (y = 0), the well-posedness (on the amended phase space) is
preserved but the maximal LP-regularity/analyticity of the system is violated and the exponential decay
of solutions is destroyed [16,49,50]. This surprising effect is quite subtle and can be best understood by
studying the spectrum of the related generator using Gearhart—Priiss’ criterion. Very simply put, in the
absence of parabolicity (viz. 7 = 0), discarding rotational inertia (viz. v = 0) leads to a loss of regularity
as w; € HY(R) is no longer furnished by the space topology. Nonetheless, the system is still expected to
exhibit polynomial decay (cf. [16]). A change of qualitative behavior also occurs in the full space 2 = R%,
where regularity-loss phenomena occur [51]. In the nonlinear situation, the well-posedness still remains open
— even in the full-space (cf. [52, p. 8140]).

Taking into account rotational inertia (v > 0) and adopting Fourier’s law of heat conduction (7 =
0), the thermoelastic plate system is rendered hyperbolic—parabolic. In the nonlinear situation, both the
semilinear [5] and the quasilinear problems [29] have been studied in bounded domains. While the model
exhibits hyperbolic characteristics, the viscous diffusive effect of the heat equation still has beneficial
effects on regularity of the overall system. This allowed to perform a Kato-type fixed-point iteration to
establish the local well-posedness of the quasilinear system by decoupling the elastic and the thermal parts
of the system [29]. Under a smallness condition on the initial data, the energy dissipation through the
thermal component of the system was sufficient to prove a global stabilization estimate leading to global
existence of classical solutions. In the full space 2 = R?, the well-posedness and decay rates have also been
established — both in the linear [51] and the nonlinear cases [52]. A recent systematic study [15] on abstract
fractional-power thermoelastic plate systems should also be mentioned.

A number of control-theoretic results for linear Kirchhoff-Love thermoelastic plates with and without
rotational inertia (v > 0) subject to Fourier’s law of heat conduction (7 = 0) are also known in the literature.
See, e.g., [3,6,7,10,14,23,30,35] and references therein.

Turning to the hyperbolic-hyperbolic case (7 > 0, v > 0), linear well-posedness and exponential stability
in bounded domains have been established and singular limits 7 — 0, v — 0 have been studied [53]. Similar
investigations of the linear system in the full space were performed as well [51] and subsequently generalized
to the nonlinear case [52].

The thrust of this article is to investigate nonlinear equations (1.1)—(1.3) in a bounded smooth domain
{2 subject to the boundary conditions (1.4). The distinct features of our problem are:

e The rotational inertia are accounted for by the presence of the yAwy-term (v > 0) in the ‘elastic’
Equation (1.1). This makes the problem hyperbolic-like.

e The heat conduction obeys Maxwell-Cattaneo—Vernotte’s law rather than the classic Fourier’s law which
translates into (i) lack of dissipative effect in Eq. (1.2) and (i) lack of the regularity otherwise typically
associated with the heat equation. These two properties — dissipation and regularity — the “key players”
in any quasilinear theory — are severely compromised by the model under consideration.

Unlike the hyperbolic—parabolic case (y > 0, 7 = 0), as we will later see in Section 3, our system is
hyperbolic-hyperbolic. Therefore, no regularizing effects are inherited either from analyticity (when v =
7 = 0) or dissipativity/viscosity of the heat transfer (when v > 0, 7 = 0). The nonlinear plate system
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(1.1)—(1.3) for 7, > 0 has previously been investigated by Racke & Ueda [52]. However, our present study
is inasmuch completely different from the cited work — both phenomenologically and methodologically — as
(i) we consider an initial-boundary value problem in a bounded domain {2 instead of the full space R?, where
the latter is amenable to classical differential calculus and (i) only impose a genuine smallness condition
on the lower energy of the initial data (corresponding to the topology of weak solution), in contrast to the
smallness of the highest-order energy assumed in [52].

Our goal is to show that the resulting nonlinear system generates well-posed dynamics for ‘arbitrary’
regular data satisfying compatibility conditions and that, for small data, the dynamics is global provided
the size of initial data is well calibrated. The challenge is, of course, to overcome difficulties related to
compromised regularity of linear solutions and compromised dissipation in the presence of highly nonlinear
internal force represented by a severely unbounded operator which nonlinearly depends on the principal part
of the elliptic operator. This compels one to perform the analysis at a high topological level with appropriate
mechanisms for the propagation of restricted dissipation. This challenge manifests itself on both levels: local
and global. In particular, when carrying out the Kato-iteration in Appendix B, in contrast to the hyperbolic—
parabolic case (viz. [29]), elastic Equation (1.1) cannot be decoupled from thermal equations (1.2)—(1.3).
As for the global stabilizability estimate, the main difficulty arises from the fact that the dissipation is only
available in Eq. (1.3) for q (and, thus, ;) and as such does not propagate any regularity. This is in contrast
to [29], where strong diffusion in the thermal variable provides with favorable estimates involving spatial
derivatives of #. In fact, in the linear case, the model can be viewed a “compact” perturbation of the “square
root” of a damped elastic structure [37]. This is not the case in the present model. Phenomenologically,
this kind of dissipation rather corresponds to ‘frictional’ damping known for purely elastic problems and is
commonly considered a weak damping — as opposed to strong viscoelastic or Kelvin & Voigt damping.

As to the effect of rotational inertia, writing down energy dissipation relations for both cases, viz., 7 > 0,
v = 0and II: 7 > 0, v > 0, one sees that, while looking similar at the first glance, they have a major
difference: Namely, the dissipation term present in case I is supposed to reconstruct a one-derivative higher-
level energies both of Aw and 6. In short, the pressure term must provide observation of four derivatives of w
and of two derivatives of #. This is in contrast with the case II, where the same reconstruction is needed only
for three derivatives of w and one derivative of 6. Thus, the reconstruction itself (viz. unique continuation)
is valid in both cases, however, with the loss of topology. This naturally leads to polynomial — rather than
exponential — decay rates (compromised topology) in case I. All these complications supersede the level of
technicality of our recent hyperbolic—parabolic (viz. v > 0, 7 = 0) result [29] making the present paper
substantially more challenging and, hopefully, mathematically interesting than our earlier contribution.

Another important feature of the present paper is the smallness argument employed in our proofs.
Provided the nonlinear coefficient in the “elliptic part” stays positive, apart from the aforementioned
indispensable compatibility and regularity conditions, the initial data are assumed small merely in the
lowest topology associated with “finite energy” or mild solutions. This is an important improvement as
most quasilinear results assume the smallness of the data in the highest topology (e.g., [25,26,28,29,38]).
From the technical point of view, this makes the stability proof more challenging and requires an extra
degree of diligence as the lowest-level energy needs to be carefully traced and properly “factored out” in
our nonlinear estimates using suitable interpolation procedures, etc. The final argument for the “globality”
depends on two coupled and cooperating “barrier inequalities”, rather than a single one — as is the case in
the usual quasilinear theory.

Last but not least, a further contribution of this paper is a physical derivation of the thermoelastic plate
model (1.1)—(1.5). While the macroscopic description of Kirchhoff & Love plates with geometric nonlinear-
ity [24, Chapter 1] and nonlinear material response [29] is known in the literature for the case of Fourier’s
heat conduction, to the best of authors’ knowledge, no rigorous Kirchhoff & Love thermoelastic plate models
with Cattaneo’s heat conduction have been available in the literature up to date. (Parenthetically, one



I. Lasiecka, M. Pokojovy and X. Wan / Nonlinear Analysis 186 (2019) 219-258 223

should mention the Reissner—-Mindlin—Timoshenko plate with Cattaneo’s heat conduction and the geometric
nonlinearity derived in the thesis [47].) Instead, previous works on thermoelastic Kirchhoff & Love plates with
Cattaneo’s law (viz. [51-53], etc.) have implicitly ‘conjectured’ the physical model. However, the thermal
moment 6 and the (planar) heat flux moment q were invariably misspecified as the temperature and the
heat flux, respectively, and the natural extra damping o6 in Eq. (1.2) was overlooked. In this paper, we
close this gap by combining various results on related plate systems into a consistent physical model behind
Egs. (1.1)—(1.5).

To conclude the introduction, we mention several open problems which naturally arise. In addition to
simply supported boundary conditions, one would like to have a theory for clamped and free boundary
conditions. Particularly, the latter are challenging due to the fact that harmonic functions are not controlled
by “free” boundary conditions imposed on the biharmonic operator. This difficulty can be overcome, while
significantly increasing the level of technicality, by localizing the problem [13,34]. Similar caveats remain
true for clamped beams (except for the necessity of spatial localization) as the reduction step of Section 3
fails in such case as well. Hence, treating either clamped or free boundary conditions would go far beyond
a trivial modification of the present paper. Indeed, the main difference between the hinged and the other
two types of boundary conditions is that, in the hinged (or the “commutative”) case, we have an operator
calculus associated with the model: —A = A for functions with zero Dirichlet data and A% = A? for functions
with hinged boundary data. For clamped boundary conditions, this is no longer the case. Both clamped and
free boundary conditions lead to non-commutative algebras. There is no proper identification between the
differential operator and the powers of A. While the powers of A still define the topology in appropriate
Sobolev spaces, calculations on the PDE model give rise to boundary terms which need to be handled. Some
of these boundary terms are not controlled by respective energy terms. In the clamped case, this could be
handled by the so called “hidden boundary regularity” (cf. [27,31]). However, one would still need to prove
that the dissipativity relations (in some sense) remain preserved. The latter is essential for the energy decay.
In the free case, there is no “hidden regularity” making the analysis even more challenging.

Finally, we mention that Kirchhoff-type equations have been recently considered with fractional and,
possibly, degenerate Laplacians [17,46]. Global solutions for small data and blow-up of solutions for data
outside of the potential well have been recently established in [46]. The arguments involved rely on nonlocal
elliptic theory. It would be interesting to consider such models within the framework of thermoelasticity.

The rest of the paper is structured as follows. Following the present Introduction Section 1, Section 2
summarizes all of the main results of the article on local and global well-posedness as well as exponential
stability of Eqgs. (1.1)—(1.5). In Section 3, the system (1.1)—(1.5) is reduced to an equivalent non-vectorial
second-order system. Subsequently, in Section 4, a local well-posedness result is established by applying a
fixed-point argument to a linearization of the equivalent reduced system from Section 3. In Section 5, the
unique classical local solution is extended globally — provided the initial data are sufficiently small at the
lowest energy level — and an exponential decay rate is further proved. Finally, in the appendix, a brief physical
derivation of Egs. (1.1)—(1.5) is presented in Appendix A while Appendix B establishes a solution theory for
the linearized version of the latter equations with time- and space-dependent coefficients. This furnishes a
powerful auxiliary machinery for the development of the nonlinear local theory.

2. Main results

In this section, we summarize all of the central results of this paper on the quasilinear plate equations
(1.1)~(1.5). In the following, we assume 2 C R%, d € {1,2,3}, is a bounded, smooth domain. As previously
announced in the Introduction Section 1, the constant o will be assumed zero throughout the rest of the
paper. All of the results stated below trivially remain true for o as the o6-term is a Lipschitzian perturbation
and has the correct sign adding even more damping to the system.
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Definition 2.1. Let s > 2. A classical solution to Eqgs. (1.1)—(1.5) on [0,T] at the energy level s is a triple
(w,0,q): [0,T] x 2 = R x R x R? with

s—1
w, Aw € ( N ¢ ([0, 7], H=™(2) Hg(m)) nce ([0, 7], LA(R2)),
m=0

s—1

0 e (ﬂ Cm([O,T},HS‘m(Q)ﬂH&(Q))), qe (ﬁ cm (0,7, (Hs—m((z))d))

which, being plugged into Egs. (1.1)—(1.5), renders them tautological. Classical solutions on [0,7") and [0, o)
are defined correspondingly.

The choice s = 2 in Definition 2.1 is standard in the linear situation, i.e., when K(-) is linear. In this
case, by virtue of the standard semigroup theory, for any initial data (w® w?,8°,q) € (H4(Q) N Hol(Q)) X
(H?(2) N Hg(2)) x H{(£2) x (Hl(Q))d with Aw® € H}(£2) there exists a unique classical solution at
the energy level s = 2. In contrast, if K(-) is genuinely nonlinear, in general, one cannot expect a classical
solution for the initial data at the energy level s = 2 (cf. [21, Remark 14.4]). Therefore, moving to higher
energy levels is unavoidable to obtain classical solutions in the general nonlinear case.

In this paper, we prove the global well-posedness and exponential stability of classic solutions for s > 3.
In particular, when s = 3, the solution space in Definition 2.1 rewrites as

2
w, Aw € ( N ¢ (10, 7], H*™(2)n Hg(m)) N C3((0, T, L2(2)),
m=0

2 2
o (N (o1 H (@) nH)2)), ae () (0.1 (H"™0)")).
m=0 m=0

As usual in quasilinear theory, the presence of nonlinearity not only amounts to putting additional
Sobolev regularity assumptions on the initial data and smoothness conditions on K (-), but requires suitable
‘compatibility conditions’ described below.

Given a classical solution to Egs. (1.1)—(1.5) at an energy level s > 2, by applying the 9;*-operator,
m=0,...,s — 2, we obtain the compatibility conditions
(2.1)
are(0,) € H™(Q)NHY(R) and  9'q(0,-) € (H™(2))"

for m = 0,...,s — 1. Although the solution is a priori unknown, 9"w(0,-), m = 2,...,s, 9L0(0,-) and

0

8§q(07 ), 1=1,...,58— 1, can iteratively be computed from w®, w', 0%, q° using a procedure outlined below.

To this end, let
A: D(A) C L*(2) — L*(2), ur— —Au with D(A) == {u € Hj(2) | Lu € L*(2)} (2.2)
denote the L?(2)-realization of the negative Dirichlet-Laplacian. If 92 € C?, the standard elliptic theory
suggests D(A) = H?(2) N H}(£2) with A being an isomorphism between D(A) and L?({2). Similarly, if
082 € C® for some s > 2, the operator A can be viewed as an isomorphism between H*(£2) N H} () and
H*72({2). Here and in the sequel, we use the notation HJ(2) = H°(2) := L*(02).
With this notation, Eqgs. (1.1)—(1.3) can be cast into the equivalent form:
A(y + A YHYwy + AK(Aw) — aAf =0 in (0,00) x {2, (2.3)
B80: + divg + cAw, =0 in (0,00) x £2,
Tt +q+nV0 =0 in (0,00) x £2.
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Provided K(-) is sufficiently smooth, by sequentially applying the O;-operator to Egs. (2.3)—(2.5), us-
ing the product rule, Faa di Bruno’s formula and exploiting the invertibility of (y + A~!), for any
m > 1, w™t 0™, q™ can be expressed via w?,...,w™, 0°,...,0™1, q%, ...,q™ . Indeed, evaluating
Egs. (2.3)-(2.5) at t = 0 and applying A~! to Eq. (2.3), we get

w? = —(v+ A_1)71 (K (Aw®) — ab),

6! = —%(div q’ + aAwl) and q'= —%(q + nVG)
expressing w?, 0, q" in terms of w® w, 6, q°. Similarly, for m = 2,..., s, applying the ;" -operator, we
get

w™ = —(7+A*1)_1 (8{”_2(K(Aw)))’ —af™ 2,
t=0
9m—1 _ _%(divqm—Z + aA,wm—l) and qm—l _ _l(qm—Q 4 nvem—Q).

T

Thus, by virtue of the product rule and Faa di Bruno’s formula, the right-hand sides can be expressed in
terms of w?,...,w™ 1,0 ...,0™ 2 and q°,...,q™ 2. This construction can easily be made rigorous using
an induction procedure starting at m = 2.

Definition 2.2. Let w™, 6™, q™, m > 0, denote the ‘initial values’ for 0;"w, 9;*¢ and 0;"q as described
above (see also [20, p. 96]).

Suppose w is smooth. Then, we can write:
AK(Aw) = K'(Aw)A*w + K" (Aw)|V Aw|? (2.6)

Hence, the sign of K’(-) decides the positive ellipticity of —AK(A-). Further details and explanations will
be presented in the sections to follow.

Assumption 2.3. Let s > L%j + 2 be an integer and let £2 C R? be a bounded domain with 92 € C*.
Here, the floor function |x] denotes the integer part of z, i.e., the largest integer not exceeding x.

1. Let K € C*T1(R,R).
2. Let the initial data satisfy the regularity and compatibility conditions

W™, Aw™ € H™(Q)NHY (D) form=0,...,5s—1, w®e HXQ)NHLX?) and
0F € H*F ()N HY(R), o € (H*(2)) for k=0,...,s—1

where HO(£2) := L?(02).
3. For the “initial” (positive) ellipticity of K'(Aw®)A, suppose

)

min K’ (Aw®(z)) > 0, where Aw® € C°(2) by virtue of Sobolev’s embedding theorem.
e

Theorem 2.4 (Local Ezistence & Uniqueness). Suppose Assumption 2.3 is satisfied for some s > LgJ + 2.
Then Eqs. (1.1)—(1.5) possess a unique classical solution (w,0,q) at the energy level s on a mazimal interval
[0, Tinax) (possibly, small, but not empty) such that:

1. “Local non-degeneracy:” min,c o K’ (Aw(t,z)) > 0 for any t € [0, Thax)-
2. “Blow-up or eventual degemeracy if solution non-global:” Unless Tmax = 00, either the ellipticity
condition is eventually violated
min K'(Aw(t,z)) -0 as t /' Thax (2.7)
e

or/and the blow-up occurs
HAw(t,)HZsGD =00 as t " Thax (2.8)
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3. “Solution map continuity:” For any T >0, & > 0 and N > 0, the solution mapping (w®,w!,0° q°) —

(w,wy, 0,q) is a continuous function from

My N = {(wo, w', 0° q") ’ (w,w',0°,q°) satisfy Assumption 2.3 and admit

a classical solution (w,0,q) with min min K’(Aw(t,x)) > e,
te[0,T] ze 2

S
orél%XTT;) H@tmw(t, ')HJZLIH%W(Q) < NQ}

endowed with the topology of H3(02) x H*(2) x H(N) x (HI(Q))d to L>=(0,T; H3(2) x H?(2) x
HY () x (Hl(Q))d). Note that the set Mr e n is non-empty for small €, large N and small T

This choice of s = L%j + 2 is known to be optimal for quasilinear wave-equation-like problems. For a more
detailed discussion, we refer to [29, Remark 4.2].

For the sake of simplicity, we now assume 2 C R?, d = 2,3, and establish global existence and uniqueness
of classical solutions at the energy level s = LgJ + 2 = 3. In addition to Assumption 2.3, we require:

Assumption 2.5. Let K(-) satisfy K(0) =0, K’(0) > 0, K" (0) = 0.

For instance, for any real number «, the function K(z) = z + az® from [26,29] satisfies Assumption 2.5.
Note that the condition K(0) = 0 is mathematically redundant, but is fulfilled by real-world material
responses for physical reasons discussed in Appendix A.

By continuity, Assumption 2.5 furnishes the existence of a number p > 0 such that

K'(z) >0 for |z <p. (2.9)

Theorem 2.6 (Global Well-Posedness). Let Assumptions 2.3 and 2.5 be satisfied for d € {2,3} and s = 3.
Then, for any number M > 0, there exists a (small) number dur,, > 0, depending on M and p, such that for

any initial data (w° wl,0°,q°) satisfying

| AW poe () < p, (2.10)
3 2 2
Xo =Y 10" IFs-may + D 10 [igs-meay + D 14" s apya < M, (2.11)
m=0 m=0 m=0
HU’O”?{S(Q) + ||w1|‘%12(9) + ||00||f'—11((2) + || div qOH2L2(Q) < 512\4,;; (2.12)

the unique local solution (w,0,q) to Egs. (1.1)—(1.5) given in Theorem 2.4 exists globally, i.e., Tyax = 00.

Remark 2.7. The boundedness assumption for ||Aw®|| ;e formulated in Eq. (2.10) above is natural in
light of the initial positive ellipticity condition in Assumption 2.3 as well as Eq. (2.9). However, it can be
eliminated if the function K'(-) is positive everywhere in R, and consequently the choice of é only depends
on M. The latter assumption K'(-) > 0 corresponds to the monotonicity of the stress—strain curve/diagram
and is physically sound for various materials, e.g., for brittle ones when fracture phenomena are ignored,
and is commonly employed in the theory of finite elasticity (cf. [9, p. 53], [19], [40, p. 16], etc.). In this case,
we do not need the smallness of || Aw®|| s () and we obtain a ‘large-data’ result provided the function K (-)
satisfies appropriate “growth conditions” at infinity (cf. Egs. (5.29)—(5.31)).
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As a ‘by-product’, we will obtain our main stabilization result:

Theorem 2.8 (Exponential Stability). Under the conditions of Theorem 2.6, there exist positive constants
C and k such that

S s—1 s—1
D2 0wt Migera-meay + 22 1076 M ramiay + 22 107l (e yya < e X5
m=0 m=0

m=0

fort > 0, where the initial energy X is defined in Eq. (2.11).
3. Equivalent transformation

To facilitate the analytic treatment of Eqgs. (1.1)—(1.5), we first reduce Egs. (1.1)—(1.5) to an equivalent
lower-order non-vectorial system. Exploiting the operator A defined in Eq. (2.2), introduce the new variables

z:=Aw and p:=divq. (3.1)

Applying the div-operator to Eq. (1.3), the system (1.1)—(1.5) is reduced to

(A +9)2n — AK(—2) — A0 =0 in (0,00) x £2,
B0 +p+az =0 in (0,00) x £, (3.3)

subject to homogeneous Dirichlet—Dirichlet boundary conditions
z=60=0 on (0,00) x9N (3.5)
and initial conditions
2(0,-) =2 2(0,-)=2', 6(0,-)=06° p0,)=p" inn (3.6)
with 29 == Aw®, 2! = Aw! and p° = divq®. We want to show the original system (1.1)—(1.5) and
the reduced system (3.2)—(3.6) are equivalent in appropriate solution classes. The uniqueness of solutions

(without being indispensable) will simplify our arguments. Similar to Definition 2.1 for the original system
(1.1)=(1.5), for the reduced system, we have:

Definition 3.1. Let s > 2. Under a classical solution to Egs. (3.2)—(3.6) on [0,T] at the energy level s, we
understand a function triple (z,6,p): [0,T] x 2 — R x R x R satisfying

ze (ﬁ ™ ([0, ], H*=™(2) N H}(2)) ) N C*([0,T], L3(%2)),
m=0

m=0

RS (Sﬂl c™([0,7), H™(0) mH(}(Q))) pe (hl Cm([O,T],H5717m(‘Q)))
m=0

and, being plugged into Egs. (3.2)—(3.6), turning them into tautology. Classical solutions on [0,7T) and [0, c0)
are defined correspondingly.

The following equivalence theorem is proved in the supplementary Section.



228 I. Lasiecka, M. Pokojovy and X. Wan / Nonlinear Analysis 186 (2019) 219-258

Theorem 3.2. Lets > |4] +2. A triple (w,0,q) is a classical solution (1.1)~(1.5) if and only if (2,0, p)
defined in Eq. (3.1) is a classical solution to Egs. (3.2)—(3.6). Conversely, (z,0,p) is a classical solution to
Egs. (3.2)=(3.6) if and only if

w(t,") =A"12(t,-) and q(t,)=q°+ VA tdivqg" — VA p(t,-)
is a classical solution to Egs. (1.1)~(1.5) at the same energy level.

Hence, in the following, we investigate the more tractable — but nonetheless equivalent — non-vectorial
reduced system (3.2)—(3.6).

4. Local well-posedness: Proof of Theorem 2.4

To prove Theorem 2.4, we consider the reduced system (3.2)—(3.6). Recalling Eq. (2.6) and letting

a(@) =K'(=€) and f(&,n)=K"(€)n> for £€R, neRY

we can write

AK(z) = a(z)Az — f(z,Vz). (4.1)

Hence, Egs. (3.2)—(3.6) can equivalently be expressed as

(A7 +9)2u + a(z)Az — @A = f(2,Vz) in (0,00) x £2, (4.2a)

B0, +p+az =0 in (0,00) x £2, (4.2b)

™t +p—nA0 =0 in (0,00) x 2, (4.2¢)

z=0=0 in (0,00) x 042, (4.2d)

2(0,-) = 2% 2(0,-) = 2", 0(0,-) =6 p(0,-)=p° in £2. (4.2¢)

Remark 4.1. The results of this section remain true for general functions a(-) and f(-,-), which are not
necessarily related to the function K(-) via Eq. (4.1).

With a straightforward modification of the construction performed in Section 2, we get:
Definition 4.2. Let 2™, 8™, p™, m > 0, denote the ‘initial values’ for 9;"z, 0;"0 and 0;"p.

In the spirit of Assumption 2.3, we impose the following conditions:

Assumption 4.3. Let s > LgJ + 2 be an integer and let 2 C R? be a bounded domain with 92 € C*.
1. Let a € C*"Y(R,R) and f € C*~}(R x R4 R).
2. Let the initial data satisfy the regularity and compatibility conditions
e HSM Q)N HY(2) form=0,....,s—1, 2°cL*(2) and
0F c H*(Q)n HY(2), pPe H*17F Q) for k=0,...,5 1,

where HY(2) :== L?(02).
3. For the “initial ellipticity” of a(z")A, suppose

mina(z%(z)) > 0, where 2° € C°(£2) by virtue of Sobolev’s embedding theorem.
e
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We also introduce the following notation for the time—space gradient operator used for the proof of

Theorem 4.5:
D" = ((0,V)* |a € NI+ 0 < |al < n) for n>0. (4.3)

Remark 4.4. By the equivalence Theorem 3.2, (w® w?,0° p°) satisfy Assumption 2.3 if and only if
(29, 21,09 q°) satisfy Assumption 4.3 and q° € (Hsfl(()))d.

Next, we prove the following ‘auxiliary’ result for the reduced system (4.2a)—(4.2¢):

Theorem 4.5 (Local Well-Posedness). Suppose Assumption 4.3 is true for some s > |%] + 2. Then
Egs. (4.2a)—(4.2e) possess a unique classical solution (z,0,p) at the energy level s on a mazimal interval
[0, Tinax) # O such that:

1. “Local non-degeneracy:” min, o a(z(t,x)) > 0 for any t € [0, Trax).-

2. “Blow-up or eventual degemeracy if solution non-global:” Unless Tmax = 00, either the ellipticity
condition is violated
mina(z(t,z)) = 0 ast 7 Thax (4.4)
e
or/and the blow-up occurs
|| 2(t, ')HZS(Q) — 00 ast /7 Thax. (4.5)

3. “Solution map continuity:” For any T > 0, e > 0 and N > 0, the solution mapping (2°, z1,6°,p")
(2, 2¢,0,p) is a continuous function from

Mre N = {(zo, 21,0° p%) ’ (20, 21,6, p°) satisfy Assumption 4.3 and admit

a classical solution (z,0,p) with min mina(z(t,z)) > e,
te(0,T) zef2

O?taSXT Z::O Hath(t’ .)Hi”*m(f?) - NQ}

endowed with the topology of H () x L?(2)x H'(12) x (Hl(Q))d to L>°(0,T; HY(2)x L*(2)x H' (£2) x
(H'(2))").

Proof. When treating the z-component in this proof, we will rather closely follow the streamlines of
[29, Section 4]. A major difference over [29, Section 4] is that the equation for z cannot be decoupled from
those for 6, p due to hyperbolicity of the problem under consideration because of the presence of a strong
coupling between the equations. Besides, the topologies for thermal variables are principally different in
both cases. Therefore, it does not appear legitimate to skip the present proof and merely appeal to the
analogy with [29, Section 4].

Using the second Hilbert’s identity

(A )=l oA (AT )T

Eqgs. (4.2a)—(4.2¢) are transformed to a second-order hyperbolic system

248 + %a(z)Az — SA0+ BY = F(z,0) in (0,00) x £2, (4.6)
B9 +p+az=0 in (0,00) x £, (4.7)

Tt +p—nA6 =0 in (0,00) x £2, (4.8)

z2=0=0 on (0,00) x 042, (4.9)
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2(0,-) =2 z(t,)=2' 6(0,))=6° p0,)=7p" in 2, (4.10)
perturbed by the nonlinear nonlocal operator F(-) given by
F(z)= %(1 —1,)f(2,Vz)+ %Iv (a(2)Az), (4.11)
where the compact linear operator
. 1y -1
L=A""'(y+47)
is a continuous mapping from H*(§2) to H572(2) N H}($2) for any s > 0 and
— — -1\~1
B=2LA=2(y+A™")
is a bounded linear operator on both H*({2) and H*(2) N H}(£2) for any s > 0.

Step 1: Amending the nonlinearity a(-). Since no global positivity is available for a(-), the ellipticity condition
for a(z(t, ))A can be violated at any time ¢ > 0. To preliminarily rule out this possible degeneracy, the
following construction proves to be helpful.
On the strength of the continuity of 2° and the connectedness of 2, we get
2°(2) = [min 2°(z), max 2° (2)] = Jo. (4.12)
TzEN zE€S?
By Assumption 4.3.3, a(-) is positive on Jy. Since a=!((0,00)) is open and Jy C a~*((0,00)), for € > 0
sufficiently small, we consider
Jo C Je = a_l([goo)) £ (. (4.13)

Further, there exists a global C*-extension d.(-) (denoted for simplicity by a(-)) of a(-) such that

a(z) =a(z) for ze€Jy and 1é1§ a(z) > e>0. (4.14)
We replace Eq. (4.6) with
zit + %&(z)Az - 5A0 = F(z,6) in (0,00) x 2 (4.15)

and first consider the amended system (4.15), (4.7)—(4.10). The idea behind this modification is that, despite
both systems being a priori not equivalent, the equivalence will turn out to be valid a posteriori — provided
the time T is short.

To solve the amended problem (4.15), (4.7)—(4.10), we transform it to a fixed-point problem and
consequently solved using the Banach’s fixed-point theorem. As previously pointed out, our procedure is
reminiscent of [20, Theorem 5.2] and [29, Section 4].

Step 2: Defining the fived-point mapping. Recalling HY(2) = H°(2) = L*(22), for N > 0 and T > 0, let
X(N,T) denote the set of all regular distributions (z, 6, ¢) such that

0"z € CO([O,T],Hs_m(Q)) form=0,1,...,s,

(4.16)
979 € C°([0,T), H*~™(2)) and 9fp € C°([0,T), H*"'~™(2)) fork=0,1,...,5—1
satisfying the boundary conditions
Oz =0 =00n[0,T] x 92 form=0,1,...,s —1land k=0,1,...,5 — 2
and the initial conditions
0"z(0,)=2"in 2 form=0,1,...,s,
(4.17)

ork0(0,-) =0%  0Fp(0,)=p"in 2 fork=0,1,...,5—1
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along with the energy estimate

s Fs—1 2 As—1 2 2
e (1D°2( )32y + D70 My + 1D°7'p(E )22 ) < N (4.18)
with the time-space gradient D() defined in Eq. (4.3). By a standard argument (cf. [29, p. 195]), for any
Ty > 0 and sufficiently large N > 0, the set X (N, T) is not empty for any T € (0, Tp].

For (z,0,p) € X(N,T), consider the linear operator .# mapping (z,6,p) to a function triple (z,6,p)
solving the linear nonhomogeneous system

e — ij(t, )00, 00,2 — 5 A0+ BO = f(t,z) in (0,00) x £2, (4.19)
B0 +p+az =0 in (0,00) x 2, (4.20)
e +p—nAf =0 in (0,00) x 2, (4.21)
z2=0=0 on (0,00) x 042, (4.22)
2(0,)) =2 z(t,) =2 60(0,-)=6° p(0,)=p" in £, (4.23)
with

a;j(t,x) = %&( z(t, J:))(Swﬁwza%, (424

flt,z) = (1= 1) f(2,V2)) (t, ) + (I, (a(2)AZ)) (¢, 7) '

for (t,z) € [0,T] x 2. Note that .# only depends on Z, not on 6, p.
We show % is well-defined. Taking into account the regularity of z, invoking Assumption 4.3 and Eq. (4.14)
as well as Sobolev’s embedding theorem, we can verify that Assumption B.2 is satisfied with

"= oI?{“<XT%(H MWirs-r(gy) fori =01, (4.25)

for appropriate continuous functions 7g,v1: [0,00) — (0,00), where we used the Sobolev’s embedding
Vz(t,-) € H*(2) — L>°(R) along with the elliptic estimate
HIV(&(Z)AE) HHer2(Q) < C’Hd(%)AEHHm(m form=0,1,...,8s —2.

Here and in the sequel, C' > 0 denotes a generic constant. Hence, by virtue of Theorem B.3, Egs. (4.19)—(4.23)
possesses a unique classical solution (z,6,p) with

s—1

e (ﬂ Cm([O,T],HS*m(Q)» nC*((0,T), L2(£2)),
m=0
s—1 s—1
oe () Ccm(o.T],H ™), pe () Cm™(0,T],H""(%)).
m=0 m=0

Therefore, the mapping .# is well-defined.

Step 3: Showing the self-mapping property.
We prove that .% maps X (N, T) into itself provided N is sufficiently large and T is sufficiently small. To
this end, we define

s s—1
EO = Z HZ”LH?{sfm(Q) +Z||9k||§{s k +Z||p ||H9 1— k(Q
m=0 k=0

+ Z&%Ha P | eaomay + / 18577 (1) 2yt



232 I. Lasiecka, M. Pokojovy and X. Wan / Nonlinear Analysis 186 (2019) 219-258

Similar to [29, Equations (4.19), (4.20)]. Taking into account Eqs.(4.17), (4.18) and (4.24) and applying
Sobolev’s embedding theorem, the fundamental theorem of calculus along with [20, Theorem B.6] yields

/ 107 (1,320t < CN)(L+T), (4.26)
Og%xT(Znamf S| m(n))<C(Eo)+C( J1+T). (427)

Plugging Eqgs. (4.26) and (4.27) into the energy estimate in Theorem B.3, we arrive at

OQ%XT(HDS,Z@, W2y + 1057100 G + 1D p(t, ~)||izm)) < K(Eo,v0,m)¢(N,T)  (4.28)

with positive constants vg,v; defined in Eq. (4.25), a positive ‘constant’ K, being a continuous function of
its variables, and

5
C(N,T) = (1 +C(NTY TW) exp(TY2C(N)(1+ T2 + T 4 T3/2)).
=0
Select N such that
K(E0370771) 1N2

Due to the continuity of {(N,-) in T = 0 and the fact {(Np,0) = 1, there exists T > 0 such that
¢(N,(0,T]) C [1,2]. Hence, the estimate in Eq. (4.28) is satisfied with N2 on the right-hand side. Thus,
(2,0,p) € X(N,T) implying .# maps X(N,T) into itself.

Step 4: Proving the contraction property. Consider the metric space
Y = {(z,a,p) | 2,20, |V 2| € L%(0,T; L2(92)),6 € L (0,T; H(2)) and p € L (0,T; LQ(Q))}
endowed with the distance
2,0,p),(%,0,p)) = ess su ( D(z—2)(t,- 2 + /(6 — 6)(¢,- 2
p((2,0,p),(%.0.p)) ogthp DY ( )( )HL2(.Q) I I >HH1(Q)
1/2

for (z,0,p),(%,0,p) € Y. Being endowed with its natural topology, Y is complete. Arguing as [29, p. 197],
we see X(N,T) CY is closed in Y.

We now prove that % : X (N, T) — X(N,T) is a contraction mapping with respect to p. For (Z,6,p),
(z*,z%,p*) € X(N,T), let (2,0,p) = F((z, é,ga) (z*,0%,p*) = Z((2*,0%,p")). With (2,0,p), (z*,0*,p"),
(2,0,p), (2*,0%,p*) all lying in X(N, T), Eq. (4.18) together w1th Sobolev’s embedding theorem imply

ess sup|| (D2, 2, 2,2%))(t
0<t<T

2| ooy < CN. (4.29)

Recalling Eqgs. (4.6)—(4.7), we can easily see (%,0,p) == (z — 2*,0 — 0*, p — p*) satisfies
Zu+ 2a(2)AZ — 2A0 + BO = (F(2) - F(2")) — (a(2) — a(z")) Az", (4.30)
BO: +p+ az =0, (4.31)
The+ P —nAf =0, (4.32)
Zlog = bloe =0, (4.33)
20,) =0, Z(t,)=0, 6(0,-)=0, p(0,:)=0. (4.34)
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Multiplying Eqs. (4.30)—(4.32) in LQ((O,t) X !2) with %ét, %Aé and p, respectively, using the fact
[Va(2)| Lo (0,1)x2) < C(N)
and proceeding similar to the energy estimate part of the proof of Theorem B.3, we obtain

- 2 = 2 _ 2
|Dx(t, ')HL2(Q) +]loc, ')HHI(Q) + ||z, ')HL2(Q)
, (4.35)

dt
L2(2)

<C(N) / (P - FE) - (@) - atz) s

for t € [0,T]. In view of local Lipschitzianity of a(-) and f(-,-) (and, thus, that of F(-) from Eq. (4.11) on
L?(R2)) together with the energy bound in Eq. (4.18), Eq. (4.35) implies

e (1102206 Gy + 10y + 1906 )

0<t<T
< ONT (s (D208, gy + 106871 ) + 152 )-

Thus, selecting T sufficiently small such that A := C(N)T < 1, we arrive at

p((2,0,p), (z%,0%,p%)) < Ap((2,0,p), (2%,6%,p"))

meaning .% is a contraction on the closed subset X (N, T) of the metric space Y. Thus, on the strength of
Banach’s fixed-point theorem, .% possesses a unique fixed point (z,6,p) € X(N,T). Having the smoothness
specified in Eq. (4.16), by definition of the fixed-point mapping % (+), (2,0, p) is the unique classical solution
to Egs. (4.6)—(4.10) at the energy level s.

With the solution from Step 5 at hand, similar to [29, Section 4], we let € \, 0 and arrive at the solution
to the original problem. Next, one can easily show that the blow-up can only happen if the higher-order
norm blows-up, i.e., if Eq. (4.5) holds. Finally, the continuity of the solution map follows similar to Step 4.
For the sake of completeness, a detailed proof of these latter claims is provided in the supplementary Section
available online. O

Recalling the equivalence Theorem 3.2 stating
w(t,) = A7'z(t,-) and  q(t,-) =q’+ VA~ divg” - VAT p(t, ),

we get the local well-posedness in the class specified in Definition 2.1 for the original system (1.1)—(1.5) as
claimed in Theorem 2.4.

5. Global existence and long-time behavior: Proof of Theorems 2.6 and 2.8

In this section, we restrict ourselves to the case s = 3 and prove that the local solutions to Eqgs. (1.1)—(1.5)
(or, equivalently, (4.2a)—(4.2¢)) established in Theorem 2.4 exist globally (i.e., Tihax = 00) and their energy
decays exponentially — given the initial data are small enough in the lowest topology. It is worth pointing
out that, throughout the proofs in this section, we operate with general s and only put s = 3 at the very end
to achieve the desired results. This demonstrates the crucialness of Assumption 2.5 paired with the smallness
of the initial data in the lower topology instead of the higher one. See also Remark 5.4 for details.

For technical convenience, in lieu of the functions a(z) and f(z,Vz) from Eq. (4.2a), throughout this
Section, we will use the function F(-) defined via

F(z) = K'(0)z — K(z) (5.1)
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representing the remainder of the second-order Taylor expansion of —K (-) around 0. Then, it follows from
Assumption 2.5 that

F'(0)=K'(0)—K'(0)=0 and  F"(0) = K"(0) = 0. (5.2)

As before, the operator A denotes the negative Dirichlet—Laplacian and z = —Aw = Aw.
With this notation, the system (4.2a)—(4.2¢) becomes

(A7 + 4Dz + Az — 0 AG = AF(2) in (0,00) x {2, (5.3a)

B0 +p+az =0 in (0,00) x {2, (5.3b)

TPt +p—nAd =0 in (0,00) x £2, (5.3¢)

z=0=0 on (0,00) x 0 {2, (5.3d)

2(0,-) =2 2/(0,:) =2' 0(0,-)=06° p(0,)=7p° in 0. (5.3e)

Notation: For a local classic solution triple (z, 6, p) established in Theorem 2.4, recall the following topological
solution spaces:

20 ( N ¢ ([0, 7], H*™(2)n Hg(m)) N C3((0,T), L2(92)),

= C°([0,T], 25) = C°([0,T], T3),
2
p=diva e () C(0,T], H(2))) = C°((0,T), Ps),
k=0
where we denote

Zs = {(2 20, 211, 200) | 2 € H*(Q2) N Hy(2), 20 € H*(2) N H{(2), 20 € H'(2) N Hy(2), 200 € Lo(2)},
73, = {(979t79tt) | 0 e H3(.Q) ﬂH&(.Q),@t S HZ(.Q) ﬁH&(Q),Htt S Hl(Q) ﬁH&(Q),Hm S L2<.Q)} R

P3 = {(paptaptt) |pe H*(2),p: € H'(2),py € LQ(Q)}

equipped with the natural product norms. For instance,

12(11Z, = 12130y + 2605200y + 12t ) + N2t )ll720)
and
X(t) = =00, + 10017 + P13, (5.4)
For the sake of simplicity, we write z(¢) instead of (z7 2ty Zits zm)(t), etc.

In addition, to facilitate the application of multiplier techniques in this section, we introduce the weighted
energies Ei(t), k = 1,2,3, as follows,

B0 = LAl + 70 o+ T ), 9
) = 2 (1A sl el A2+ 8140+ ), 5
Bs(t) = %(HA*%Hi 2]y + 47 22ull, + Bl A6, + %HPHHE) (5.7)
and
E(t) = ||(2, 2t zet, 0, 02, , p2) (2, )Hz = By (t) + Ex(t) + E3(t). (5.8)

Finally, the higher-order norms as parts of X (¢) not bounded by E(t), are defined as

Y(t) = ||Z||?—[3(_Q)+||Z||2H2(Q)+||Zf/||§{2(())+||0Hi13((2)+||9t||§—[2(_())+||0ttt||i2(())+||p||§{2(_(2)+Hpt”i11(Q)' (5.9)
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In our model — in particular, in view of the hinged boundary conditions (1.4) — it is clear that X (¢) and
E(t) + Y (t) are equivalent. Thus, we write

for the convenience of proofs.

Last but not least, throughout this section, we use (-,-) to denote the L*({2)-inner product. By ||ull, we
denote LP(£2)-norm of u. In what follows, we work with “smooth” solutions whose existence has been already
guaranteed by Theorem 2.4. Thus, formal PDE calculations performed below are well justified.

Lemma 5.1 (A Priori Energy Observability). Let Assumptions 2.3 and 2.5 be satisfied. Then, for T €
(OaTmaX]a

E(T)+ C4 /TE(t) dt < Cy {E(O) + [E1(0)}(5_1)/4[)((0)](5*1)/4 + [El(T)](s—l)/4[X(T)](s+1)/4
0

N T
+a ) [ merxop . (5.10)
i=170
for some Ne Nand a; > 0,8, >1,i=1,...,N.

Proof. Step 1: Level 1 energy estimates. We start with estimates of energies at Level 1 defined in (5.5).
Thereafter, in Step 2, time differentiation of the system will lead to desired estimates at Levels 2 and 3.

Step 1.1: Energy identity. We multiply Eqgs. (5.3a)—(5.3¢) with z;, A6, and p, respectively, and then add
up the (appropriately weighted) three identities to get

El(T)+/() %HpHZ dt:E1(0)+/0 (AF(2), %) dt, (5.11)

whence we also obtain the energies bound
T T
/ Ipl3at < ¢ (E:(0) +/ (AF(2),2) dt). (5.12)
0 0
Step 1.2: We multiply (5.3b) with z; to deduce

e 2 e r
5/0 2|20t < C/o Ip|2az - C/o (6, )dt. (5.13)
To estimate the last term in (5.13), we first rewrite (5.3a) as
ztt = BAF(z) — aBAz + BAO (5.14)
with the linear operator
B:= (A" ' +al)™': D(A%) — D(A%) for any a >0

being bounded due to the norm invariance. In particular, by [29, p. 194 or p. 203], B is a bounded, self-adjoint
operator on L?(f2). We thus have ||BIH2 < C“/H“Hz and, more generally,

HAO‘BzH2 < CHAO“2H2 for any a >0 (5.15)

paralleled by the same estimate for the adjoint of B.
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Hence, after multiplying (5.14) with € and integrating by parts in time, as well as noticing that the
operators A and B commute, we get

T T
—/ <zt,9t>dtgCl(El(O)—i-El(T))+/ (BAF (z),0)dt (5.16)
’ T 2 ' T 2
+ q/ |}A1/2z||2dt+C51/ |4V/26)2at.
0 0
Plugging (5.16) into (5.13), we see that
e 2 T2
5/0 Hthth§C/0 Ip|2t + €1 (B, (0) + Ey(T)) (5.17)

T 9 T 9 T
b e / A2 + ., / |AY/26) 2t + / (BAF(2),0)dt.
0 0 0
Step 1.3: Next, we multiply (5.3a) with z to get
(0% T 2
5/ | A2z dt < Co(E1(0) + Ey(T)) (5.18)
0

T 9 T 9 T
+ cw/ HththJrCa/ ||A1/20H2dt—/ (AF(2), 2)dr.
0 0 0

Similarly, we multiply (5.17) with 4C,, and add it to (5.18) to obtain (after cancellations and estimating
E4(T) from the first energy estimate):

T T T
Cy [ lalzae+ 5 [ avalae <o [ lplae+ o (B0 + Bi)
0 0 " , 0 r ,
L4l / |AY22(%dt + (4C,C.y + Ca) / |41/20]2at (5.19)
0 0

L ac, / " (BAF(2),0)dt - / " AP(), )t
0 0

where C3 = 4C,Cy + Cs.

Step 1.4: Finally, by multiplying (5.3¢) with 8, we arrive at
T 9 T 9 T 9
/ |4Y26][> dt < C(E,(0) + Ey(T)) +c/ Ip|)? dt + 62/ 16| at, (5.20)
0 0 0
where the last term can be estimated via (5.3b) using the multiplier 6,:
g (T 2 T 2 T 2
f/ 16| at < c/ 1ol dt+Cﬁ/ =] dt. (5.21)
2 0 0 0
Plugging (5.20) and (5.21) into (5.19), we get
T 9 . T 9 T 9 T 9
Cy [ Nalae+ 5 [ Azl [ aela <o [ bl C (B0 + ()
0 0 0 0
T T
+ 40761/ |AV22| |2t + ((407061 +Cao + 1)%62) / [EAlpet (5.22)
0 0

L4, / (BAP(). )t / AR, ),
0 0
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Step 1.5: Now, in (5.22), we first choose 61 small enough such that 4C,e; < ¢, then second e small
205

enough such that (4C,C¢, +Ca +1) =3¢ < £2. Cancellations of terms on both sides of (5.22) then follow,
which leads to

T T
BT+ [ Gl g [ 14+ 40 + ol
T ~
< Copr B1(0) + 4C, / (BAF(2),0)dt — / (AF(2),2)dt + Co g (AF(2), 2)dt,
0
or
T T
BT+ C) / B (1)dt < CoFr (0) + C / (AF(2),2) + (BAF(2),0)dt — (AF(2),2)dt,  (5.23)
0 0

where C7,C5, C5 depend on «, 5, and ~.

Step 2: Level 2 and 3 energy estimates. Recall from (5.6) and (5.7) that
1
o) = (1422l el all a2 + 1420+ T ),

1
Ba(t) = 5 (147 2uelly + 2|3 + ol| 42|y + ]| A 00 ], + %Hptt\@)

To mimic the energy estimate (5.23) for the system (5.3a)—(5.3c), we perform a time-differentiation first.
Denoting

G(z) = O F(2) = F'(2)% and H(z) = 0,G(2) = F"(2)2% + F'(2) 2y, (5.24)
we obtain higher-energy inequalities
T
T)+C) / Ba(t)dt (5.25)
0
T
< CyEy(0) + Cs / (AG(2), 2) + (BAG(2),0,)dt — (AG(2), 2, )dt

0

and
T
T)+ ¢ / Es(f)dt (5.26)
0 T
< CyBs(0) + Cs / (AH(2), 20) + (BAH(2), 0,)dt — (AH(2), 2, )dt.
0

Adding (5.23)—(5.26) together and using X (t) = E1(t) + Ea(t) + E5(t) from (5.8) leads to
T T
E(T)+Cl/ E(t)dt < C2E(0) + Cs (/ ((AF(2),2) + (BAF(z),0) + (AF(z),z))dt
0 0
T
+ / ((AG(2), 20) + (BAG(2),8,) + (AG(2), 2))dt (5.27)
0
T
— / (<14]{(Z>7 Zttt> + <BAH(Z), 9tt> + <AH(Z),Ztt>)dt ) .
0
The estimate above is the fundamental observability /stabilizability estimate which reconstructs the full

integral of the energy fo ) dt from the initial data E(0) modulo nonlinear terms represented by F(z).
Clearly, such observability mequahty captures the effect of the propagation of the damping in the system.
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Indeed, the original system has only one source of dissipation — the thermal flux q. Observability estimate
demonstrates that this dissipation is propagated onto the remaining quantities: the vertical displacement and
the thermal moment. In the linear case, such estimates lead at once to exponential decays of the energy valid
for the entire system. A similar result, yet using Lyapunov’s indirect method, has recently been obtained for
the linear case in [53].

Step 3: Superlinear estimates. Let us recall from (5.8) that E(t) = E1(t) + E2(t) + Es(t). Our goal now
is to estimate the nine different integrals containing nonlinear terms in (5.27).
Apart from the integral of <AH (2), zm>, eight of nine terms in (5.27) are estimated similarly. We will

T T
illustrate the estimates based on / (AF(2), 2 )dt and / (AG(z), 2t )dt in Step 3.1 and 3.2 below and skip
0 0

T
the rest. Regarding the highest-order term (in time and space combined), / (AH (2), 2441 )dt, its estimation

0
involves total differentiation to be demonstrated in Step 3.3 and 3.4 below.

Step 3.0: We first prepare some technical estimates that will be frequently used for the remainder of this
section. First, via Sobolev’s embedding and interpolation inequalities, we have

2(D5 < ell=(Ol33 1205 < cBr @)1=l

H2 H27
IV2(t)[la < cllz@ a2 < B @]V, (5.28)

2@l < ell=@ =l
In the calculations below, we shall use E; as a shorthand for the norm of z bounded from above by the
z-component of E1(t). Similar convention applies to Es and E3 as well.
Further, recall F(z) = K'(0)z — K(2) € C*T}(R,R) by Assumption 2.3 and F’(0) = 0 and F"(0) =
K"(0) =0 on the strength of Eq. (5.2). Therefore, provided |z| < M for some positive number M, we have
the following bounds on the derivatives of F'(-):

[F'(2)] < eml2*, (5.29)
[F(2)] < em|2"7%, (5.30)
|F"(2)| + [FW(2)] < e, (5.31)

with the constant ¢jp; depending on M. Due to the boundedness of the initial data (cf. Eq. (2.11) or (5.58))
as well as the temporal continuity of local solutions, we can invoke (5.29)—(5.31) for ¢ € [0, Tinax). Later, we
will show a posteriori that the solution is globally bounded (cf. Eq. (5.59)), hence Egs. (5.29)—(5.31) hold
for any t > 0.

Step 3.1: A direct computation of AF(z), while exploiting the fact that f(z) vanishes on the boundary
and AF(z) = —AF(z), furnishes the identity

AF(z) = F'(2)Az — F"(2)|V2|". (5.32)

Hence,

T

/OT [(AF(2),2)]dt < /OT ’<F’(Z)Az,zt>|dt+/0 ‘<F”(z)\vz|2,zt>

T
< / Ce||z)2L—D ||Az||§ + e||zt||§dt + C 2|22 ||V 2| 4d¢
0

dt

T
< / Cell=lZ | Az|l? + el 22 + Cellz12 102 12l e
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<€/ Bu(0) + Co[LEAO] V2l 2 + el el
SG/ E1(t)dt—|—C’6/ El(t>(3_1)/2HZHZ+21dt,
0 0

where we have used the estimates from (5.28). Recall that we can choose € < 1. Therefore, Wlthout loss of

T
generality, eC3 < C1. This assumption enables us to dominate the integral e / Ei(t)dt by Cy / Xdt on

the left-hand side of (5.27). The same procedure can be repeated a finite number of times whenever a similar
term appears while estimating other terms on the right-hand side of (5.27).

Step 3.2: Computing AG(z) explicitly:
AG(2) = A(F'(2)z) = —F"(2)2| V2> = 2F"(2)(Vz - Vz) + F"(2) 2 Az + F'(2) Az, (5.33)

we get

T T T
/0 }<AG(Z)7Ztt>’dtS/O ‘<F’”(z)zt|Vz\ aztt>‘dt+j/0 |<F/I(Z)(VZ'VZt),Ztt>’dt

+/0 ’<F”(2)ztAz7ztt>|dt+/0 [(F'(2) Az, z0) | dt, (5.34)

which can be estimated term-by-term as follows:

e The last term of (5.34) can be treated similarly as in Step 3.1:

T
/ y<F'(z)Azt,ztt>\dtg/ 12155t Az, HzttH2<C/ ECVAE2|2 9702 5 e dt.
0
e The second and the third term yield:
T T
2/ ’<F”(z)(Vz-Vzt),zttﬂdt—&—/ |(F"(2)2 Az, 211 )| dt
0 0
T T
<2 [z el [ el el ]
T T
2/ 121155211V 212 4||VZt||L4E1/2dt+/ 120155211zl 2 allzec 17 | 2 g2t

3/2 1/2 3/2 1/2 1 2

< c/ (E o B P Y S Y 2
3/2 1/2 3/2 1/2

+ 2055 2||th L llzelly* e |22 2132 121 2t

e The first term is treated similarly:

T T
dt < c/ V213 22e| dt < c/ B35 By P at.
0 0

T
/ ’(F”’(z)zt\v,z|2,ztt>
0

Step 3.3: Now, directly evaluating AH(z), we estimate

T T T T
2 " 211[2 !
/0 <AH(Z), Zttt>dt S 6/0 HztttHth + Ce /0 HA(F (Z)Zt ) szt + /0 <A(F (Z)Ztt), Zttt>dt. (535)
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For the second part, in view of

A(F"(2)22) = FW (2)|V2]?22 + F"(2)Azz} + AF" (2)2(Vz - V) (5.36)
+ 2F"(2)|Vz|? 4+ 2F" (2) 2 Az,

we can estimate term-by-term as follows:

2 1/2
[FO(2)|V2*22|[,, < ClValltallzelly < CEY (1213 12l 4,

| (z) AZZtHQ < Cllzlipellzlls < Clizlipellzell3e 2l

1/2

< ClizllfzllzelFellzel m2llzel2 < By llzll3ellz 3,

|F" (2)2(Vz- V)|, < CllaelZ[|(V2 - V2|, < OB lzel447,

s s—2)/4 s—2)/2
IF"(2)2eAz),2 < CllIIZ 2Nzl % 2l 2 < CES 27420155272 24|42

Step 8.4: The third part contains the highest-order term among the nonlinear terms. We first observe that
<A(F/(Z)Ztt)u Zttt> = <A1/2(FI(Z)Ztt)7 A1/2zttt>
_ <F”<Z)2ttA1/2Z, A1/2zttt> + <F/(Z)A1/22tt, A1/2zttt>
= <A1/2 (F”(Z)ZttAl/QZ) 5 Zttt> + <F/(Z)A1/22tt, Al/ZZttt>. (537)

For the former term, we have

(AV2(F(2) 2, AY22), 2y} < C||Zttt||2(||ztt(x41/22)2 +|F(2) 141/2%‘141/22”2 + | (e zftAzHQ).

I

We estimate these terms similarly as before:

1/2 1/2 41/2
[200(AY22)2|, < Nzullsl V213 < cllzuel | V2)20 < eB 2| V2|, IV2l 2 < cBy B2 s,
|42 240 A 2], < | AY22 oo | AV 220 ||, < el AV22 ] PILA 221305 | A 2200
< cBy || AV F 1AV 22 s
1/2
2 Az, < lzeellall Azlla < cllzeliolAzlls < B3| Az} | A=l1}3.
Having accounted for ||F”(2)]|c < cE§S 2) /4|| H(S /2 we obtain
(AV2(F"(2)20AY22), 2} < cBa By 12l o + EC 205 V212013 ). (5.38)
Finally, the second term in (5.37) can be cast into the form

< ( )Al/zztt A1/2Zttt> 73t<F'( )Al/zztt, A1/2Ztt> — %<F//(Z)Zt, (Al/zZtt)2>. (539)

Therefore, the time integral of (5.39) becomes
L. 1/2 1/2 s=1y 4172, 2|7 g -2 /2, |2
0

<E“”WHV1WE‘+C/‘ESWWH“QQ1“%Wm&dt (5.40)

Step 3.5. The estimates for the remaining superlinear terms produce similar results and are somewhat
simpler due to their higher regularity. Consider, for instance, the least regular term fOT <BAH (2), 9“>dt.
Recalling B is a bounded operator on H}(£2) and the fact it commutes with A%, we obtain

(BAH(2),04) = (AY*H(2), AY*Bby) < €Bs(t) + C|AV2H(2)||, (5.41)
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where

[AM2HE) < IF @l [ A 220l + 1P low (2692, + [2921]) + 17 o] |92

s—1)/4 s—1)/2 1/2 s—2)/4 s—2)/2 1/2 1/4 3/4
< BV V2B + BTG (el a2 4 (2l Nzl 140 )

+ Ollze|? By

Step 4: Combining Steps 3.1-3.5 together, we arrive at the final superlinear inequality:

T
E(T)+C / B(t) t < Co(B(0) + B/ (0) X +0/4(0) + BE VA1) x0T )
0

N T
+ 05y / EX ()X (t) dt, (5.42)
i=170
where N €N, a; > 0,8, >1fori=1,...,N. O

Lemma 5.2 (Super-Linear Estimate of the Full Energy X (t)). Under the same assumptions as in Lemma 5.1,
the following inequality holds true:

X(T)+C /TX(t) dt < Cy {E(o) + E§5—1)/4(0)X(s+1)/4(0)
0

N N T
S B TXS M)+ Y / B (0 X5 (¢) dt], (5.43)
i=1 i=170

where N € N and a; > 0,8; > 1 fori=1,...,N.

T
Proof. There remains to estimate the missing terms Y (7T') and / Y (t) dt.
0

Step 0: On the strength of Egs. (5.3a)—(5.3¢), we have the estimate
S (1072000 + 18700 B + 1240(D]3) + |z ()
j=0

T . 5 ) 9 ; 2 2
+ / (1020112 + 1976121 + 9 p(0)II,) + [[20ae(8) 50 (5.44)

T
< CB(T)+C / E(t) dt.
0

Step 1: Space-regularity boost for 6 and p. From Eq. (5.3b),
Pl < C (IO + NlzelFn) < C(Br(t) + Ea(t)) < CE(1).
Applying the time-derivative operator to the both sides of (5.3b), we can see with (5.44) that
IpellZ < CUlOwlFn + lzealifn) < e(Bs(t) + Es(t)) < CE(#). (5.45)
Another temporal differentiation yields
H@tt(ﬂ”i < C(Hpttui + Hztttnz) < C(E2(t) + E3(t)) < CE(t).
Similarly, a time-differentiation of (5.3¢) gives

10320y < CllAG, < Clllpaall, + [Ipel],)” < C(B2(0) + Es(v) < CE(1). (5.46)
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Moreover, via (5.3¢), (5.45) leads to the estimate of the H3-norm of 6:
1011%3 ) < CllABIG < Cllipelln + llpllFn) < CE(D).

Finally, using (5.3c), we get
146> < C(llpell? + llpec]?) < CE().

Adding up the estimates above, we obtain the following extra regularity

14015 + 140 @) 15 + [6eee ()15 + 16 135 + Ip(E) 13, + lpe(t)]13 < CE).

Step 2: Estimate of the H?-norm of z. This estimate involves nonlinear terms.
We first recall the identity
AF(z) = F'(2)Az — F"(2)|Vz|".

Plugging the above identity into (5.3a), we observe
Az = (] + A N2y + 0 Al + F'(2) Az — F"(2)|Vz]?,

which implies
2
|42]l; < CE@®) + IF ()% 142117 + 1P (2) |2 |92

or
12152 < C (B() + 2135721205 + 121271V 2I12) -

To proceed, we invoke the embedding H/4(£2) < W4(£2) for d < 3 and obtain
V2[5 < Cllzlfrsa < Nzl llllan < ellzllfre + Cell2llfn < ellzllfe + CeBa ().
Applying this inequality with the frequently used embedding (5.28) to (5.52), we get

s—1)/2 s—2)/2 s/2
2132 < C(EE) + EL V21201550 + BED2 (1201568 + E72|1211552).

(5.47)

(5.48)

(5.49)

(5.50)

(5.51)

(5.52)

(5.53)

(5.54)

Step 3: H?-norms of z; and p. We start by applying the time derivative to both sides of (5.51) to obtain

Azp = (I + A V2 + 0l + F'(2) Az + F"(2)z Az — F" (2)2|Vz|* — F"(2)(Vz - Vz).

This gives, after accounting for (5.48),

l4zel; < (1T + Az + A6 + |F () Ay + | F" (2|12 | ] 5

FE @Izl Oe ], + | F (72 T2 )

(5.55)

< C (B + 12122 Azl + 1202 [2eAz]l; + Clll TP, + 1212 |(T2 - 2)]3) -

A term-by-term estimation as before leads to

1)/2 2)/2
lze)%2 < CE+ EF V20150t 2ol Z + BS 27212052 2l Nzl g2

1/2 2s—3)/4 s—1/2 1/2 3/2
+ By S|P sl [P R PA T

2l M2l e el 2 + By z||

Now, (5.3b) and (5.49) yield the same bounds for the H2-norm of p.

Step 4: H3-norm of z. This time, we apply the V-operator on both sides of (5.3a), or (5.5

VAz = V(] + A N2y + aVAI 4+ 3F"(2)AzVz + F'(2)VAz — F"(2)|V2|*Vz

1), to get

(5.56)
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and, thus,
2 _ _ 2 212
IVAz|2 < CE+ 813 + 212 I A=IZIV =13 + 12122 VA2 |2 + (V2] |1V
One last application of the embedding and interpolation inequalities leads to

$—2)/2) _||s s—1)/2) _jjs— 1/2
2l < CE+ X2 zlallzlGa + BY ™22l 2ls + B2z lellzlls. (5.57)
Step 5: Combining all of the previous steps with the estimate of E(t) (5.42), the desired result follows. O
Theorem 5.3. Under the conditions of Lemma 5.2, in particular, Eq. (5.43), and the assumption

X(0) <M for some M >0, (5.58)

there exists a § > 0, depending on M and p (defined in Eq. (2.9)), such that, whenever FE1(0) < 0, the local
solution exists globally, i.e., Timax = 00. Moreover, the associated higher energy decays exponentially, namely,

X(t) < Ce rtX+3)/4(), (5.59)

where C, k > 0 and the constant § is given in Eq. (5.77) in the proof below. Hence, when s = 3, Theorems 2.6
and 2.8 are established.

Proof. After some minimal amendments, Eq. (5.43) rewrites as

X(T)+Ch /OTX(t) dt < 02((1 + BETDA0) X H8/4(0)

N T N T
i Bi a; 8;
+; /0 EYY(T)X (T)+; /0 B () X5 (t) dt). (5.60)

We first proceed with our energy estimate inequality. Let C1,C5,C5 and ag,...,aN, B1,...,8n, N be
the constants from (5.60). Introduce the (smooth) functions

N N

o) =y—Co > aiy = y(1- G aviyht) (5.61)
1:1N z:lCv N

g(x,y) = Cry — C2 Zxaiyﬁi = C1y(1 - Fj Zx‘”yﬂi_l). (5.62)
i=1 i=1

Recall §; — 1 > 0. Now, we can express the function f from Eq. (5.60) as
T
f@wmanf/gww»wmwSGM+ﬂ*W%mﬂ”W%» (5.63)
0
We will apply a modified ‘barrier method’ to show the desired result. Before doing so, we need an additional

estimate on F1(1).

Step 1: Refer to the E1-inequality (5.23). We apply usual embedding and interpolation techniques to these
‘lower-order’ terms. In particular,
s— s— 2
(AF, 20) <2113 || Azl |2l + 1211552 V2]l
s+1)/4 s+1)/2 s+2)/4 s—2)/2
< OB 2 V72 4 CBP 21,2
s+1)/4 s+1)/8) _;3(s+1)/8 s+2)/4 5—2)/2
< CEf TG B 205 T + BT )

3(s+1)/8 3(s+1)/8 s+2)/4 —2)/2
= CE Tz 4 cE 2 5

(5.64)
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with 26+ > 1 and Sj[—z > 1. The other two nonlinear terms can be estimated in exactly the same way.

8
Hence,
T N T
Ey(T) + Cs / Ei(t) dt < Oy (E1 0 +Y / BV (6)X7(t) dt), (5.65)
0 =170
where v; > 1 and 7; > 0 for j = 1,..., N. Letting
N N
k(z,y) = C3x — Cy meyq = $<03 —Cy wa—lyﬁ)
j=1 j=1
Eq. (5.65) can be expressed as
T
E(T) +/ k(E1(t), X(t)) dt < C4E1(0). (5.66)
0

Step 2: Global existence. Let (2(0),60(0),p(0)) be the initial data triple and let Tiyax denote the maximal
existence time of the local (smooth-in-time) solution. Our thrust is to show that, given some small bound
on F1(0), we have Tiyax = 00.

Step 2.1: Arguing by contradiction, suppose Tiyax < 00, and X (Tmax) = oo. Letting My = (2Cy +
DX define

T* = sup{t € (0, Tmax] | X(s) < 2Mj for any s € [0,]} < Thax < 00 (5.67)
and
T = sup{t € (0,7 | k(Ey(s), X (s)) — L Ei(s) > 0 for all 5 € [O,t]} <T* (5.68)
Eq. (5.67) suggests that
X(T*) = 2My, (5.69)

otherwise, we can extend T™* due to the continuity of X (¢) in time.

We also observe that T** > 0 if E4(0) is small enough. Indeed, since the function k(E1(s), X(s))f%El (s)
vanishes for Fj(s) = 0, it suffices to prove that it is increasing with respect to Ej(s). A quick calculation
shows that for |y| < 2Mp,

0 C C ., .
p <k(x,y) - 2393) > 22 042%- 277 H(2M) T

Thanks to the fact that ; — 1 > 0, the right-hand side function has a unique positive root. Let d; be this
root, namely,

N
C S
01 > 0 is the number such that 72 —Cy Z'yj 6} 1(2M0)Tj = 0. (5.70)
j=1
Hence, when 0 < F4(0) < 01, k(F1(0), X(0)) — %El(()) is strictly positive, making T** strictly positive

as well.

Step 2.2: We claim that T** = T%*. Again, arguing by contradiction, we would otherwise have
k(E(T*), X(T*)) — %El (T**) = 0 due to the temporal continuity of the latter function. Thus,

N

Cs—C Y BV N THXT(T) =% and  k(Ei(1), X(1)) > QEi(t) for any t € [0,T7"].
j=1
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Solving the first equation for F1(T**), we get a unique solution (depending on X (7**)) subsequently denoted
as a €R.
Using the second inequality and plugging it into (5.66), we obtain

By(T*) + % /0 Bu(t) dt < C4Ey (0). (5.71)

Imposing the condition

E1(0) < 6y = (5.72)

@
2C,°
we would arrive at the contradiction: £y (T*) < § # a.
Step 2.3: Thus, T** = T and E(t) < C4E1(0) for any ¢ € [0, T*]. Now, assuming
E(0) < 65 = 2 (5.73)
Cy
with p defined in (2.9), we have K’(z) > 0 for any ¢ € [0, T*] meaning the positive ellipticity holds true.
Next, we proceed to Eq. (5.63). Recalling the definitions in Egs. (5.61) and (5.62) as well as the bound
X (t) < 2My in [0,T*], we let 04 be a small number such that
al 1
_ ) Bi—1 - _ 2 oy Bi—1
1-Cy ;54 @Myt > o and 1 e > a5 (2M)iTt > (5.74)
Hence, f(Ei(T*),X(T*)) > +X(T*) and g(E1(t),X(t)) > 3X(t) for any t € [0,7*]. Together with
Eq. (5.63), we get

i=1

X(T) +/ X(t) dt < 205 (14 EFV/4(0)) X6+3/4(0). (5.75)
0
Since X (t) < 2Mp, it follows that
205 (1 + ES™740)) X69/4(0) < 20, - 2X6H9/4(0) < 2M,  if By (0) < 1. (5.76)
In summary, selecting
o= min{51,52,63,1} (577)
with d;, ¢ = 1,...,4 defined in Egs. (5.70), (5.72), (5.73), (5.74), respectively, we get X(T*) < 2M,
contradicting Eq. (5.69). Hence, we have Tyax = 0o and 2Mj as a global bound for X (t).
Step 3: Exponential stability. Eq. (5.75) now becomes

T
X(T)+ / X(t) dt < 4C,XE+3/4(0)
0

for any T > 0. A standard Datko & Pazy-type propagation argument (cf. [29, p. 211]) furnishes the
exponential decay of X (7). O

Remark 5.4. We conclude this section by pointing out that, in order a smallness condition on the lower
energy F1(0) (in lieu of the smallness of the full energy X (0)) to be sufficient, Assumption 2.5 is critical. To
see this, consider, for instance, the lower-order nonlinearity K(z) = z—2%+az3. Thus, F('z) = 22—3az? and
F”(0) = 2. With this example, the superlinear inequality for X (¢) (cf. Eq. (5.60)) still holds, but the other
one for Fy(t) (cf. Eq. (5.65)) fails. Indeed, the inner product (AF,z) in (5.64) contains <F”(z)|Vz|2,zt>,
which can (optimally) be estimated as

(F"(2)|Val,2) < OVl 2]l = CIVaIlzel, < Cllzlf 253 12l 2 < CEY X3

with a constant bound from |F"(z)|. Therefore, one cannot obtain a superlinear bound for E;. Nevertheless,
if seeking for a weaker result with a smallness condition on X (0) instead (for instance, as in [29] or [52]),
the nonlinearity K(z) = z — 22 would be admissible. This should not be surprising as our Assumption 2.5
is weakened, accordingly.
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Appendix A. Model description (d = 2)

In this appendix section, we derive a macroscopic model for a prismatic thermoelastic plate of uniform
thickness h > 0 and constant material density p > 0. As a reference configuration, we choose the
domain B = 2 X (—%, %) of R3, where the bounded domain 2 C R? is referred to as the mid-plane
of the plate. The governing equation for the elastic part can be adopted wverbatim from [29, Section 2],
while the thermal equations will closely resemble [47, Chapter 1.5.2]. The material comprising the plate is
assumed incompressible and elastically /thermally homogeneous and isotropic. While geometric and thermal
nonlinearities are going to be discarded in what follows, our model will incorporate a nonlinearity in the
hypoelastic material law allowing us to adequately describe such genuinely nonlinear elastic materials as
rubber, liquid crystal elastomers, biological tissues, etc. Hypoelastic material laws have attracted major
attention both in physical and mathematical literature. See, e.g., [45, Chapter 1], [1], [24, Chapter 1],
[47, Chapter 1] or [26,29,38], etc. and references therein. The desired model will be obtained as a sort of

Taylor’s expansion of the 3D equations of thermoelasticity as h — 0 (cf. [24, Chapter 1]).

A.1. Thermoelastic plate as a 3D prismatic body

We begin with formulating the system of nonlinear 3D thermoelasticity. To this end, in the Lagrangian
coordinates, let U = (Uy,Us,U3)T denote the displacement vector, T stand for the absolute temperature
and Q = (Q1,Q2,Q3)T be the associated heat flux. Denote by Ty > 0 a constant reference temperature
rendering the body free of elastic and/or thermal stresses. Further, let S be the entropy and

o = (0ij)1<ij<3 and €' = 1(VU + (VU)T)

stand for the first Piola & Kirchhoff stress tensor and the infinitesimal Cauchy strain tensor, respectively.
The total stress tensor is assumed to decompose into elastic and thermal stresses via

o = o,elast _ o,therm. (Al)

In absence of external body forces and heat sources, according to [1, p. 142] and [24, Chapter 1], the
momentum and energy balance equations are expressed as

pUi +dive =0 in (0,00) X By, (A.2a)
TS +divQ=0 1in (0,00) X B. (A.2D)
With conservation/continuity Eqgs. (A.2a)—(A.2b) at hand, we proceed to constitutive relations relating

the stress tensor to the strain tensor/displacement gradient, the entropy to the temperature and the heat
flux to the temperature gradient. As previously mentioned, following [1, p. 142], we assume the material is
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incompressible and isotropic and the elastic stress and strain directional tensors (viz. [18, Chapter 1, §6])

elast and the strain tensor

coincide. Next, we postulate a hypoelastic relation between the stress tensor o
€°1%t Due to material isotropy and incompressibility, following [18, p. 42], such hypoelastic relation can be
described as

O_elast — K(EelaSt) (A3)

int int

where the elastic strain and stress intensities
6?111?51: _ ? ((tI‘ €c1ast)2 . tI‘((.EClaSt)Q)), O_icrlletlst _ ? ((tr o_clast)Q _ tr((aclast)2)>

elast elast

are the second invariants (i.e., properly scaled ‘second’ eigenvalues) of & and o , respectively.

Remark A.1. The elastic stress—strain response k() must naturally satisfy «(0) = 0 and is typically
measured experimentally, for example, through a tensile test experiment. Being usually estimated through
a statistical regression procedure, k(-) can be reliably estimated only over a compact range of arguments.
For this and many other reasons (such as possible material failure, etc.), the behavior of () at infinity
should be viewed as a mathematical idealization. Nonetheless, assuming «(-) is defined globally, in addition
to satisfying lim oo |n(s)| = 00, the function needs to be globally positive to give rise to a signed elastic
energy function W = W(VU). This is a reasonable assumption — both physically and mathematically —
widely adopted in the Theory of Finite Elasticity (cf. [45, Chapter 1]). When the global positivity of x(:)
is violated (see, e.g., a class of hypoelastic laws proposed in [1, Equation (6)]), mathematical difficulties are
artificially created putting unnecessarily constraints on the magnitude of the displacement gradient.

For the thermal stresses and strains, following [24, Chapter 1.6], we adopt the linear isotropic homoge-

neous law
therm _ 3B€therm

, (A.4)

(o

where B is the bulk modulus. Letting £ > 0 and v € (—1, 1) denote the Young’s modulus and Poisson’s
ratio, since the material is assumed incompressible, we would formally obtain v = % rendering the bulk

modulus B = infinite. In fact, as recently demonstrated in [41], this singularity does not occur

E
3(1—2v)
experimentally as B remains bounded (and even decreases!) as v % Similarly, instead of hitting 0 at

v = %—, the shear modulus G remains positive — even though several magnitudes smaller than B. It

has further been shown that %—f(%—) = 0. Hence, without violating the incompressibility condition, we can

assume v < 1. Linearizing £(-) around 0 (cf. [1, Equation 13]) and using the classic definition of structural

rigidity
k'(0)h3 B Eh3
9  12(1-v2)
we obtain E = 4(1;’2) £(0), which leaves the Poisson’s ratio v a free parameter.
Further, with 7 = T — T, representing the relative temperature, our thermal linearity and isotropy
assumptions suggest
Etherm = OéTI3><3, (A5)

where o > 0 denotes the thermal expansion coefficient (cf. [24, p. 29]), while a linear approximation of the
entropy relations [44, Chapter 1] around T = Tj reads as

S = ytr(efst) + %7, (A.6)

where ¢ > 0 is the heat capacity and v = 3Ba.
Finally, invoking the Cattaneo’s law of relativistic heat conduction, we obtain

70Q: +Q — VT =0, (A7)
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where 79 > 0 is a relaxation time (not to be confused with the temperature 7) and Ao > 0 is the heat
conductivity number. Compared to the classic Fourier’s law (i.e., 79 = 0), the Cattaneo’s law has a hyperbolic
nature giving rise to the so-called ‘second sound’ effect and a finite thermal signal propagation speed. While
often being quantitatively indistinguishable from the Fourier’s law, the Cattaneo’s law becomes critical at
small time—space scales and/or large heat pulse amplitudes as the latter is the case in laser cleaning (see,
e.g., [8,48] and references therein) and numerous other applications [11], etc. Since the plate is thin in the
x3-direction, it is legitimate to approximate the equation for @3 in (A.7) via the Fourier’s law and obtain

100
TPQ:+ Q- XV7r=0 withP:=[0 1 0 (A.8)
0 0 0
or, equivalently,
TQ’i + Q’L = _)\OaziTu 1= 17 27 QS = _)\Oa:rg,Ta
while keeping the genuine Cattaneo’s law for Q; and (Q2-components
Combining Egs. (A.1), (A.4)—(A.7) and plugging them into Eqgs. (A.2a)—(A.2b), we arrive at
pUy 4+ dive®™t £ 4Vr =0 in (0,00) x By, (A.9a)
pery +divQ +9T5divU, =0  in (0,00) X By, (A.9D)
oPQ: + Q —AV7=0 in (0,00) x By, (A.9¢)

with o8t = g°13st(VU) implicitly given via Eq. (A.3) and the tensor alignment assumption. The equations
of 3D dynamical thermoelasticity (A.9a)-(A.9¢c) are the starting point of our further plate modeling
procedure.

A.2. The averaging procedure

Following [24] and neglecting the in-plane displacements, we adopt the Kirchhoff & Love’s structural
assumption of undeformable normals:
Ui(x1, z2,23) = —x3ws, (1,22), Us(x1,x2,x3) = —23Wa, (T1,22), (4.10)
Us(x1, 22, 73) = w(zy, T2),
where w is referred to as the bending component or the vertical displacement. Practically speaking,
Eq. (A.10) means that the linear filaments, which were perpendicular to the mid-plane before deformation,
are mandated to remain straight and perpendicular to the deformed mid-plane. Hence, the dynamics of the
deflection vector U is reduced to that of the bending component w.
Motivated by [24, Chapter 1.6], we introduce the thermal component

12a (/2
O(x1,x2) = hg/h/g x3Tdx3

as the xs-moment of the thermal strain a7, which, in turn, on the strength of Eq. (A.5), is proportional
to the x3-moment of the temperature 7. Here, the normalization factor is obtained as a reciprocal of
h3/12 = ff{jQ x3dzs. Similarly, following [47, Chapter 1.5], let

12 h/2
q(xl’x2) B hg/h/2 s (g;) @3-

Proceeding as [29, Section 2], Eq. (A.9a) can be reduced to

phwg — 22 Awy + AK (Aw) + DEEAG =0 in (0,00) x 2. (A.11)
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Here, D = TZ) is referred to as the flexural rigidity. The nonlinear response K(-) is obtained from x(-)

by means of .
K(s) = %[L‘@] (%), where [Iﬂ (s) = 5_2/0 Ef(&)de for s € R\{0}. (A.12)

In contrast to [1], the rotational inertia Awy-term is not neglected here allowing for an adequate description
of thicker plates than those accounted for by the standard theory.
Multiplying Eq. (A.9b) with 1}2;3”3 and integrating over zg, we obtain

h/2 19 2 g 19 h/2
Zazl [, st s [ ro 52wy + 50, [ ayrdag —2Tobuwn =0

h3

—hj2  Owg “h/2
and, thus, ,
12 (M2 9
divg+ — / &dl‘g + pcet —~ToAw = 0. (A.13)
h —h/2 5953
Integrating by parts and using Eq. (A.8), we compute
h/2 5 h/2 h/2
/ l’sﬁd% = - Qzdzs + 333Q3’
_njp Oz “h/2 —h/2
h2 gy h/2 h/2
= )\0/ 9 —dx3 + 1’3@3‘ = ()\07' + $3Q3)’ (A14)
hy2 0T3 h/2 —h/2

= )\0( (t, 21, 2, %) —7(t, z1, T2, f%)) + %(Qg(t,fﬂl,.’BQ, %) + Qs3(t, x1, xa, f%))
Following [24, p. 30], we assume the Newton’s cooling law is applied to plate’s upper and lower faces:
Qg(t,xl,xg,%) :)\17'(15,:51,3:2,%), Qg(t,l’l,"EQ,*%) = 7)\17—(15,1'1,:172,7%) (A.15)
for some Ay > 0. Using the Taylor’s expansion
7(t, 21,2, 3) = T0(t, 1, T2) + 2371 (¢, 1, T2)

and observing 8 = a7, we can write

T(t,xl,xQ,xg)Vj/,f/Q = hry(t, 21, m9) = LO(t, 21, 72). (A.16)
The combination of Egs. (A.13)7(A.16) furnishes
L1+ 22 (N + 231)0 + divg — yToAw, = 0. (A.17)
Multiplying the equations for @1, Q2 in (A.8) with 1}2;3 and integrating over x3, we get
Toq: +q — 22V0 = 0. (A.18)

Combining Egs. (A.11), (A.17), (A.18), we arrive at

phwg — 22 Awyy + AK (Aw) + DEEAG =0 in (0,00) x £, (A.19a)
22940 + divg + 2% (Ao + 51)0 + 1T Awy =0 in (0,00) x £2, (A.19b)

Toqr +q— 2VO=0 in (0,00) x £2. (A.19¢)

Various boundary conditions can be adopted for Egs. (A.19a)—(A.19¢) (cf. [2, Chapter 2], [18, Chapter

4], [24, Chapter 1], [32-34,36]). In this paper, we consider a simply supported plate held at the reference
temperature on the boundary 02:

w=Aw=0=01in (0,00) x 92.

For the sake of convenience, outside of this Section, the constants in Eq. (A.19a)-
1.

A.19¢) will be renamed
and/or normalized to obtain the mathematically more convenient system (1.1)—(1.3).

(
3
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Appendix B. Well-posedness for linearized equations

The following well-posedness result is based on an extension of Kato’s [21] solution theory for abstract
time-dependent evolution equations developed by Jiang & Racke [20, Appendix A]. The arguments presented
below are an adaptation of [29, Appendix A.1]. In contrast to [29], Egs. (B.2a)—(B.2f) comprise a hyperbolic
system so that Eq. (B.2a) for z does not decouple from Egs. (B.2b)—(B.2¢) for 8, p. This makes the analysis
more complicated as all components need to be treated simultaneously. This can be explained by the fact
that Eqgs. (B.2a)—(B.2c) inherit hyperbolic nature from the original plate system (1.1)—(1.3).

Let 2 C R? be a bounded domain with a C*-boundary 9£2 for some s > [%] + 2. Further, let
T > 0 be arbitrary, but fixed. Throughout this appendix as well as the proof of Theorem 2.4, as before,
HY(2) = H°(R) := L?(2) and D" is the time-space gradient defined in Eq. (4.3).

Further, let ¢5 = exp(ﬁ)
size’ § > 0. For any L!-function w: [0,7] x 2 — R, consider the C°°(2)-approximation (cf. [54, Chapters 8
and 9]) of w:

1(_s,s) denote the one-dimensional Friedrichs’ mollifier with a ‘window

T
ws(t, ) :/0 ¢s(t —s)w(s,-)ds for te€[0,7] in L. (B.1)

The following result by Jiang & Racke [20, Lemma A.12] will be used in the sequel.

Lemma B.1.  For arbitrary a € C*([0,T],L>°(R2)) and w € C°([0,T], L*(2)) and any sufficiently small

€ > 0, there holds
T—¢

lim 100 ((aw)s(t,-) = aws (t,)) |2yt = 0.

0—0 /.

Consider the following linear system with time- and space-dependent coefficients:

zu(t, @) — a4 (t, )00, 05, 2(8, @) — S A0+ BO = f(t, x) for (¢t,z) € (0,T) x £2, (B.2a)
B0:(t,x) + p(t,x) + az(t,xz) =0 for (t,x) € (0,T) x {2, (B.2b)

Tpe(t, z) + p(t, ) — nAb(t,x) =0 for (¢t,z) € (0,T) x 2, (B.2¢)

z(t,z) =0, O(t,z)=0 for (¢t,x) € [0,T] x 042, (B.2d)

2(0,x) = 2%(x), 2(0,2) = z*(2) for z € (2, (B.2e)

0(0,2) = 0°(x), p(0,z) = p°(x) for z € 0. (B.2f)

Here, B is a bounded linear operator on all H*(£2), s > 0, and H*(£2) N H}(£2), s > 1, spaces and A is
the negative Dirichlet—Laplacian, which should not be confused with the generator A(¢) defined in Eq. (B.3)
below.

Assumption B.2 (c¢f. [29, Appendiz]). Let s > L%J +2 be a fixed integer and let g, ~y; be positive numbers.
Assume the following conditions are satisfied.

1. Coefficient symmetry: a;;(t,x) = aj;(t,x) for (t,z) € [0,T] x £2.

2. Coefficient regularity: a;; € CO([O,T] X fl) and

Op,.Gi5 € L™ (O,T;H‘g_l(())), of"a;; € LOO(O,T;HS_l_m(Q)) form=1,2,...,s—1.

3. Coercivity: For z € H}(£2) and t € [0, 7], ||z||§{1(9) < v0{ai;(t, ~)8ziz,6z].z>L2(Q).
4. Elliptic regularity: For m = 0,1,...,s — 2, z(t,-) € H}(£2) and a;;(t, )0z,05,2(t, ) € H™(12) for a.e.

t € [0,7] implies u(t, ) € H™2(£2) and

2(t, ) gm+2 (o) < 71(“5%‘(15’ )03, 0, 2(t, M Em () + ||2(t, ')HL2(Q)) for a.e. t € [0,T].
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5. Right-hand side regularity: For m =0,1,...,s5 — 2,
oy fec([0,1),H>"™()), of'feL?(0,T;L*(2)).
6. Compatibility conditions: For k,l,m =0,1,...,s — 1,
e HS™(Q)NHY (), z°eL?(R), 0'cH Y Q)nH}(R), p'eH kN
where 2, 0!, p* are recursively defined via

P(2) =), zZ'(2)=2'(x), 0°(x)=0"), p"(z)=p"(2),

m—2

= m—2 n = sm—2—n a Apm— nm— m—2 .
zm ( ( . )at ij00, 00, 2" 27" 4+ 2A0™2 — BO™ P 4 9, zfi)((),x)
em_l (.’E) = n=0 1 -m—2 azm—1
o ~ 3" () - 32" (x)
0" () + 2(A9" ) ()

for m > 2 and x € 12.

Note that our Assumption B.2 differs both from [20, Assumption A.2.1] and [29, Assumption A.2].

Theorem B.3. Under Assumption B.2, the initial-boundary value problem (B.2a)—(B.2f) possesses a unique
classical solution (z,0,p) such that

z € h C™([0,T], H*~™(£2) N Hy(22)) N C*([0,T], L*(£2)),
m=0

VRS h Cc™([0,T], H*"™(2)NHy(2)), pE h c™([0,T), H 17 (12)).
m=0 m=0

Moreover, letting
po = [1ai; (0, )| Lo (2) + (102, @ig (0, ) | grs—1(02)

0= max ([1as; (1) o) + 190,556 ) o 1<Q+Z||a ij (M s-1-m(a)),

there exist a positive number K1, which is a continuous function of ¢, vo and v1, and a positive number Ko,
which continuously depends on ¢, vy and 71, such that

s s— 2
OrgtiXT(HDZ Wiy + 10770y + 1D (0 )
< Ko (T V(L T 5 T 4 T

where
s—1 s—1
m=0 m=0 m=0

T
T s D20y + T2 [ 1077 0 g

Proof. This proof adopts the abstract solution theory [20, Theorems A.3 and A.9]. When treating the
z-variable, we follow the streamlines of Lasiecka et al. [29, Appendix A.1].
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Ezistence and uniqueness at basic regularity level. For t € [0,T], define a bounded linear operator

0 ~1 0 0
(1,100, 00; 0 —ZA+B 0

A(t) = 0 a 0 11:71 — X, (B.3)
’ %
0 o -Iq =
T T

where the Hilbert space
Xo = H}(2) x L*(2) x H}(02) x L2(2)

is endowed with the inner product
(V, V), = (aq(t, ')8zi2,3xj5>L2(Q) + (WY r2(2) + €<A1/29,A1/2§>L2(m + %@,@L?(Q)

for (z,y,0,p),(2,7,0,p) € Xo (the bilinear form (-,-); is equivalent with the standard inner product on X
due to coercivity Assumption B.2.3) and the Hilbert space

Y1 = (H(R2) N Ho(£2)) x H(R2) x (H(2) 0 Hy(R2)) x Hy(2)

is equipped with the usual inner product. With this notation, letting V' := (z, 02,0, p), Egs. (B.2a)—(B.2f)
can be cast into the form of an abstract Cauchy problem

oV (t)+ AV (t) = F(t) in (0,7), V(0)=V"° (B.4)

with F = (0, £,0,0) and V° = (2°, 2%, 6°, p°).

We want to show that the triple (A; XO,Yl) is a CD-system as defined in [20, Section A.1]. Obviously,
D(A(t)) = Yi. In particular, this means the domain of A(t) is time-independent, and the operator A(t)
itself is closed. Indeed, suppose

-y

2 gy (t, )0, 0, 2 — %A9+Be
A(t) g = a L € HY(2) x L2(2) x L2(2) x L*(2).
B= B
P ap4 L
p
T T

Inspecting the first component, we get y € H}(£2). Since p € L*(£2) and 0 € p(A(t)), the fourth inclusion
yields 0 € H2(2)N H}(£2). Now, exploring the second inclusion, B.2.4 suggests z € H2(£2) N H} (). Finally,
combining these regularity properties, the third inclusion furnishes y € H} ().

For ¢ € [0, T], consider the “elliptic” problem

(A(t)+A)V:F with Fz(f17f27f3af4)€X0

Letting V' = (z,y,0,p) and expressing Eq. (B.5) in the component form, we get

—y+Az=fy, (B.5a)

— @y5(t, )0z, 05,2 — SA0+ BO + Ny = [, (B.5b)
Sy+ 5p+ A0 = f3, (B.5¢)

—2AG+ 2+ \p= fa. (B.5d)
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Solving Egs. (B.5a) and (B.5d) for y and z, respectively,
y=Az—fi andp=(A+ %)_1(]04 + ZA0)
and plugging the result into Egs. (B.5b), (B.5c), we arrive at

(A% = @yt )02,00,) 2 — (2A = B)0 = fo + Afi, (B.6a)

aAz+< (A+1)7 1A+A)9:f3+%f1—%(H%)’lﬁ;. (B.6b)

Multiplying Egs. (B.6a)—(B.6b) in L?(£2) with £ 62 z and M, respectively, 2, 6 being two arbitrary H}(02)-
function, and integrating by parts using the boundary conditions (B.2d), we obtain the variational equation

a((2,0),(z,0)) = F((z,9)),

with the bilinear form

2

a((z,0), (2, é)) = gﬁ@u( )0z, 2, 690] >L2(Q) + 3 32 <(6$7,a/l]( ))Zaaij>L2(Q)
= o = o? = e 72}
+ %2/\2<Z7Z>L2(9) - fz<A1/29,A %) 1200y + G2(B0,2) 20y + Nz, 0) 12 (BT
+ AN+ 1) H(AY20, AY2) 1 o) + N2(0,0) 120

and the linear functional
F((Z,é)):%<f2+)\fl7 > +)\<f3+af1_*()\+ ) 1f4vé>L2(Q)' (BS)

Clearly, both a(-,-) and F' are continuous on V x V and V, respectively, with V := (H&(Q))Q. Further, for
sufficiently large A, applying Young’s and the Poincaré & Friedrichs inequalities and using the boundedness
of ||0y, 4] oo (viz. Assumption B.2.2) and that of B, we estimate
2 ,_
a((2,0), (2,0)) = 5 (@ij(t,)9,2,02;2) 12(0) — €l 21 () = Cell2llT2 (0
+ gﬁ/\ZHZHH(Q) - 5||ZHH1(Q) - CEHGHHl(Q) 552 )‘2||Z||i2((z) - ||‘9||L2(Q) (B.9)
—1y 4172912 2119112
+ AN+ 1) A / 0||L2(.Q) + A 00720

for any ¢ > 0. Now, selecting e sufficiently small and, if necessary, increasing \, we easily see that B(-,-) is
coercive, i.e.,

a((2a9)7 (279)) 2 H(HzH%{l(Q) + ||9H§—11(Q))

for some k > 0. Hence, invoking Lax & Milgram’s Lemma, we obtain a unique solution (z,0) € (H&(Q))2 to
Egs. (B.6a)—(B.6b). By elliptic regularity (cf. Assumption B.2.4), Eq. (B.6b) implies 8 € H?(2) N Hg(02).
Next, plugging in @ into Eq. (B.6a), Assumption B.2.4 suggests z € HZ2(£2) N H}(). Substituting
into Eq. (B.6), we further get y,p € H{}({2). Hence, we found a solution V = (z,y,0,p) € D(A(t))
to Eq. (B.5). The estimate ||V x, < C|F| x, for some C > 0 immediately follows from Lax & Milgram’s
Lemma and Eq. (B.6). Hence, (A(t) + A) is a maximal operator on Xj.

Further, we prove the operator A(t) + A is accretive for any sufficiently large A > 0. Using integration by
parts and the boundary conditions (B.2d), we estimate

(AVV) ) = (@55t )02,02,2,9) 12y = (@ (8 )00, %, 00,9) 120
= 2(A0,y)r2(0) + ;<A1/297A1/2 Jr2(0) + ;<A1/2P,A1/29>L2(9)
+ (BO,y)12(0) — %<A0ap>L2((2) + %”p”i%g)
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= %\|P||2L2(_o) |0, a45(t, HLOO(Q)HZHHl oYl 20y + (B8, y) 20

for some Ao > 0 depending on v, 1, 7, || B|[(£2(0)) and 1|0z, ai;(t, cf. Assumptions B.2.2 and

HLOO((O T)x 2) (
B.2.3). Hence, by virtue of Lumer & Phillips’ Theorem and standard perturbation results, A(t) is a negative

generator of a Co-semigroup of contractions on Xo. Summarizing, we have shown (A(t)), clo.7) 1S @ stable

family of infinitesimal negative generators of Cp-semigroups on Xy with stability constants M = 1,w = Ag.
Taking into account regularity conditions from Assumption B.2.5, we can apply [20, Theorem A.3] and get
a unique classical solution

vV e Cc([0,7],Y1) nC*([0,T], Xo)

at the basic regularity level, which is equivalent with
z € C*([0,T),L*(2)) nC*([0,T), Hy(£2)) N C°([0,T), H*(2) N H}(£2)),
9 € C'([0,T], Hy(£2)) nC°([0,T], H*(2) N Hy(£2)),
pE Cl([()?TLLz(“Q)) n CO([O’T]’H(%(“Q))'

Higher regularity. For the proof of higher solution regularity, we consider the following increasing double
scale ((X;, Yj))j>0 of Hilbert spaces with Yy := X and

Xj = (H*H(Q) N Hy(2))x H (2)x (H1(2) 0 Hy (2)) x H (2),
Y7 = (HTH Q)N H(2))x (H? (2) N Hy(2))x (HTH(02) N Hy (2)) < (H? (2) N Hy(2)) for j > 1.
On the strength of Eq. (B.3), the condition
A € Lip([0,T], L(Yj4s45,X;)) for j=0,...,s —r—land r =0,...,s — 2
reduces to verifying
Ofaij(t,)0x,0,, and [ A,0{B € Lip([0,T], L(H'""2(2) N Hy(R2), H' (12))) (B.10)

for j =0,. —r—landr=0,...,s—2. Eq. (B.10) is a direct consequence of Assumption B.2.2 and the
Sobolev’s embeddlng HLd/QH‘l(Q) — L*°(£2). In a similar fashion, exploiting Assumption B.2.4, we observe
for j=0,...,s —2and ¢ € Y7 and a.e. ¢t € [0,T] that A(t)¢ € X, implies

6 € Vi1 and 6y,,, < K(JA®S|x, + [6llx,) for some constant K > 0,
which does not depend on ¢. Further, Assumption B.2.5 yields
O F € C°([0,T], Xs—1-) for k=0,...,s —2and 8] 'F € L' (0, T; Xo).

Finally, Assumption B.2.6 implies compatibility conditions in sense of [20, Equations (A.8) and (A.9)]. Hence,
applying [20, Theorem A.9] at the energy level s —1, we obtain additional regularity for the classical solution

satisfying
s—1

Ve [)Cm(0,T), Y1 m).
m=0
Resubstituting, this yields the desired regularity for z,8,p. Energy estimates. For n =1,...,s— 1, applying
the 9;" *-operator to Eqgs. (B.2a)~(B.2c) and recalling the compatibility conditions from Assumption B.2.6,
obtain

O (07 12) — aij0,, 0., (07 '2) — (2A - B) (97710) = 0" in (0,7) x £2, (B.11a)
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B (0;10) + (9 'p) + a0 (07 '2) =0 in (0,7) x £, (B.11b)
70,(07'p) + (07 'p) —nA(9;7'0) =0 n (0,T) x 2, (B.11c)
o tz=0, 90=0 in (0,7) x 002, (B.11d)
7 12(0,)) = 2"t 9,(9;"2)(0,) = 2" in 2, (B.11e)
o0,y =0, 9 p(0,) = pnt in £2 (B.11f)
with
=+ Z( ) (01"i5) 0, 0, 0~ "2 (B.12)

For t € [0,T], multiplying Egs. (B.11b) and (B.1lc) in L%*((0,t) x £) with %Aag‘*la and ,Y—lnaf*lp,
respectively, integrating by parts while taking into account the boundary conditions (B.11d) and adding
up the resulting identities, we get

ﬁ n— 2 T=t 1 ¢ n— n—
7”141/2@ I‘QHLZ(Q)’T=0+ § i <A1/28t 1p7A1/23t 19>L2((2)d7
g ‘ A1/2an A1/2an—10 d L an—l 2 B.13
+ 5/ ( t % t >L2(m T+ 2777” t pHLQ(Q)L—:O (B.13)
1 ! 8”71 2 d 1 ! Al/?anfle A1/28n71 dr=0
+% 0 H t p”L2(!2) T_; 0 < t ) t p>L2(Q) T =U.
Summing up over n =1,...,s — 1, we find
s—2 S t
1 n 2 o n 77—
o > ( 1076, )| 1) + 1082, HLQ(Q) +; Z/ (A2 2, AV20710) 1o g dr
n=0 n=1"0 (B 14)

s—2 t
<ot 3 [ (1000 oy + 08072y )ar
n=0

for a large generic constant C' > 0. To derive an estimate for 8,;9719 and 8?71]), we use the mollifier
from Eq. (B.1). Convolving Egs. (B.11b), (B.11c) for n = s — 1 with the Friedrichs’ kernel ¢, we obtain for
any t € [e,T —¢]:

(0:710); + (07 9) +a(037'2), =0 i (0,7) x 2, o)
(0 p) s+ (070); — A3 0), =0 in (0,7) x 2, (319

where we used fact that (atw) s = Oy (wg) and (8"9) 5 (G”p) s satisfy the same homogeneous Dirichlet
boundary conditions as for 9;'0 and 0]'p. Applying the 9;-operator to Egs. (B.15), (B.16) and multiplying
in L?((0,t) x £2) with %A(85719)5 and 7—177(8571]9)6, respectively, Similar to Egs. (B.13), (B.14), we get for
tele,T—e¢l:

t
(H @05t 3y + 1O D)ot )2y + %/0 (07 (A122)5, 071 (AM20)5) 1o 7
< ([0 0)5(e )3 o + 1O D5 e ) () (B.17)

[ (1020 s )+ 10825 )

Repeating the same procedure for the z-component (cf. [29, pp. 216-218]), we get

1 s—1 s—1 t
& 32 (10500 Mg 10874200 sy ) =5 3 [ (A"20024Y200710) 2oy
n=1 v n=1"0
(B.18)
t ) s—1 t a2
Clonr0)o+C(670) [ 1D agaydr+ €S [ or0]s gy
n=1
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as well as

t
0

1
= (1102258 152y + 102 20ty ) —%/ (05 (AY22)5, 0771 (AY20)5) 1o T

< C(00,70) ([(D*2)s(&, 320 + @7 25t 20

- , (B.19)
+ Cly0,70) (1 +T71/?) /0 1(D*2)5(7, )| 2 d7

t t s=1 ot
s—ov |12 o 2
+T1/2/ Hat(h 2)5||L2d7'+/ ||775||iz(9)d7+0§ /O H(at 19)5|\L2(Q)dr
€ € n=1
for ¢t € [, T — ¢] with the ‘commutator’
_ (= s—2 = s—2
Mot ) = (@ ()07 202,00, 2(1,)) | = iy 2) (07200, 00, (1))

Adding up Egs. (B.14), (B.17)=(B.19), invoking the regularity of z, # and p from the previous step of the
proof and using [29, Equation (A.17)] and Lemma B.1 to “eliminate” (9§~ '2);(t, -) and 15 on the right-hand
side of Eq. (B.19), we send € — 0 and then § — 0 to arrive at the estimate

S

s—1
:E: ( H@fz(t~)”igu7)+fH@f_lz(t~)H21(Q)> +’X:(Hatno(t")”;l(m*Hatne(tv')HQL%m)
n=1

n=1

< C(¢o,70) 4o + C(¢,70) (1 + T2 + T71/%) (B.20)
t
- /o (ID°2(7, )22 + 1D 2007, M3 ) + 1D p(7, )22 ) AT

To close the estimate in Eq. (B.20), respective space-derivatives on the left-hand side need to be recon-
structed. To this end, we use Egs. (B.11a)—(B.11c) to write

nA(07710) = 70,(8; 'p) + (87 '),
@ijOq,Or; (8,?_12') =07 (8,?_12') — % (8,?_19) + B(&Z‘_lﬁ) —h",
(af—lp) = —B0, (@”_19) — aOy (8t”_12).

Starting at n = s — 1 and iteratively going down to n = 1, while exploiting the elliptic regularity of A and
aijaxiazj from Assumption B.2.4 as well as regularity of A™ from Assumption B.2.5, repeating the arguments
of our closedness proof for A(t) at the basic energy level and the streamlines of [29, pp. 217-218], we get

_ 2 o 5 _ ,
1Dt )2y + 1P 710 12 ) + 1077 2 ) |2
S C(¢0a70771)/10+C(¢,70,71)(1+T1/2_|_T_|_T—l/2)

t
NS 2 ns—1 2 ns—1 2
X /0 (HD Z(T")Hm(rz) +]|D 9(7")HH1(Q) +]|D p(Tv')Hm(m)dT'
The assertion of Theorem B.3 is now a direct consequence of Gronwall’s inequality. O

Appendix C. Supplementary data

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.na.2019.
02.019.
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