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Abstract

In recent years, there is a growing need to train machine learning models on a huge volume
of data. Therefore, designing efficient distributed optimization algorithms for empirical risk
minimization (ERM) has become an active and challenging research topic. In this paper, we
propose a flexible framework for distributed ERM training through solving the dual problem,
which provides a unified description and comparison of existing methods. Our approach
requires only approximate solutions of the sub-problems involved in the optimization process,
and is versatile to be applied on many large-scale machine learning problems including
classification, regression, and structured prediction. We show that our framework enjoys
global linear convergence for a broad class of non-strongly-convex problems, and some
specific choices of the sub-problems can even achieve much faster convergence than existing
approaches by a refined analysis. This improved convergence rate is also reflected in the
superior empirical performance of our method.

Keywords Distributed optimization - Large-scale learning - Empirical risk minimization -
Dual method - Inexact method

1 Introduction

With the rapid growth of data volume and model complexity, designing scalable learning
algorithms has become increasingly important. Distributed optimization techniques, which
distribute the computational burden across multiple machines, have shown early success on
this path. This type of approaches are particularly useful when the optimization problem
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involves massive computation or when the dataset is stored across multiple computational
nodes. However, the communication cost and the asynchronous nature of distributed compu-
tation challenge the design of efficient optimization algorithms in the distributed environment.

In this paper, we study distributed optimization algorithms for training machine learning
models that can be represented by the regularized empirical risk minimization (ERM) frame-
work. Given a set of training data, {Xi}ﬁzl, X; € R ¢ ¢; € N, where [, n > 0 are the
number of instances and the dimension of the model respectively, regularized ERM models
solve the following optimization problem:

[
min P wy:=gw) + Y& (X w). ()
i=1

In the literature, g and &; are called the regularization term and the loss term, respectively.
We assume that % is a proper and closed convex function that can be extended-valued and
the solution set of (1) is nonempty. Besides, we specifically focus on linear models, which
have been shown successful in dealing with large-scale data thank to their efficiency and
interpretability.!

The definition in problem (1) is general and covers a variety of learning problems, includ-
ing binary classification, multi-class classification, regression, and structured prediction. To
unify different learning problems, we encode the true labels (i.e., y; € );) in the loss term
& and the input data X;. For some learning problems, the space of X; is spanned by a set
of variables whose size may vary for different i. Therefore, we represent X; as an n X ¢;
matrix. For example, in the part-of-speech tagging task, where each input sentence consists
of a sequence of words, ¢; represents the number of words in the i-th sentence. We discuss in
details the loss terms for different learning problems in Sect. 6. Regarding the regularization
term, common choices include the squared-f> norm, the £; norm, and the elastic net that
combines both (Zou and Hastie 2005).

In many applications, it is preferable to solve the dual problem whose optimization might
be easier. The dual problem of (1) is

1
min - f (@):=g"(Xe) + Z;si*<—ai), )
1=
where
o]
X:=[Xq,...,X7], o= ,
o

a; € R is the dual variable vector associated with X;, for any function A(-), h*(-) is the
convex conjugate of A (-):

R*(w):= max z'w—h(z), Yw,
zedom(h)

and as g* is finite everywhere in our setting (see Assumption 1 and the description that
follows), the domain £2 is

1
Q:= 1_[ —dom(g/") € RYi=i ¢
i=1

I Linear models allow developers to interpret the value of each feature from the learned model parameters.
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The goal of solving the dual problem (2) is still getting a solution to the original primal
problem (1). It can be shown easily by Slater’s condition that when £ is convex, strong
duality between (1) and (2) holds, which means that any pair of primal and dual optimal
solutions (w*, a*) satisfies

Fr(w) ==f (o).

Despite optimization methods for the dual ERM problem (2) on a single machine have
been widely studied [see, for example, the survey paper Yuan et al. (2012)], adapting them
to a distributed environment is not straightforward due to the following two reasons. First,
most existing single-core algorithms for dual ERM are inherently sequential and hence hard
to parallelize. Second, in a distributed environment, inter-machine communication is usually
the bottleneck for parallel optimizers and a careful design to reduce the communication
cost is essential. For example, we may prefer an algorithm with faster convergence even
if it takes longer time at each iteration when it induces fewer communication rounds and
consequentially reduces overall communication overhead.

In this paper, we propose a distributed learning framework for solving (2). Ateach iteration,
it minimizes a sub-problem consisting of the sum of a second-order approximation of g* (X )
and the original £*(—a). We study how to choose the approximation to let the proposed
approach enjoy not only fast theoretical and empirical convergence rate but low communi-
cation overhead. After solving the sub-problem, we conduct a line search that requires only
negligible computational cost and O (1) communication to ensure sufficient function value
decrease. With this line search procedure, our algorithm achieves faster empirical perfor-
mance compared with existing approaches.

By utilizing relaxed conditions, even if the subproblem is solved only approximately, our
method is able to achieve global linear convergence for many problems whose dual objective
is not strongly convex, including support vectors machines (SVM) (Boser et al. 1992; Vapnik
1995) and structured support vector machines (SSVM) (Tsochantaridis et al. 2005; Taskar
et al. 2004). In other words, our algorithm takes only O (log(1/¢)) iterations, or equivalently,
rounds of communication, to obtain an e-accurate solution for (2).2

Our analysis then shows that this result implies that obtaining an e-accurate solution for the
original ERM problem (1) also takes only O (log(1/¢)) iterations. We further show that when
the choice of the sub-problem properly extracts information from the Hessian of g*(Xa),
the convergence can be significantly accelerated to reduce the required iteration and there-
fore the running time. Besides, our general framework generalizes existing approaches and
hence facilitates the discussion of the differences between the proposed distributed learning
algorithms and the existing ones for (2).

Recently, Zheng et al. (2017) proposed an accelerated method for solving the dual ERM
problem in a distributed setting. Their techniques derived from Shalev-Shwartz and Zhang
(2016) is similar to the Catalyst framework for convex optimization (Lin et al. 2015). In
essence, at every iteration, their approach adds a term « |w — z || % /2 to (1) and approximately
solves the dual problem of the modified primal problem by an existing distributed optimiza-
tion algorithm for (2). The solution is then used to generate z for the next iteration. Like
the Catalyst framework that can be combined with any convex optimization algorithm, the
acceleration technique in Zheng et al. (2017) can also be incorporated with our distributed
learning algorithm. Specifically, we can apply our proposed algorithm to solve the modified
dual problem in the procedure mentioned above. Therefore, to simplify the discussion, we

2 Given any optimization problem min,cy f(x) whose minimum is attainable and denoted by f*, we call
x € X an e-accurate solution for this problem if f(x) — f* <e.
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focus on comparing methods that solve the original optimization problem (2), and accelera-
tion approach discussed in Zheng et al. (2017) and other studies not designed for distributed
learning (e.g., Lin et al. 2015; Shalev-Shwartz and Zhang 2016) are not in the scope of this
study.

Different from approaches that consider the theoretical communication efficiency only,
our goal is to design a practical distributed training algorithm for regularized ERM with
strong empirical performance in terms of the overall running time. Therefore, we propose an
algorithm that is both computation and communication efficient by designing a second-order
method, in which the approximated Hessian can be computed without lengthy rounds of
communication. We show that this approach is also extremely communication-efficient in
theory by taking the approximated Hessian as a preconditioner that can significantly improve
the condition number of the problem.

Special cases of the proposed framework were published earlier as conference and work-
shop papers (Lee and Roth 2015; Lee et al. 2015). In the journal version, we unify the results
and extend the previous work to a general setting that covers a much broader class of prob-
lems, and provide thorough theoretical and empirical analyses. We show that either when
the sub-problem is solved exactly or approximately at every iteration, our approach enjoys
fast linear convergence, and the convergence rate behaves benignly with respect to the inex-
actness. We also provide a new analysis showing why the selected sub-problem can greatly
improve the convergence speed than existing general analyses.

Contributions We propose a general framework for optimizing the dual ERM problem (2)
when the data are stored on multiple machines. Our contributions are summarized in the
following.

1. Our framework is flexible, allowing different choices of sub-problem formulations, sub-
problem solvers, and line search approaches. Furthermore, approximate sub-problem
solutions can be used. As a result, many existing methods can be viewed as special cases
of our framework.

2. We provide detailed theoretical analysis, showing that our framework converges linearly
on a class of problems broader than the strongly convex ones, even when the sub-problem
is solved only approximately. Our analysis not only shows fast convergence of the pro-
posed algorithm, it also provides sharper convergence guarantees for existing methods
that can fit into our framework.

3. We further give an analysis through change of norm to show that under specific sub-
problem choices, our algorithm can achieve much faster convergence than existing
approaches. Our analysis gets around the dependency on the condition number defined
by the Euclidean norm and can therefore obtain faster rates than existing approaches.

4. The proposed approach is also empirically communication- and computation-efficient.
Our empirical study shows that it outperforms existing methods on real-world large-scale
datasets.

Notations We use the following notations.

l I
EXTwy=) &(X[w), E(—a)=) &(-a), G*@)=g"(Xa).
i=1 i=1
For any positive integer m, any vector v € R™, and any I C {1, ..., m}, v; denotes the
sub-vector in R!! that contains the coordinates of v indexed by I. We use || - || to denote the
Euclidean norm, and when given a symmetric positive semidefinite matrix A, we denote the
seminorm induced by it as
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Ixlla:=vxT Ax.

Assumptions We consider the following setting in this paper. First, we assume the training
instances are distributed across K machines, where the instances on machine k are {X;};c, .
In our setting, Jj are disjoint index sets such that

K
Uskh=0.....0, 7ink=¢, Vi#k
k=1

Without loss of generality, we assume that there is a sequence of non-decreasing non-negative
integers

such that
Je={jk—1+1,.... 0k}, k=1,....K.

We do not make any further assumption on how those instances are distributed across
machines. That is, the data distributions on different machines can be different. Second,
the problem is assumed to have the following properties.

Assumption 1 The loss function &; are convex and there exists o > 0 such that the regularizer
g in the primal problem (1) is o -strongly convex. Namely,

oa(l —a)
2
Yw;, w, € R", Va €0, 1]. (3)

glaw; + (1 —a)wr) < ag(wi) + (1 —a)g(ws) — lw — w2l

Moreover, the convex function f© (w) is proper and closed, and (1) has a non-empty solution
set.

Since g is o-strongly convex, g* is differentiable and has (1/0)-Lipschitz continuous gra-
dient (Hiriart-Urruty and Lemaréchal 2001, Part E, Theorem 4.2.2). Therefore, G* has
(I1XT X || /o)-Lipschitz continuous gradient. This also indicates that even if g is extended-
valued, g* is still finite everywhere, hence the only constraint on the feasible region is from
the domain of £*, namely « € £2.

Organization The paper is organized as follows. We give an overview of the proposed frame-
work in Sect. 2. Implementation details and convergence analysis are respectively discussed
in Sects. 3 and 4. We summarize related studies for distributed ERM optimization in Sect. 5
and discuss applications of the proposed approach in Sect. 6. We then demonstrate the empir-
ical performance of the proposed algorithms in Sect. 7 and discuss possible extensions and
limitations of this work in Sect. 8. The conclusions and final remarks are in Sect. 9.

The code for reproducing the experimental results in this paper is available at http://github.
com/leepei/blockERM.

2 A block-diagonal approximation framework

As g* is differentiable from Assumption 1, the KKT optimality conditions imply that for any
pair of primal and dual optimal solutions (w*, a*),
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w* = Vg*(Xa™). %)

Although (4) holds only at the optima, we take the same formulation to define w(e) as the
primal iterate associated with any o for the dual problem (2):

w(a):=Vg*(Xa). ©)

Our framework is an iterative descent method for solving (2). Starting with an arbitrary
feasible o, it generates a sequence of feasible iterates {a', a2, ...} C 2 with the property
that f(a') < f(a/) ifi > j. Bach iterate is updated by a direction A’ and a step size
n:e = 0.

ot =a + A, Vi >0. (6)

The term &* in (2) is separable in & and hence can be optimized directly in a coordinate-
wise manner. However, the term G* is often complex and difficult to optimize. Therefore, we
approximate it using a quadratic surrogate based on the fact that G* is Lipschitz-continuously
differentiable.

Putting them together, given the current iterate &, we solve

Ad' ~ argmin Q% (Ac),
Aa !

(N
0% (Aw):=VG*(@") Aa + %(Aa)TB,Aa + & (—a' — Aa)

to obtain the update direction Aet’, where B, for each ¢ is some symmetric matrix selected
to approximate V2G*(a') (note that since VG* is Lipschitz continuous, G* is twice-
differentiable almost everywhere so we at least have the generalized Hessian), and there
is a wide range of choices for it, depending on the scenario. Note that it is usually hard to
solve (7) to optimality unless B; is diagonal. Therefore, we consider only attaining approx-
imate solutions for (7). We will discuss the selection of B; in Sect. 3. The general analysis
in Sect. 4 shows that as long as the objective of (7) is strongly convex enough (in the sense
that the strong convexity parameter is large enough), even if B; is indefinite and (7) is solved
only roughly, Aa’ will be a descent direction. On the other hand, when B; approximates
V2G*(a') well as in our choice, the analysis in Sect. 4.4 shows that the convergence speed
can be highly improved, making the algorithm communication-efficient.

Regarding the step size 7;, we investigate two line search strategies. The first is the exact
line search strategy, in which we minimize the objective function along the update direction:

n; = argmin  f(a’ + nAa’). ®)
neR

However, this approach is not practical unless (8) can be solved easily. Therefore, in general,
we apply a backtracking line search strategy using a modified Armijo rule suggested by
Tseng and Yun (2009). Given B, t € (0, 1), our procedure finds the smallest integer i > 0
such that n = B satisfies

f@ +nda’) < fl@') +nt4, ©)

where
Ap=VG* (") Aa' + & (—a' — Ad') — ¥ (—a), (10)
and takes 7, = n. Notice that as we are approximating the Hessian, similar to Newton and

quasi-Newton methods, our backtracking always starts from trying the unit step size n = 1.
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3 Distributed implementation for dual ERM

In this section, we provide technical details on how to apply the algorithm framework dis-
cussed in Sect. 2 in a distributed environment. In particular, we will discuss the choice of B,
in (7) such that the communication overhead can be reduced. We will also propose a trick to
make line search efficient.

For the ease of algorithm description, we denote the i-th column of X by x;, and the
corresponding element of a by «;. We also denote the number of columns of X, which is
equivalent to the dimension of &, by

The index sets corresponding to the columns of the instances in J; are denoted by J; C
{1,...,N},k=1,..., K. We define

7)) =k, ifielJ;. (11)

3.1 Update direction

In the following, we discuss how to select B; such that the objective of (7) is (1) strongly
convex, (2) easy to optimize with low communication cost, and (3) a good approximation of
2).

In our assumption, the k-th machine stores and handles only X; and the corresponding
a; fori € Ji. In order to reduce the communication cost, we need to pick B; in a way such
that (7) can be decomposed into independent sub-problems, of which each involves only data
points stored on the same machine. In such a way, each sub-problem can be solved locally
on one node without any inter-machine communication. Motivated by this, B; should be
block-diagonal (up to permutations of the instance indices) such that

(Bp);,j =0, if w(i) # 7 (j), (12)

where 7 is defined in (11).
The ideal choice for B; is to set it to be the Hessian matrix Hy: of G*(ac!):

Hy:=V?G*(@') = X" V?g* (Xa') X.
This choice leads to the proximal Newton methods that enjoys rapid convergence in both
theory and practice. However, the Hessian matrix is usually dense and does not satisfy
the condition (12), incurring significant communication cost in the distributed scenario we

consider here.
Therefore, we consider a block-diagonal approximation Hg: instead.

(Ae), = {(Hw)i’j e (13)
L]

0 otherwise.
Note that since
2 T o2
Vi ;G* (Xo') = x/ Vog* (Xa') x;,
if each machine maintains the whole vector of Xe’, entries of (13) can be decomposed into

parts such that each one is constructed using only data points stored on one machine. Thus, the
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sub-problems can be solved separately on different machines without communication. The
Hessian matrix may be only positive semi-definite. In this case, when &*(—a) is not strongly
convex, neither is problem (7), and the sub-problem can therefore be ill-conditioned. To
remedy this issue, we add a damping term to B, to ensure strong convexity of problem (7)
when needed.

To summarize, our choice for B; in distributed environments can be represented by the
following formulation.

B, = aiHy, +ady1, forsome al,a} > 0. (14)

The values of | and @), depend on the problem structure and the applications. In most cases,

we set a5 = 0, especially when it is known that either £*(—a) is strongly convex, or I:Ia,
is positive definite. For af, practical results (Pechyony et al. 2011; Yang 2013) suggest that
a} € [1, K] leads to good empirical performance, while we prefer a| = 1 as it is a closer
approximation to the Hessian.

In solving (7) with our choice (14) and a’1 # 0, each machine needs the information of
Xa! to calculate both (B;) j..J, and

t T t
V; G () = X]; Vg (Xa'). (15)
Therefore, after updating o/, we need to synchronize the information

K

vii=Xa' = Z Z Xja;-

k=1 jeJx

through one round of inter-machine communication. Synchronizing this n-dimensional vector
across machines is more effective than transmitting either the Hessian or the whole X together
with . However, we also need update direction for line search; therefore, instead of v'*!,
we synchronize

K
Avi=XAa' =) ") X;Ad (16)

k=1 jeJy
over machines and then update v’*! locally on all machines by
B R

after the step size 7, is determined. Details of the communication overhead will be discussed
in Sects. 3.6 and 4.

3.2 Line search

After the update direction Aa’ is decided by solving (7) (approximately), we need to conduct
line search to find a step size satisfying condition (9) to ensure sufficient function value
decrease. On the right-hand side of (9), the first term is available from the previous iteration;
therefore, we only need to evaluate (10). From (15), this can be calculated by

A =g (V) A + (8 (—a' — Ad') — & (—a')). (17)

We require only O (1) communication overhead to evaluate the §* functions in Eq. (17), and
no additional computation is needed because the information of £*(—a’ — Aa’) is maintained
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Algorithm 1: Distributed backtracking line search

Input: o, Ae € RV, 8,7 € (0, 1), f(a) € R, v = Xa, Av = X At
Form a partition {Jk},f:1 of {1,...,n}
Calculate A in parallel: > O(1) communication

K
A = Z (ijg* (vt)T Avtfk + Z 57 (—Otj + Aotj) — EJ* (—otj)) .
k=1

J€Jk

n <1
Calculate f (e + nAa) using v and nAv > O(l) communication
while f(a + nAa) > f(a) +nrA; do

n < np

Calculate f (¢ + nAa) using v and nAv > O(l) communication
end
Output: n, f(x +nda)

when solving (7). Furthermore, because each machine has full information of Av’, v’, and
hence g*(v"), the first term in (17) can be calculated in a distributed manner as well to reduce
the computational cost per machine. Thus, we can combine the local partial sums of all
terms in (17) as a scalar value and synchronize it across machines. One can also see from this
calculation that synchronizing Av’ is inevitable for computing the required values efficiently.

For the left-hand side of (9), the calculation of the £ terms is distributed by nature as
discussed above. If g*(v) is separable, its computation can also be parallelized. Furthermore,
in some special cases, we are able to evaluate g*(v + 1 Av) using a closed-form formulation
cheaply. For example, when

1
* _ 2
g" @ = 3 vl
we have
1
g" @+nav) = 2 (17 +n? 140 + 2707 Av). (1)

In this case, we can precompute || Avl|| 2 and v” Av, then the calculation of (18) with different
n requires only O (1) computation without any communication. For the general case, though
the computation might not be this low, by maintaining both v and Aw, the calculation of
g(v 4+ nAv) requires no additional communication and at most O (n) computation locally,
and this cost is negligible as other parts of the algorithm incur more expensive computation.
The line search procedure is summarized in Algorithm 1.

The exact line search strategy is possible only when

df (o +nAa) _0
an -

has an analytic solution. For example, when f is quadratic, we can compute

3 f (o + nAa) —o —V ) Aa

- S AR 1
an " Aa’ V2 f(a)Aa’ (19

and then project 1 back to the interval {n | &« + nAa € £2}.
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3.3 Sub-problem solver on each machine

If B; satisfies (12), (7) can be decomposed into K independent sub-problems:

. 1
min V,,G* @) Aay, + 5 A€ (B Ay, + 30 6 (—of — ). (20)
T ieJy

Since all the information needed for solving (20) is available on machine k, the sub-problems
can be solved without any inter-machine communication.

Our framework does not pose any limitation on the solver for (7). For example, (7) can be
solved by (block) coordinate descent, (accelerated) proximal methods, just to name a few. In
our experiment, we use a random-permutation cyclic coordinate descent method for the dual
ERM problem (Hsieh et al. 2008; Yuetal. 2011; Chang and Yih 2013) as our local solver. This
method has been proven to be efficient in the single-core setting empirically; theoretically, it
is guaranteed to converge globally linearly (Wang and Lin 2014) and can outperform other
variants of coordinate descent on some cases (Lee and Wright 2019b; Wright and Lee 2017).
Other options can be adopted for specific problems or datasets under discretion, but such
discussion is beyond the scope of this work.

3.4 Output the best primal solution

The proposed algorithm is a descent method for the dual problem (2). In other words, it
guarantees that f(a’') < f(a’) for t; > t,. However, there is no guarantee that the cor-
responding primal solution w calculated by (5) decreases monotonically as well.> This is a
common issue for all dual methods. To deal with it, we keep track of the primal objectives of
all iterates, and when the algorithm is terminated, we report the model with the lowest primal
objective. This is known as the pocket approach in the literature of Perceptron (Gallant 1990).

3.5 Stopping condition

It is impractical to solve problem (2) exactly, as a model that is reasonably close to the opti-
mum can achieve similar or even identical accuracy performance compared to the optimum.
In practice, one can design the stopping condition for the training process by using the norm
of the update direction, the size of A,, or the decrement of the objective function value. We
consider the following practical stopping criterion:

)+ P < e (7 @)+ 17 (@)

where € > 0 is a user-specified parameter. This stopping condition directly reflects the model
quality and is easy to verify as the primal and dual objectives are computed at every iteration.

The overall distributed procedure for optimizing (2) discussed in this section is described
in Algorithm 2.

3 We will show in Sect. 4 that the primal objective converges R-linearly, but there is no guarantee on monotonic
decrease.
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Algorithm 2: Distributed block-diagonal approximation method for the dual ERM prob-
lem (2).

Input: A feasible a for (2), ¢ > 0
f <00, w <« 0

Compute 0 = Zf:l Ziéfk X_ia(; andE*(faO) > O(n) communication
Compute f(a®) by v° and £*(—a?)
forr=0,1,2,...do
Compute £ (w(a’)) by (5) > O(l) communication
if fP(w(a’)) < f then
| [ fPwe)), s < w@)
end
if @)+ fPwe)) < e(f@) + P @) then
| Output w and terminate
end
Decide af, b > 0 but not both 0
Each machine obtains Aa’Jk by approximately solving (20) independently and in parallel using the
local data, with B decided by (14)
Communicate Av' = YK | (Zje]k XjAOL.[/) > O(n) communication
— Variant I: Conduct line search through Algorithm 1 to obtain 7,
— Variant II: 5, < argmin, f (e’ + nAa’)

1

Each machine conducts in parallel: a’jk" <« a[Jk + onl’Jk, vt ol 0 Av'

end

3.6 Cost per iteration

In the following, we analyze the time complexity of each component in the optimization
process and summarize the cost per iteration of the proposed algorithm. For the ease of
analysis, we assume that the number of columns of X on each machine is O (N /K), and the
corresponding non-zero entries on each machine is O (#nnz/K ), where #nnz is the number
of non-zero elements in X. We consider general £* and g* and assume that the evaluations
for g(w), g*(v), and Vg*(v) all cost O(n).* The part of Vzg*(v) is assumed to cost at most
O(n) (both for forming it and for its product with another vector), for otherwise we can
simply replace it with a diagonal matrix as an approximation. In practice, performing exact
line search is impractical unless the problem structure allows. Therefore, in the following, we
only analyze the backtracking line search strategy. We also assume without loss of generality
that the cost for evaluating one &/ is proportional to the dimension of the domain, namely
O(c;), so the evaluation of §* costs O (N /K) on each machine.

We first check the cost for forming the problem (7). Note that we do not explicitly
compute the values of B; and VG*(a'). Instead, we compute only VG (a’)” Aae!, through
Vg*(vt)TAv’, and the part (Aa)T B, Ao under the choice (14) is obtained through | Ac||?
and (Av")TV2g*(v") Av’. Therefore, for the linear term, we need to compute only Vg*(v’),
which costs O (n) under our assumption given that v’ is already available on all the machines.
For the quadratic term, it takes the same effort of O (n) to get V2g*(v'). Thus, forming the
problem (7) costs O(n) in computation and no communication is involved. Note that when

4 We do not consider special cases such as g(w) = |[w|| 2 /2. In those cases, further acceleration can be derived
depending on the specific function structure.
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considering the local sub-problems (20), the cost remains O (n) as we just replace Av with
the local part X. j aj,, which is still a vector of dimension 7.

Next, the cost of solving (20) approximately by passing through the data for a constant
number of iterations 7" is O (T#nnz/K), as noted in most state-of-the-art single-core opti-
mization methods for the dual ERM (e.g., Hsieh et al. 2008; Yu et al. 2011). This part involves
no communication between machines as well.

For the line search, as discussed in Sect. 3.2, we first need to make Av’ available on all
machines. The computational complexity for calculating Av’ through (16) is O (#nnz/K),
and since the vector is of length n, it takes O (n) communication cost to gather information
from all machines. After Av’ is available on all machines and Vg*(v') is obtained, we
can calculate the first term of (17). This step costs O(n/K) and O(1) in computation and
communication, respectively. The term related to §* is a sum over N individual functions
and therefore costs O (N /K ). Thereafter, summing them up requires a O (1) communication
that can be combined with the communication for obtaining Vg* (v’ )T Av'. Given v and
Av', for each evaluation of f under different 7, it takes O(n) to compute v’ + nAv’ and
evaluate the corresponding g*. For the part of §*, it costs O (N /K) and O(1) in computation
and communication as it is a sum over N individual functions. In total, each backtracking
line search iteration costs O (n + N /K) computation and O (1) communication.

Finally, from (5), the vector w(a’) is the same as the gradient vector we need in (7), so
there is no additional cost to obtain the primal iterate, and evaluating the primal objective
costs O(n) for g(w(a’)) and O (#nnz/K) for X T w(a’) in computation. Thus the cost of
the primal objective computation is O (#nnz/K + n). It also takes O (1) communication to
gather the summation of &; over the machines.

By assuming that each row and each column of X has at least one non-zero entry (for
otherwise we can simply remove that row or column), we have n + N = O(#nnz). In
summary, each iteration of Algorithm 2 costs

#nnz N .
(0] ( +n+ (E + n) X #(line search))

K

in computation and
O (n + #(line search))

in communication. Later, we will show in Sect. 4 that the number of line search iterations is
upper-bounded by a constant. Therefore, the overall cost per iteration is O (#nnz/K + n) in
computation and O (n) in communication.

4 Analysis

Our analysis consists of four parts. The first three parts consider a general scenario and
provide worst-case convergence guarantees of the proposed algorithm. The last part considers
a special choice of B; [see (13)], which leads to a better convergence rate when the learning
objective satisfies certain conditions. Specifically, we first consider the situation when the
sub-problem (7) is solved to optimality every time. We demonstrate that when the objective
function satisfies the Kurdyka-Lojasiewicz inequality (Lojasiewicz 1963, 1993; Kurdyka
1998), the proposed algorithm converge globally linearly. Next, we show that even if the

5 The Kurdyka-Lojasiewicz inequality is much weaker than strong convexity; therefore, our analysis is
general.
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sub-problem is solved only approximately, global linear convergence is still retained under

the same condition. Then, based on the relation (5), we show that as long as the dual objective

converges globally linearly, so does the primal objective. Finally, we investigate the choice

of B; and provide an explanation on why the special choice of (14) (in particular with aﬁ >0

and @), small) improves the convergence rate and therefore the communication complexity.
Throughout this section, we assume that either of the following holds.

Assumption 2 The function £ is differentiable and its gradient is p-Lipschitz continuous for
some p > 0. That is,

IVE(z1) — V&) = plizt — 22l Vzi, 22
Assumption 3 The function £ is L-Lipschitz continuous for some L > 0.
|§(z1) —§(z2)] = Lllz1 — z2ll,  Vz1, 22.

These assumptions on & are less strict than requiring each sub-component &; to satisfy
certain properties.

4.1 Convergence analysis when sub-problems are solved exactly

We assume the following condition based on the Kurdyka-tojasiewicz (KL) inequality
(Lojasiewicz 1963, 1993; Kurdyka 1998) holds.

Assumption 4 The objective function in the dual problem (2) satisfies the Kurdyka-

Lojasiewicz inequality with exponent 1/2 for some p > 0. That is,

Mingey @ 18117 mingege—a) VG (@) + s||?
21 N 2un

where f* is the optimal objective value of the dual problem (2), and 3" (—ea) is the set of
sub-differential of £ at —a.

fle)— f* < Vo € 2. Q1)

The following lemma shows that Assumption 2 implies Assumption 4.

Lemma 1 Consider the primal problem (1). If Assumption 2 holds, then the dual problem
satisfies (21) with u = 1/ p.

We start from showing that the update direction is indeed a descent direction and Algo-
rithm 1 terminates within a bounded number of steps.

Lemma 2 If B; is chosen so that the smallest eigenvalue of B; is no smaller than some
constant C1 (which can be nonpositive) for all t, and Q"g’ is Co-strongly convex for some
Cr > 0forallt and C1 + Cy > O, then the update direction obtained by solving (7) exactly
is a descent direction, and Algorithm 1 terminates in finite steps, with the generated step size
lower bounded by

Ny = min <1, ﬂ(l — T)U (Cl + C2)> . Vt.

RERY

In contrast to most Newton-type methods such as Tseng and Yun (2009), Lee et al. (2014)
that require B; to be positive definite, the conditions required in Lemma 2 are weaker, as
even if B; is not positive definite, Q"ét can be strongly convex when Assumption 2 holds.
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As our framework is more general, we allow a broader choice of B;. In Lemma 2, consider
the choice of B; in (14), since I:Im, is positive semidefinite, we have that C; = aé. For C», if
Assumption 2 holds, then since £* is (1/p)-strongly convex, we have that C, = C| + 1/p,
and otherwise C, = Cj.

Now, we are ready to show the global linear convergence of the proposed algorithm 2 for
solving (2).

Theorem 1 If Assumption 4 holds, there exists C3 > 0 such that | B;|| < C3 for all t, and
the conditions in Lemma 2 are satisfied for all iterations for some Cy and C1 < Cs, then
the sequence of dual objective values generated by Algorithm 2 converges Q-linearly to the
optimum, with a rate of

feh - "

flah) — f*

<1_ uw(Cr+Cyr min{l ﬁ(l—f)ff(C1+C2)} v
- M(C1+C2)T+2<”X27§”2+C32) IXTXI|

4.2 Convergence analysis when sub-problems are solved approximately

In practice, when B, is not diagonal, the sub-problem (7) is usually solved by an iterative
solver and it is time consuming to obtain an exact solution. In this subsection, we show
that Algorithm 2 still converges linearly with inexact sub-problem solutions. Our analysis
is based on that in Lee and Wright (2019a), Peng et al. (2018) to assume that (7) is solved
y-approximately for some y € [0, 1), defined below.

Definition 1 We say that Aa’ solves (7) y-approximately for some y if
0% (Ad') — min 0% (Aa) <y (Qog, (0) —min QF, (Aa)) . (22)

We will show that linear convergence can be obtained as long as the problem (2) is convex
and the quadratic growth condition holds.

Assumption 5 The function f in the dual problem (2) satisfies the quadratic growth condition
with some © > 0. That is, let A be the solution set, then

f@ = f* =5 min o — a2 ve. 23)
2 a*eA

Notice that (Bolte et al. 2017, Theorem 5) has shown that (23) and (21) are equivalent when
f is convex. Here we use this equivalent condition for the ease of the convergence proof.
We are now able to present the convergence results of the inexact version of our algorithm.

Lemma 3 If B; is chosen so that the smallest eigenvalue of B; is no smaller than some
constant C1 (can be nonpositive) for all t, Q‘l"; is Ca-strongly convex for some Co > 0 for all
t, and (1 + /y)C1 + (1 — /y)C2 > 0, then the update direction obtained by solving (7) at
least y-approximately for some y € [0, 1) is a descent direction, and Algorithm 1 terminates
in finite steps, with the generated step size lower bounded by

B =)o (1+7) C1+ (1= 7) Cz))
[x7x] (1+7) '

7; > min (1, (24)
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Theorem 2 [f Assumption 5 holds, there exists C3 > O such that both ||B;|| < C3 and the
conditions in Lemma 3 are satisfied for all t for some Cy € [0, C3], Ca, and y € [0, 1), then
the dual objective sequence generated by Algorithm 2 converges Q-linearly as follows.

f (at+l) _ f*
fat) — f*
. BU-0)o ((1-1)C1+(1-y7)*Ca .
—I&mln!l—% ( TXTX]] ) s fin =265,
_ 25
= c . ﬂ(lfr)a((1*}’)C1+(1*\/7)2C2) 2
-1 (1 - 73) min {1 -y, TX7X]] S else.

4.3 Convergence of the primal objective using w(a)

Next, we show the convergence rate of the primal problem (1) based on the above linear
convergence results for the dual problem. Our analysis here needs neither Assumption 4 nor
Assumption 5 to hold. The following theorem is obtained from the duality gap guarantees of
the algorithms in Bach (2015), Shalev-Shwartz and Zhang (2012), through taking the dual
iterates generated by Algorithm 2 and their corresponding primal iterates in (5) as the initial
point for their algorithms.

Theorem 3 For any € > 0 and any €-accurate solution o for (2), the w obtained through (5)
is:

1. (e(1+ p||XT X ||/0))-accurate for (1), if Assumption 2 holds, or
2. (max{2e, /8€¢||XT X| L?/c})-accurate for (1), if Assumption 3 holds.

By noting that log \/1/€ = log(1/€)/2, we get the following corollary.

Corollary 1 Ifwe apply Algorithm 2 to solve a regularized ERM problem that satisfies either
Assumption 2 or Assumption 3, and the dual objective at the iterates a' converges Q-linearly
to the optimum, then the primal objective evaluated at the iterates w' obtained from the dual
iterates &' via (5) converges R-linearly to the optimum at the rate given by Theorem 2.

4.4 Convergence improvement by using the specific choice of B,

Our analysis so far does not consider the effect of the specific choices of (14) in the quadratic
approximation. These results provided a worst-case guarantee that ensure the proposed
algorithms are provably efficient even for ill-conditioned problems. In the following, we
demonstrate that in most cases, the choice of B, in (14) leads to a better convergence rate
because it leverages the curvature information of the original problem to improve the problem
condition.

In particular, we assume the following.

Assumption 6 In (2), the smooth term G* is L p-Lipschitz continuously differentiable with
respect to the seminorms induced by the matrices B; defined in (14) around the point o’ :
L
G* (@) < G* (') + VGH @) (a — ') + 73
Yo € 2 close enough to a’, Vz. (26)

12
e — o[,
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The objective function f has quadratic growth with factor up with respect to the same
seminorms:

f )= f* = 57 min o — o[} Ve Ve € 2. @n

Without loss of generality, we assume pup < 2.

The assumption states that using the matrix B; defined in (14) gives a better problem
condition under the norm change (note that | X7 X||/(io) is the condition number of the
dual problem under the Euclidean norm). The Lipschitz continuity part is only needed locally
as in our convergence proof, this constant is only used for the step size bound, which is for the
local behavior in the region between the current and the next iterates. When G* is quadratic,
i.e., when g(-) = || - [|>/2in (1), B, becomes a fixed matrix if a} and a} are fixed over 7, and
this seminorm definition is more intuitive and can be verified easily. In particular, in this case
V3G(a) = XTX, so0

V2G < KHy,Va,
6 < XTI 28)
VoG =X X,
where the first inequality is from the observation that
I 2 K 2
ZociX,- SKZ ZO(,’X,’ . (29)
i=1 k=1 |[ieJ

We can now show the improved convergence results. We start from that the preconditioner
can increase the step size.

Lemma4 Giveno!, ifwe use B; defined in (14) to form the sub-problem (7), the sub-problem
is solved at least y-approximately for some y € [0, 1), and Assumption 6 holds, then the
obtained update direction Aa' satisfies

1
I+ /v
Moreover, given B, T € (0, 1), Algorithm I produces a step size lower-bounded by

261 —1) }
’LB(1+ﬁ) '

|aa' [, (30)

Ay < —

Nt Zmin{1

If Lp is much smaller than L, Lemma 4 provides a step size larger than what we had from
the general analysis. By utilizing the inequalities in (28) for an upper bound on Lz, we can
see that usually a step size no smaller than af /K can be expected if a| € [0, K].

Note that we can take the larger of the bound from Lemma 3 and that from Lemma 4, so
we are always guaranteed to have a bound that is no worse. We therefore assume without
loss of generality that the bound from Lemma 4 is the larger one.

We proceed on to the improved convergence speed on the dual problem.

Theorem 4 [f Assumption 6 holds, and the conditions in Lemma 4 are satisfied for all itera-
tions, then the sequence of dual objective values generated by Algorithm 2 with B; defined
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in (14) converges Q-linearly to the optimum, with the rate being
) - s =y
fla)—f* — 4
_ 1— 1—
cotmus L A-y) BA-D)( ﬁ)}.

€1V}

- 2 2 Lp (32)
When Lp/up is much smaller than the condition number || X7 X||/(uo) defined by the
Euclidean norm, which is usually the case as B, approximates the Hessian closely, the rate in
(32) is significantly faster than the best possible rates in Theorems 1 and 2 obtained by making
the algorithm the proximal gradient method with a fixed step size. Finally, by combining
Theorem 4 and Theorem 3, we get a faster convergence rate for the primal objective as well.

Corollary 2 If we apply Algorithm 2 with B, defined in (14) to solve a regularized ERM
problem that satisfies either Assumption 2 or Assumption 3, and Assumption 6 holds, then
the primal iterates w(a') obtained from the dual iterates o' via (5) give primal objectives
that converge to the optimum R-linearly at the rate given by Theorem 4.

5 Related works

The general convergence theory of the inexact version of our general framework in Sect. 2
follows from Lee and Wright (2019a), Peng et al. (2018) on the line of inexact variable metric
methods for regularized optimization. The analysis of the exact version, derived independent
of the theory in Lee and Wright (2019a), Peng et al. (2018), is applicable to a broader choice
of sub-problems, in the sense that indefinite B; is allowed in the exact version.

On the other hand, our focus is on how to devise a good approximation of the Hessian
matrix of the smooth term that makes distributed optimization efficient. Works focusing on
this direction for dual ERM problems include (Pechyony et al. 2011; Yang 2013; Ma et al.
2017). Pechyony et al. (2011) discusses how to solve the SVM dual problem in a distributed
manner. This problem is a special case of (2); see Sect. 6.1 for more details. They proposed
a method called DSVM-AVE that iteratively solves (7) using the B; defined in (14) with
aj =1, a} = 0 to obtain the update direction, while the step size 1, is fixed to 1/K . Though
they did not provide theoretical convergence guarantee in Pechyony et al. (2011), with the
understanding the SVM dual problem is quadratic, our analysis in Lemma 4 and the bound
in (28) gives convergence guarantee for their choice.

In Yang (2013), the algorithm DisDCA is proposed to solve (2) under the assumption
that g is strongly convex. They consider the case ¢; = 1 for all i, but the algorithm can
be directly generalized to ¢; > 1. DisDCA specifically uses the stochastic dual coordinate
descent (SDCA) method (Shalev-Shwartz and Zhang 2013) to solve the local sub-problems,
while the choice of B; is picked according to the algorithm parameters. To solve the sub-
problem on machine &, each time SDCA samples one entry iy from J; with replacement and
minimizes the local objective with respect to a;, . At each iteration of their algorithm, each
time machine k selects my entries in uniform random to form the sub-problem, and let us
denote m:= Zf: 1 M. The first variant of DisDCA, called the basic variant in Yang (2013),
sets By in (7) as

(B = {Z’TlxiTx.,' if x;, x ; are from the same X for some k sampled,

0 else,
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and the step size is fixed to 1. In this case, it is equivalent to splitting the data into / blocks,
and the minimization is conducted only with respect to the blocks selected. If we let I be the
indices not selected, then following the same reasoning for (29), we have

143261 ) < d" Bid, Vd such thatd; =0, Ve, (33)

where the equality holds when all X are identical, |I| = [ — m, and d incurs the largest
possible eigenvalue of V2G*(a) (which is equivalent to 1/o as the Lipschitz parameter
suggests). Therefore, by (33) and the Lipschitz-continuous differentiability of G*, it is not
hard to see that in this case minimizing Q"I‘;r directly results in a certain amount of function
value decrease. The analysis in Yang (2013) then shows that the primal iterates {w;} obtained
by substituting the dual iterates {e;} into (5) converges linearly to the optimum when all &;
have Lipschitz continuous gradient and converges with a rate of O(1/€) when all & are
Lipschitz continuous by using some proof techniques similar to that in Shalev-Shwartz and
Zhang (2012). As we noted in Sect. 4, this is actually the same as showing the convergence
rate of the dual objective and then relating it to the primal objective.
The second approach in Yang (2013), called the practical variant, considers

B = Exlx; ifz()=n()).
g 0 else,

and takes unit step sizes. Similar to our discussion above for their basic variant, QOI(F, in this
case is also an upper bound for the function value decrease if the step size is fixed to 1, and
we can expect this method to work better than the basic variant as the approximation is closer
to the real Hessian and the scaling factor is closer to one. Empirical results show that this
variant is as expected faster than the basic variant, despite the lack of theoretical convergence
guarantee in Yang (2013).

Both DSVM-AVE and the practical variant of DisDCA are generalized to a framework
proposed in Ma et al. (2017) that discusses the relation between the second-order approx-
imation and the step size. In particular, their theoretical analysis for fixed step sizes starts
from (28) and the Lipschitz continuous differentiability of G* to form safe upper bounds for
the function value decrease. They considered solving (7) with B; defined as

By = Lxlx; ifm()=mn(j),

34
0 else, 34)

and showed that for @ € [1, K], a step size of a/K is enough to ensure convergence of the
dual objective, similar to our result in Lemma 4. As we discussed above for Pechyony et al.
(2011) and Yang (2013), this choice can be proven to ensure objective value decrease. Unlike
DisDCA which is tied to SDCA, their framework allows arbitrary solver for the local sub-
problems, and relates how precisely the local sub-problems are solved with the convergence
rate. If we ignore the part of local precision, the convergence rates of their framework shown
in Maetal. (2017) is similar to that of Yang (2013) for the basic variant of DisDCA. This work
therefore provides theoretical convergence rates similar to the basic variant of DisDCA for
both DSVM-AVE and the practical variant of DisDCA, and their experimental results shows that
the practical variant of DisDCA is indeed the most efficient. Notice that despite empirically
bettering the proximal gradient method, these works all provide convergence rates no better
than it. Fortunately, as these methods can be seen as special cases of our methods, with
our analysis in Sect. 4.4, we can explain why they are all faster than the proximal gradient
method. Our analysis in Sect. 4.4 is, up to our best knowledge, a novel result that shows
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how improved convergence speed can be obtained when the second-order approximation is
selected properly.

When we use the B; considered by those works in (7), the major algorithmic difference
is that we do not take a pre-specified safe step size. Instead, we dynamically find a possibly
larger step size that, according to (31), can provide more function decrease than directly
applying the lower bound in Lemma 4. We can see that the choice of a = 1 in (34) gives too
conservative the step size, while the choice of a = K might make the quadratic approximation
in (7) deviate from the real Hessian too far. In particular, assuming V2g = I, the case of a = 1
makes the Frobenius norm of the difference between VZG* and B, the smallest, while other
choices increase this value. This suggests that using a = 1 should be the best approximation
one can get, but even directly using V2G* might not guarantee decrease of the objective
value. Our method thus provides a way to deal with this problem by adding a low-cost line
search step. Moreover, by adding Assumption 5 that holds true for most ERM losses (see
discussion in the next section), we are able to show linear convergence for a broader class of
problems.

Most other distributed ERM solvers directly optimize (1). Primal batch solvers for ERM
that require computing the full gradient or Hessian-vector products are inherently paralleliz-
able and can be easily extended to distributed environments as the main computations are
matrix-vector products like Xw. It mostly takes only some implementation modifications to
make these approaches efficient in distributed environments. Among them, it has been shown
that distributed truncated-Newton (Zhuang et al. 2015; Lin et al. 2014), distributed limited-
memory BFGS (Chen et al. 2014), and the limited-memory common-directions method (Lee
et al. 2017) are the most efficient ones in practice. These methods have the advantage that
their convergences are invariant of the data partition, though with the additional requirement
that the primal objective is differentiable or even twice-differentiable in comparison with
ours. However, there are important cases of ERM problems that do not possess differen-
tiable primal objective function such as the SVM problem. In these cases, one still needs
to consider the dual approaches, for other wise the convergence might be extremely slow.
Another popular distributed algorithm for solving (1) without requiring differentiability is
the alternating direction method of multipliers (ADMM) (Boyd et al. 2011), which is widely
used in consensus problems. However, it has been shown in Yang (2013) and Zhuang et al.
(2015) that DisDCA and truncated-Newton outperforms ADMM on various ERM problems.

Many lately proposed distributed optimization methods focus on the communication effi-
ciency. By increasing the computation per iteration, they are able to use fewer communication
rounds to obtain the same level of objective value. However, these approaches either rely
on the stronger assumption that data points across machines are independent and identi-
cally distributed (i.i.d.), or has higher computational dependency on the dimensionality of
the problem. The former assumption may not hold in practice, while the latter results in
computational-inefficient and thus impractical methods. For example, Zhang and Lin (2015)
consider a damping Newton method with a preconditioned conjugate gradient (PCG) method
to solve the Newton linear system, with the preconditioner being the Hessian from a specific
machine. However, the computational cost of PCG is much higher because each iteration
of which involves inverting the local Hessian. The distributed SVRG method proposed by
Lee et al. (2015) has good computational and communication complexity simultaneously,
but needs the assumption that data points on each machine follow a certain distribution and
requires overlapping data points on different machines. This implies more communication
in advance to distribute data points, which is prohibitively expensive when the data volume
is huge. Indeed, instead of a real distributed environment, their experiment is simulated in
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a multi-core environment because of this constraint. We therefore exclude comparison with
these methods.

Recently, Zheng et al. (2017) adopted for DisDCA an acceleration technique in Lin et al.
(2015); Shalev-Shwartz and Zhang (2016), resulting in a theoretically faster algorithm. This
technique repeatedly uses DisDCA to solve a slightly modified objective every time to some
given precision, and reconstruct a new objective function based on the obtained iterate and
the previous iterate. The same technique can also be applied to this work in the same fashion
by replacing DisDCA with the proposed method. Therefore, we focus on the comparison with
methods before applying the acceleration technique, with the understanding that the faster
method of the same type before acceleration will result in a faster method after acceleration
as well. Moreover, what is the best way to apply the acceleration technique to obtain the
best efficiency for distributed optimization of ERM problems is itself another open research
problem. Issues including whether to apply it on the primal or the dual problem, should
restarting be considered, how to estimate the unknown parameters, and so on, are left to
future work.

6 Applications

In this section, we apply the proposed algorithm in Sect. 2 to solve various regularized
ERM problems and discuss techniques for improving the efficiency by utilizing the problem
structures. We will demonstrate the empirical performance of the proposed algorithms in

Sect. 7.
We first show that a class of problems satisfies Assumption 5.

Lemma5 (Necoara et al. (2019), Theorem 10) Consider a problem of the following form
min F(a):=g(Aa) + b o (35a)
o

subjectto Ca <d, (35b)

where g is strongly convex with any feasible initial point «°. Then F satisfies the condition
(21) in the level set {a | Caa < d, F(a) < F(oto)}for some [ > 0 that depends on the
initial point a®. If the constraint is a polytope, then the condition (21) holds for all feasible
a.

6.1 Binary classification and regression

The first case is the the SVM problem (Boser et al. 1992; Vapnik 1995) where ¢; = 1, and
given C > 0,

1
£(z) = Cmax(l — y;z,0), g(w) = Euwn?

with y; € {—1, 1}, Vi. Obviously, Assumption 1 holds with ¢ = 1 in this case, and &; are
1-Lipschitz continuous. Based on a straightforward derivation, we have that

1
g (Xa) = §||X0t||2, £ (—ai) = Ly, cy(aiyi) — aiyi, (36)
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where

0 ifxel0,C],

Tyo,c1(x):=
oo else.

Itis clear that & are C-Lipschitz continuous. For the dual problem, we see that the constraints
are of the form (35b), g* is strongly convex with respect to X e, and the remaining term —¢; y;
is linear, so the objective function satisfies the form (35a). Therefore, by Lemma 1, (21) is
satisfied. Therefore all conditions of Assumption 3 are satisfied. Hence from Corollary 1, our
algorithm enjoys linear convergence in solving the SVM dual problem.

Besides, we can replace the hinge loss (L1 loss) in SVM with the squared-hinge loss (L2
loss):

£(z) = Cmax(l — y;z, 0)?,

and then &; becomes differentiable, with the gradient being Lipschitz continuous. Therefore,
Assumption 2 is satisfied, and we can apply Corollary 1. We have that

2
& (—a;) = Lyo,00) (i yi) — i yi + ﬁ
One can observe that the dual objectives of the hinge loss and the squared-hinge loss
SVMs are both quadratic, hence we can apply the exact line search approach in (19) with
very low cost by utilizing the Av and v vectors.

Another widely used classification model is logistic regression, where

&(2):=Clog(1 4+ exp(—yiz)).
It can then be shown that the logistic loss is infinitely differentiable, and its gradient is
Lipschitz continuous. Thus, Assumption 2 is satisfied.
An analogy of SVM to regression is support vector regression (SVR) by Boser et al.
(1992); Vapnik (1995) such that the g function is the same and given C > 0 and € > 0,

Cmax(|z — yi| —€,0), or
&(z):= 2
Cmax(|z — yi| —€,0)7,

with y; € R for all i. Similar to the case of SVM, the first case satisfies Assumption 3°
and the latter satisfies Assumption 2. Often the first variant is called SVR and the second
variant is called L2-loss SVR. Note that the degenerate case of € = 0 corresponds to the
absolute-deviation loss and the least-square loss. In the case of the least-square loss, we again
can use the exact line search approach because the objective is a quadratic function.

Note that one can also replace g with other strongly convex functions, but it is possible
that (21) is not satisfied. In this case, one can establish some sublinear convergence rates by
applying similar techniques in our analysis, but we omit these results to keep the description
straightforward.

A short summary of various &;’s we discussed in this section is in Table 1.

6.2 Multi-class classification

For the case of multi-class classification models, we assume without loss of generality that
¢; =T forsome T > 1,and y; € {1,..., T} for all i. The first model we consider is the

6 Up to an equivalent reformulation of the dual problem by setting & = ¢ — e~ and &, @™ > 0.
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Table 1 Summary of popular ERM problems for binary classification (the range of y = {1, —1}) and for
regression (the range of y = R), where our approach is applicable. Our approach is also applicable to the
extensions of these methods for multi-class classification and structured prediction

Loss name & (z) Assumption Si* (—a)
L1-loss SVM Cmax(l —y;z,0) 3 Tjo,cp(@y;i) —ay;

2
L2-loss SVM C max(1 — y;z, 0)2 2 110,00 (@yi) — ayi + 7
Logistic regression Clog(1 + exp(—y;z)) 2 Tjo,cq(eey;) + ay; log(ery;)

+(C — ay;) log((C — ay;))

SVR Cmax(|z — yi| — €,0) 3 1i—c,ci(@) +€lo;| —ay;
L2-loss SVR C max(|z — y;| — €, 0)? 2 €laj| —ay; + %aZ
Least-square regression C(z — y,‘)2 2 —ay; + %0‘2

multi-class SVM model proposed by Crammer and Singer (2002). Given an original feature
vector x; € R”, the data matrix X; is defined as (It — eyilT) ® x;, where It is the T by
T identity matrix, e; is the unit vector of the i-th coordinate, 1 is the vector of ones, and ®
denotes the Kronecker product. We then get thatn = T2, and the multi-class SVM model uses

(wy=1 ]

g(w =3 wl”,

&i(z):=C max( max 1 — z;, 0) . 37
I<j<T

From the first glance, this £ seems to be not even Lipschitz continuous. However, its dual
formulation is

I
I TR
min | Xel?+) ) (@)

i=1 j#yi
subject to ociT1:0, i=1,...,1,
(0j); <0, Vj#y,i=1,...1,
(ej)y, <C, i=1,...,1, (38)

showing the boundedness of the dual variables «. Thus, the primal variable w(«¢) = X« also
lies in a bounded area. Therefore, &; (X lT w(e)) also has a bounded domain, indicating that by
compactness we can find L > 0 such that this continuous function is Lipschitz continuous
within this domain. Moreover, the formulation (38) satisfies the form (35), so (21) holds by
Lemma 1. Thus, Assumption 3 is satisfied. Note that in this case the objective of (38) is a
quadratic function so once again we can apply the exact line search method on this problem.

As an analogy of SVM, one can also use the squared-hinge loss for multi-class SVM (Lee
and Lin 2013).

2

& (2):=C max( max 1 — z;, 0> . 39)
I<j=<T

The key difference to the binary case is that the squared-hinge loss version of multi-class SVM

does not possess a differentiable objective function. We need to apply a similar argument as

above to argue the Lipschitzness of £. The dual formulation from the derivation in Lee and

Lin (2013) is
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min > L xel? +Z 3 (@ ),+Z (e )”

i=1j#yi
subject to oc,»T1:0,l =1,...,1,
(e;); <0, Vj #yi,i=1,...,1,

suggesting that each coordinate of « is only one-side-bounded, so this is not the case that &
lies explicitly in a compact set. However, from the constraints and the objective, we can see
that given any initial point oY, the level set {a | fle) < f (@} is compact. Because our
algorithm is a descent method, throughout the optimization process, all iterates lie in this
compact set. This again indicates that w(a) and X l.Tw(oc) are within a compact set, proving
the Lipschitzness of &; within this set. The condition (21) is also satisfied following the same
argument for the hinge-loss case. Therefore, Assumption 3 still holds, and it is obvious that
we can use the exact line search method here as well.

We can also extend the logistic regression model to the multi-class scenario. The loss
function, usually termed as multinomial logistic regression or maximum entropy, is defined
as

exp(2y,) )
i1 exp()
It is not hard to see that Assumption 2 holds for this problem. For more details of its dual

problem and an efficient local sub-problem solver, interested readers are referred to Yu et al.
(2011).

§i(z):=—log (

6.3 Structured prediction models

In many real-world applications, the decision process involves making multiple predictions
over a set of interdependent output variables, whose mutual dependencies can be modeled
as a structured object such as a linear chain, a tree, or a graph. As an example, consider
recognizing a handwritten word, where characters are output variables and together form
a sequence structure. It is important to consider the correlations between the predictions
of adjacent characters to aid the individual predictions of characters. A family of models
designed for such problems are called structured prediction models. In the following, we
discuss how to apply Algorithm 2 in solving SSVM (Tsochantaridis et al. 2005; Taskar et al.
2004), a popular structured prediction model.

Different from the case of binary and multi-class classifications, the output in a structured
prediction problem is a set of variables y; € );, and ) is the set of all feasible structures. The
sizes of the input and the output variables are often different from instance to instance. For
example, in the handwriting recognition problem, each element in y represents a character
and )Y is the set of all possible words. Depending on the number of characters in the words,
the sizes of inputs and outputs vary.

Given a set of observations {(x;, y,-)}gzl, SSVM solves

[
I TR
min fw|?+C Y L)

w¥ i=1

subjectto w’ @(y, y;, %) = A(y;, y) — i, VyeV, i=1,....1, (40
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where C > 0 is a predefined parameter, ¢ (y, y;, x;) = @(x;, y;) — P(x;,y), and @ (x, y)
is the generated feature vector depending on both the input x and the output structure y. By
defining features depending on the output, one can encode the output structure into the model
and learn parameters to model the correlation between output variables. The constraints in
problem (40) specify that the difference between the score assigned to the correct output
structure should be higher than a predefined scoring metric A(y, y;) > 0 that represents the
distance between output structures. If the constraints are not satisfied, then a penalty term ;
is introduced to the objective function, where £(1) defines the loss term. Similar to the binary
and multi-class classifications cases, common choices of the loss functions are the L2 loss
and the L1 loss. The SSVM problem (40) fits in our framework, depending on the definition
of the features, one can define X; to encode the output y. One example is to set every column
of X; as a vector of the form ¢ (y, y;, x;) with different y € );, and let §; (X lT w) in problem
(1) be

§i(z) = Cfvne%;i LAY Y) = 2y)- (41)

Here, we use the order of y appeared in the columns of X; as the enumerating order for the
coordinates of z.

We consider solving problem (40) in its dual form (Tsochantaridis et al. 2005). One can
clearly see the similarity between (41) and the multi-class losses (37) and (39), where the
major difference is that the value 1 in the multi-class losses is replaced by A(y,, y). Thus, it
can be expected that the dual problem of SSVM is similar to that of multi-class SVM. With
the L1 loss, the dual problem of (40) can be written as,

1
1 2
min SXel? =3 Y7 A, ey,

o

i=1 yedi.y#y;
subject to aiTl =0,i=1,...,1,
(ai)y <0,Vy e,y #yi=1....1
(i)y, <C,i=1,...,L (42)

With the L2 loss, the dual of (40) is

min %nXanz—Z S A @y, +Z(( D"

i=1y#y;
subjectto ! 1=0,i=1,...,1,
())y <0,Vye i, y#y.i=1,...,L (43)

As the dual forms are almost identical to that shown in Sect. 6.2, it is clear that all the analysis
and discussion can be directly used here.

The key challenge of solving problems (42) and (43) is that for most applications, the size
of ; and thus the dimension of « is exponentially large (with respect to the length of x;),
so optimizing over all variables is unrealistic. Efficient dual methods (Tsochantaridis et al.
2005; Lacoste-Julien et al. 2013; Chang and Yih 2013) maintain a small working set of dual
variables to optimize such that the remaining variables are fixed to be zero. These methods
then iteratively enlarge the working set until the problem is well-optimized.” The working

7 This approach is related to applying the cutting-plane methods to solve the primal problem (40) (Tsochan-
taridis et al. 2005; Joachims et al. 2009).

@ Springer



Machine Learning

set is selected using the sub-gradient of (40) with respect to the current iterate. Specifically,
for each training instance x;, we add the dual variable o; j corresponding to the structure y
into the working set, where

¥ =arg;xg;sz¢<y,yi,xi) — Ay ). (44)

Once « is updated, we update w accordingly. We call the step of computing eq. (44) “infer-
ence”, and call the part of optimizing Eq. (42) or (43) over a fixed working set “learning”.
When training SSVM in a distributed manner, the learning step involves communication
across machines. Therefore, inference and learning steps are both expensive. Our algorithm
can be applied in the learning step to reduce the rounds of communication, and linear con-
vergence rate for solving the problem under a fixed working set can be obtained.

SSVM s an extension of multi-class SVM for structured prediction. Similarly, conditional
random fields (CRF) (Lafferty et al. 2001) extends multinomial logistic regression. The loss
function in CRF is defined as the negative log-likelihood:

exp(zy,)
(2):=—1 . 45
& (2):= — log <Zyey,. o (zy)) (45)

Similar to multinomial logistic regression, Assumption 2 holds for (45).

7 Experiments

We conduct experiments on different ERM problems to examine the efficiency of variant
realizations of our framework. The problems range from binary classification (i.e., ¢; = 1) to
problems with complex output structures (i.e., each ¢; is different), and from that exact line
search can be conducted to that backtracking using Algorithm 1 is applied. For each problem,
we compare our method with the state of the art approaches, and the data is partitioned
evenly across machines in terms of the number of data points without randomly shuffling the
instances in advance, so it is possible that the data distributions on different machines vary.

For the case of ¢; = 1, we consider two linear classification tasks. To evaluate the situation
of larger ¢;, we take SSVM as the exemplifying application.

7.1 Binary linear classification

The proposed framework is suitable for training large machine learning models on data where
numbers of instances and features are both large. It is especially useful in a practical setting
where data instances are stored distributedly on multiple machines. This setting is common
on web data due to efficiency and privacy concerns. We therefore consider the following
large-scale datasets in our experiments.

— webspam (Wang et al. 2012) is a binary classification task aiming at detecting if a web
page is created to manipulate search engines. We use bag-of-words model with n-gram
(n < 3) to extract features.

— url (Maetal. 2009) detects malicious URLs based on their lexical and host-based features.

— KDD2010-b is dataset used in KDD Cup 2010 with the goal to predict students’ perfor-
mance based on logs of their interaction with an educational system. We follow (Yu et al.
2010) to extract features.
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Table 2 Data statistics

Data set #instances (/) #features (n) #nonzeros

webspam 350,000 16,609,143 1,304,697,446
url 2,396,130 3,231,961 277,058,644
KDD2010-b 19,264,097 29,890,095 566,345,888

The statistics of the data are summarized in Table 2.3

We consider both linear SVM and L2-regularized logistic regression discussed in Sect. 6.1.
The comparison criteria are the relative primal and dual objective distances to the optimum,
respectively defined as

P ) _ £*
‘f (w (@)~ f , )

I

where f* is the optimum we obtained approximately by running our algorithm with a tight
stopping condition. Note that the optimum for the dual and the primal problems are identical
except the flip of the sign, according to strong duality. We examine the relation between these
values and the training time. We fix C = 1 in this experiment. The distributed environment
is a cluster of 16 machines connected through MPI.

We compare the methods below whenever applicable.

‘f(ot’) — =/
b f*

— BDA: the Block-Diagonal Approximation method proposed in this paper. For the dual
SVM problem, we utilize its quadratic objective to conduct exact line search while back-
tracking line search is used with the parameters being ¢ = 1072, 8 = 0.5 for logistic
regression. For B; in (14), we use aﬁ = 1 for all problems, as it is the closest block-
diagonal approximation of the Hessian. We set aé = 1073 in the hinge-loss SVM problem
and @, = 0 in the other two whose dual objectives are strongly convex.

— DisDCA (Yang 2013): we use the practical variant for it outperforms th basic variant
empirically. Moreover, experimental result in Ma et al. (2017) showed that this algorithm
(under a different name CoCoA+) is faster than DSVM-AVE, and the best solver for the
local sub-problems is indeed SDCA used in Yang (2013).

— L-CommDir (Lee et al. 2017): a state-of-the-art distributed primal ERM solver that has
been shown to empirically outperform existing distributed primal approaches. We take
the experimental setting in Lee et al. (2017) to use historical information from the latest
five iterations.

— TRON (Zhuang et al. 2015; Hsia et al. 2017): a distributed implementation for ERM
problems of the trust-region truncated Newton method proposed by Steihaug (1983).

All methods are implemented in C++. We use the implementation of L-CommDir and TRON
in the package MPI-LIBLINEAR 2.11.° These two methods require differentiability of the
primal objective, so we apply them only on squared-hinge loss SVM and logistic regression
problems. We implement DisDCA and BDA with the local sub-problem solver being the
random permutation cyclic coordinate descent (RPCD) for dual SVM (Hsieh et al. 2008) and
for dual logistic regression (Yu et al. 2011). Note that the original solver in Yang (2013) is
the dual stochastic coordinate descent algorithm in Shalev-Shwartz and Zhang (2013) that
samples the coordinates with replacement, but it has been shown in Shalev-Shwartz and

8 Downloaded from http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/.

9 http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/distributed-liblinear/.
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Zhang (2013) that empirically RPCD is faster, and therefore we apply it in DisDCA as well.
At each iteration, we run one epoch of RPCD on each machine, namely we pass through
the whole dataset once, before communication. This setting ensures that DisDCA and BDA
have computation-to-communication ratios similar to that of L-CommDir and TRON, so our
results represent both a comparison for the training time and a comparison for the number of
communication rounds.

The comparison of the dual and primal objectives are shown in Figs. 1, 2 and 3. For
webspam and url that are easier to solve, we present the result of running different algorithms
for 500 s. For the more difficult problem KDD2010-b, we run all algorithms for 10, 000 s.

We first discuss the dual objectives. We can see that our approach is always better than
state of the art for the dual problem. The difference is more significant in the SVM problems,
showing that low-cost exact line search has its advantage over backtracking, while back-
tracking is still better than the fixed step size scheme. The reason behind is that although the
approach of DisDCA provides a safe upper bound model for the objective difference such
that the local updates can be directly applied to ensure the objective decrease, this upper
bound might be too conservative as suggested by Ma et al. (2017), but more aggressive upper
bound modelings might be computationally impractical to obtain. On the other hand, our
approach provides an efficient way to dynamically estimate how aggressive the updates can
be, depending to the current iterate. Therefore, the objective can decrease faster as the update
is more aggressive but still safe in terms of ensuring sufficient objective value decrease.
Investigation of the step sizes generated by line search in Sect. 7.3 will show that the step
sizes are indeed not fixed throughout the optimization procedure, indicating that a fixed step
size scenario might not be ideal.

Now we turn to the primal objectives. Note that the step-like behavior of BDA is from that
we use the best primal objective up to the current iterate discussed in Sect. 3.4. Although
aggressive step sizes in BDA results in less stable primal objective progress especially in the
beginning, we observe that BDA still reaches lower primal objective faster than DisDCA, and
the behavior of the early stage is less important. For the case of hinge-loss SVM, BDA is
always the best, and note that only dual approaches are feasible for hinge loss as it is not
differentiable. When it comes to squared-hinge loss SVM, in which case exact line search for
the dual problem can still be conducted, BDA outperforms all primal and dual approaches. The
dual problem of logistic regression is not a quadratic one, hence we cannot easily implement
exact line search and need to resort to the backtracking approach in Algorithm 1. We can see
that for this problem, L-CommDir has an advantage in the later stage of optimization, while
BDA and DisDCA are competitive till a medium precision, which is usually enough for linear
classification tasks. In most cases, TRON is the slowest method.

7.2 Structured learning

We perform experiments on two benchmark tasks for structured prediction, part-of-speech
tagging (POS) and dependency parsing (DEP). For both tasks, we use the Wall Street Journal
portion of the Penn Treebank (Marcus et al. 1993) with the standard split for training (section
02-21), development (section 22), and test (section 23). POS is a sequential labeling task,
where we aim at learning part-of-speech tags assigned to each word in a sentence. Each
tag assignment (there are 45 possible tag assignments) depends on the associated word, the
surrounding words, and their part-of-speech tags. The inference in POS is solved by the
Viterbi algorithm (Viterbi 1967). We evaluate our model by the per-word tag accuracy. For
DEP, the goal is to learn, for each sentence, a tree structure which describes the syntactic
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Fig. 1 Comparison of different algorithms for optimizing the ERM problem on webspam with C = 1. We
show training time v.s. relative difference of the objectives to the optimal function value

dependencies between words. We use the graph-based parsing formulation and the features
described in McDonald et al. (2005), where we find the highest scoring parse using the
Chu-Liu-Edmonds algorithm (Chu and Liu 1965; Edmonds 1967). We evaluate the parsing
accuracy using the unlabeled attachment score, which measures the fraction of words that
have correctly assigned parents.

We compare the following algorithms using eight nodes in a local cluster. All algorithms
are implemented in JAVA, and the distributed platform is MPI.

— BDA: the proposed algorithm. We take aﬁ =K anda, = 1073 as ai = 1 is less stable in
the primal objectives, which is essential for the sub-problem solver in this application.

— ADMM-Struct: distributed alternating directions method of multiplier discussed in Boyd
etal. (2011).
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Fig. 2 Comparison of different algorithms for optimizing the ERM problem on url with C = 1. We show
training time v.s. relative difference of the objectives to the optimal function value

— Distributed Perceptron: a parallel structured perceptron algorithm described in McDon-
ald et al. (2010).

— Simple average: each machine trains a separate model using the local data. The final
model is obtained by averaging all local models.

For BDA and ADMM-Struct, the problem considered is SSVM in (40) with L2 loss. Dis-
tributed Perceptron, on the other hand, solves a similar but different problem such that no
regularization is involved. We set C = 0.1 for SSVM. Empirical experience suggests that
structured SVM is not sensitive to C, and the model trained with C = 0.1 often attains
reasonable test performance.

Both ADMM-Struct and BDA decompose the original optimization problem into sub-
problems, and we solve the sub-problems by the dual coordinate descent solver for L2-loss
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Fig.3 Comparison of different algorithms for optimizing the ERM problem on KDD2010-b with C = 1. We
show training time v.s. relative difference of the objectives to the optimal function value

SSVM proposed in Chang and Yih (2013), which is shown to be empirically efficient com-
paring to other existing methods. By solving the sub-problems using the same optimizers,
we can investigate the algorithmic difference between ADMM-Struct and BDA. For all algo-
rithms, we fix the number of passes through all instances to make inferences between any two
rounds of communication to be one, so that the number of inference rounds is identical to the
number of communication rounds. Although it is possible to alter the number of inferences
between two rounds of communication (or the number of communication between two rounds
of inferences) to obtain a faster running time, fine-tuning this parameter is not realistic for
users because this parameter does not affect the prediction performance, and thus there is no
reason to spend time retrain the model several times. For BDA and ADMM-Struct, each time
in solving the local sub-problem with a fixed working set, we let the local RPCD solver pass
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Fig.4 Comparison between different algorithms for structured learning using eight nodes. Training time is in
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Table 3 Percentage of training o webspam (%) url (%)  KDD2010-b (%)
time spent on line search. For
hinge and squared-hinge loss, Hinge 6.25 7.82 2.05

Variant II of Algorithm 2 is used, .
while Variant I is applied for Squared-hinge 9.87 10.64 750

logistic loss Logistic 0.47 5.00 4.55

through the local instances ten times. We note that this number of iterations may also affect
the convergence speed but we do not fine-tune this parameter for the same reason above.
For ADMM-Struct, the weight for the penalty term in the augmented Lagrangian also affects
the convergence speed.'? Instead of fine-tuning it, a fixed value of 1.0 is used. Note that
since Distributed Perceptron and BDA/ADMM-Struct consider different problems, instead
of showing objective function values, we compare the test performance along training time
of these methods.

Figure 4 shows the results. The x-axis is in log-scale. Although averaging local classifiers
achieves reasonable performance, all other methods improve the performance of the models
with multiple rounds of communications. This indicates that training models jointly on all
parts of data is necessary. Among different algorithms, BDA performs the best in both tasks. It
achieves the final accuracy performance (indicated when the accuracy stops improving) with
shorter training time comparing to other approaches. This result confirms that BDA enjoys a
fast convergence rate.

7.3 Line search

The major difference between our approach and most other dual distributed optimization
methods for ERM is the line search part. In this subsection we investigate the empirical cost
of line search. For this investigation, we use the information from the L2-regularized linear
classification experiments in Sect. 7.1.

In Table 3, we show the proportion of time spent on line search to the overall training
time. As the results indicate, the cost of line search is relatively low in comparison to solving
the local sub-problem and communicating Av. Note that the cost of line search for hinge

10 See, for example, Boyd et al. (2011) for details.
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and squared-hinge loss is independent to the final step size, as exact line search instead of
backtracking is applied.

7.4 Speedup

Finally, we examine the practical speedup of BDA. We pick webspam on L2-loss SVM as
a representative example for this experiment. We run different algorithms on {1, 2, 4, 8, 16}
machines and see how the training time and the overall running time (training time plus data
loading time) differ. We record the time for (46) to reach 10~2 in Fig. 5. The left column
represents the time measured using the primal objective, while the right column represents
that using the dual objective. We can see that when it comes to the training time, TRON has a
better speedup because its algorithmic behavior is invariant of how the data are distributed,
while BDA still enjoys better speedup than the state of the art dual solver DisDCA.

When the data loading time is combined, we can see that BDA has the best speedup, and
the reason can be seen from the third row of time profiling. We see that the bottleneck in the
single-machine case is data loading which is embarrassingly parallel, and the training time of
BDA is insignificant in comparison with the I/O time. Therefore, although the training time
speedup of BDA is not that significant, the running time speedup is very promising. Another
reason we cannot obtain good speedup in the training time is that the single-machine case
is already very efficient in comparison with TRON, so it is rather difficult to have further
improvement.

8 Discussion

As Sect. 4.4 suggests, if the block-diagonal matrix By is a tight approximation to the Hessian
of G*, BDA is expected to enjoy fast convergence. To achieve so, we might partition the data
in a better way such that those off diagonal-block entries in the matrix X7 X are as small as
possible, then the Hessian will also have smaller off-diagonal terms. However, repartitioning
the data across machines involves a significant amount of data transmission, and designing an
efficient mechanism to split the data into blocks with desirable properties is challenging. One
practically feasible scenario is the case where the data points are streamed in and partitioned
in an online fashion.

Notice that in (32), having a larger step size while maintaining a large pp leads to fast
convergence. However, balancing these two factors is not an easy task. One potential heuristic
is to adjust @} and a} dynamically based on the step size in the previous iteration.

One limitation of our current approach is that the algorithm does not scale strongly with
the number of machines when the data size is fixed. If the number of machines increases, B,
will contain more zero entries. This means the algorithm will be closer to a proximal gradient
method and converge slowly. This is inevitable for all distributed dual optimizers we discussed
in Sect. 5. However, in many real applications, distributed optimization techniques are used to
protect privacy or handle distributional data. In such applications, repartitioning data is costly
and may not be feasible. Therefore, the number of machines is predefined and practitioners
are concerned more about how to make the optimization procedure more efficient given the
fixed number of machines and the fixed data partitions, but not how to use more machines
for the same data to speed up the training process.

As mentioned in Sect. 5, just like Zheng et al. (2017) applied existing acceleration tech-
niques on top of DisDCA, our algorithm can also be combined with the acceleration techniques
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Fig.5 Speedup of different algorithms for training L2-loss SVM on webspam with C = 1

proposed by Shalev-Shwartz and Zhang (2016); Lin et al. (2015) to obtain a faster algorithm,
and we expect using our algorithm instead of DisDCA will be faster than the result in Zheng
et al. (2017) as our algorithm is faster than DisDCA in practice. This comparison will be an
interesting future work.

9 Conclusions

In this work, we proposed a distributed optimization framework for the dual problem of
regularized empirical risk minimization. Our theoretical results show linear convergence for
both the dual problem and the corresponding primal problem for a variety class of popular
problems whose dual problem is non-strongly convex. Our analysis further shows that when
the sub-problem can serve as a preconditioner to improve the problem condition, much better
convergence speed can be expected. Our approach is most powerful when it is difficult to
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directly solve the primal problem. Experimental results show that our method outperforms
state-of-the-art distributed dual approaches for regularized empirical risk minimization, and
is competitive to cutting-edge distributed primal methods when those primal methods are
feasible.
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A Proofs
A.1 Proof of Lemma 1

Proof By (Hiriart-Urruty and Lemaréchal 2001, Part E, Theorem 4.2.1), if Assumption 2
holds, then £*(-) and hence f is (1/p)-strongly convex. We thus have that for any a1, &, € 2
and any A € (0, 1],

Al —2)

f e+ 1 —2ar) <Af (@) +(1—2) f(a2) — 5 ey — el

which implies
1= (a2 + A (o) —a2)) — f (a2)
lloey — e[l + f / .

foy) = f(az) > o .

Let A — 07, we get
1
f ) — f () > %ual — ol + 5T (@) — ), Vs €3 f (@2).

By taking a» = o with any s € 9 f(«) and minimizing both sides with respect to o
simultaneously, we get (21) as s is arbitrary. O

A.2 Proof of Lemma 2 and 3

We can see that Lemma 2 is a special case of Lemma 3 with y = 0, so we provide detailed
proof for the latter only.
This result follows directly from Lee and Wright (2019a, Lemma 3), which implies (in

our notation)
(-yne .
A< 2( e +cl) |ac| @)

and

mZmin(l, ﬁ(l_f)a((1+~/7)cl+(1—«/7)C2)>.

[X7X[ (1 + )
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A.3 Proof of Theorem 1

Proof We first show the result for the variant of using backtracking line search. From (6),
(47) with y = 0, and (9), we have that

C C
@ - f@) < —nr S A (48)

From the optimality of Ae’ in (7), we get that

VG*(@') + B Aa’ +511 =0, (49)
for some §' 1! € 9&*(—a! — Aa’). By convexity, that the step size is in [0, 1], and the
condition (21), we have

@) = < (f (@ + Ac') = f5) + (A =n) (f (&) = %)
IVG (“t + A(xt) +§t+l “2
=

2p

+ 1 =n) (f () — 7). (50)
Now to relate the first term to the decrease, we use (49) to get

IVG@' + Aa’) + 5% < |VG* (&' + Ad') — VG* (@) + VG*(&') + 52
<2|VG*(@' + Aa') — VG*(a')|> + 2| B, A |?

2
IX7X||
< 2( . Il Ae’ |2 + 2B, |*|| Ae" |12, (51)

where in the second inequality, we used (a + b)2 < 2(a2 + bz) for all a, b, and in the
last inequality we used the Lipschitz continuity of VG*. We therefore get the following by
combining (50), (51), and (48).

T 2
flat) st ((”XUX”) + C%) AP + (1= n0) (f (') = 1)

I
IXTXIN | o) 207 (@) = f (@) by _
- ((o) +C3> wCrt e TAmmUE) =),
(52)
Let us define
Com <||XTX||>2+C2 2
" o @i+
then rearranging (52) gives
41y e A= +Cy) N px
(f@™) f)571+c4 (fle) = 7). (53)

Combining the above result with the lower bound of 1, from (24) shows the desired Q-linear
convergence rate. As of the exact line search variant, it produces an objective no larger than
the left-hand side of (53), so the same rate holds. m]
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A.4 Proof of Theorem 2

Proof This a direct application of Peng et al. (2018, Theorem 1). Their result implies

Fla)y = [l=nt—y) 4, if < 2Cs,
e = TG 54
f)—f l—ﬂtf(l—)/)( —7), else.

Using (24) in (54), we obtain (25). ]

A.5 Proof of Theorem 3

Proof Our proof consists of using e as the initial point, applying one step of some primal-dual
algorithm, then utilizing the algorithm-specific relation between the decrease in one iteration
and the duality gap to obtain the bound. Therefore we will obtain an algorithm-independent
result from some algorithm-specific results.

When Assumption 2 holds, (1) is the type of problems considered in Shalev-Shwartz and
Zhang (2012), and we have that §* is (1/p)-strongly convex. If we take e as the initial point,
and apply one step of their method to obtain the next iterate ™, from (Shalev-Shwartz and
Zhang 2012, Lemma 1), we get that for any s € [0, 1],

2

G,
e=f@=f@)zf@—f()zs (" @@)+f@)- ”‘20‘
2
>s (fP (w(@) — (w*)) — % (55)

where w* is the optimal solution of (1), and

Guim (XX = T - al?, - e 06 (X w @)

To remove the second term in (55), we set

o
0 = s=————¢€[0,1].

o(l —
P At .
5 o+ pIXTX]

This then gives

T
(1 + M) e> 17 ) - fF (w).

Although (Shalev-Shwartz and Zhang 2012, Lemma 1) is for the expected value of the
dual objective decrease at the current iteration and the expected duality gap at the previous
iteration, we can remove the expectations as the expected duality gap is actually a constant
for the initial point, and the expected function decrease cannot exceed the distance from the
current objective to the optimum.

When Assumption 3 holds, (1) falls in the type of problems discussed in Bach (2015). If
we take o« as the initial point, and apply one step of their method to obtain the next iterate
o, from the final inequality in the proof of Proposition 4.2 in Bach (2015) and weak duality,
we get

(sR)?
20

€>s (fP (w(w) — fF (w*)) Vs € [0, 1], (56)
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where

R%= max | X (@— B2 < HXTX
a,Be2

max |l — BJ> < 4 HXTXH 12, (57)

o,BeR

In the last equality we used (Rockafellar 1970, Corollary 13.3.3) such that if ¢(-) is L-
Lipschitz continuous, then the radius of dom(¢*) is no larger than L. Now take s =

min{1, \/20€/R?}, we get that

2ez e+ B> Py~ P, ifex> K
,/215;i > P w) - (w*), else.

These conditions and (57) indicate that

2¢R? 8ellXT X|| L2
fP (w) — fP (w*) < max { 2e, o < max { 2, %

A.6 Proof of Lemma 4

Proof The part of (30) follows directly from the proof of Lee and Wright (2019a, Corollary 1).
Notice that they required positive definiteness of the matrix for other parts stated in that
corollary but the part for (30) holds true as long as B; is positive semidefinite.

For the lower bound on the step size, we notice that for any n € [0, 1],

f (oct + nAoz') —f (a’)
= G*(a' +nda’) — G* () + £ (—a' —nAa’) — &* (—a')

2
< 1V6* (@) aa + T8 |aal [} (o! —nda) -6 (<) 59

2
VG (o) Ad' +n (8" (o' — Ad') — £ (—a')) + 2 Ly | Ae ||Zt (59)

2
_Len’ (14 7)
2

IA

L 2
7l aa' 3, < nay

nA; + 5

Ay, (60)

where we used (26) in (58), the convexity of £*(—-) in (59), and (30) in (60). We can therefore
see that (9) is satisfied when

(,, L (14.47)

Ay < nTt A,
) )z_flft

As A; < 0 from (30), we have that (9) holds whenever

2(1—1)
N ———.
Ly (1+7)
After considering the overshoot of backtracking by a factor of S, this inequality leads to the
desired step size bound. O
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A.7 Proof of Theorem 4

Proof We define (Aa’)* as the optimal solution for (7) at the ¢-th iteration and start from Lee
and Wright (2019a, Lemma 5), which states that when f is convex, we have the following
inequality.

' )LZ . 2
0%, ((aa')") = =2(/ (&) = £*) + - min o' — [ V2 € [0, 11
By utilizing (27), we further deduce that
22

0% ((2a')") < =2 (f () = f7) + o (@)= r)vieo e

which attains the minimal value at A = pp /2, which is in [0, 1] according to our assumption
that up < 2. By considering the line search stopping condition (9) and using A = pp/2 in
(61), we can see that since B, is positive semidefinite,

1
£+ nae) - f @) < neas < ne (3043 Jaal[} ) = ne g, (A0)
<t (=) Q% ((Ac)") = —mir (1 =) B2 (£ (@) = F7).
Finally, by taking in the step size in Lemma 4, we see that the convergence speed is
fle™) =1 =7 +maa) - f*

t(l—y)up . 26(0—1) : *
(1—4mln{1,mm9]> (f(oc)—f)

<1—Wmin{(l_y),ﬂ(l_f)(l_ﬁ)}>(f(at)—f*).

IA

2 2 Lp
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