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Key Points 9 

• Evaluating options for promoting uniform hydraulic fracture growth and maximizing 10 

fracture area. 11 

• High pressure “large limited entry” can be effective when most stress variation is from in-12 

situ stress instead of fracture interaction.  13 

• A lower pressure option with non-uniform fracture spacing is most effective when stress 14 

variation is mainly due to fracture interaction. 15 

Abstract  16 

Hydraulic fracturing enables oil and gas extraction from low-permeability reservoirs, but there 17 

remains a need to reduce the environmental footprint. Resource use, contaminant-bearing 18 

flowback water, and potential for induced seismicity are all scaled by the volume of injected fluid. 19 

Furthermore, the greenhouse gas emissions associated with each extracted unit of energy can be 20 

decreased by improving resource recovery. To minimize fluid use while maximizing recovery, a 21 

rapidly-computing model is developed and validated to enable the thousands of simulations needed 22 
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to identify opportunities for optimization. Lower pumping pressure approaches that minimize 23 

pressure loss through the wellbore perforations combined with non-uniform spacing are shown to 24 

be capable of substantially reducing fluid consumption and/or increasing created fracture surface 25 

area when the stress variation is mainly from fracture interaction instead of in-situ stress. When 26 

in-situ stress variation is dominant, “limited entry” methods promote more uniform growth but 27 

with higher pumping pressures and energy consumption. 28 

Plain Language Summary 29 

This paper identifies opportunities to drastically reduce (predicted for some cases up to 65%) water 30 

use associated with hydraulic fracture stimulation of low permeability (i.e. shale) oil/gas reservoirs 31 

with minimal impact on recovery rates. It also identifies opportunities to increase (up to 120%) the 32 

recovery rates of oil/gas for the same injected volume (i.e. keeping the injected volume the same). 33 

The key lies in leveraging the mechanics of fracture interaction to produce arrays of hydraulic 34 

fractures that are as uniform as possible while balancing an intrinsic trade-off between fracture 35 

aperture and surface area. To achieve optimal outcomes, there are different strategies including 36 

promoting uniform fracture growth by designing treatments with large pressure loss as fluid flow 37 

through the perforations in the casing and into the fracture (so-called “limited entry” method) and 38 

selecting non-uniform fracture spacing that balances the stresses induced by fracture growth. 39 

Through thousands of simulations enabled by a rapidly-computing simulator, we find different 40 

strategies are advantageous depending upon the reservoir conditions and most notably on the 41 

variability and/or uncertainty in the in-situ stress. This work therefore highlights an area of ongoing 42 

research capable of having an enormous, global impact on the environmental footprint of shale 43 

gas/oil production.  44 
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1. Introduction 45 

Hydraulic fracturing (HF) is a well-stimulation technique used in oil and gas wells for nearly 70 46 

years. One modern manifestation of this method, multistage fracturing of horizontal wells, uses 8-47 

40 million liters (2-10 million gallons) of water to fracture a single well (Kargbo et al., 2010). 48 

Concern has been raised over the increasing quantities of water for hydraulic fracturing in areas 49 

that experience water stress, particularly in arid or semi-arid regions, such as China’s Ordos Basin 50 

(Smakhtin et al., 2004; EIA, 2011) and the United States’ Eagle Ford formation and the Permian 51 

Basin (Scanlon et al., 2014; Kondash et al., 2018). In some areas, for example the Marcellus shale 52 

play in the Appalachian Basin, water is relatively plentiful but transportation is difficult and 53 

disposal options for flowback water are limited (Brantley et al., 2018; Mitchell et al., 2013). 54 

The particularities of water-related problems can therefore be specific to a region. However, the 55 

overall commonality is that water management presents one of the greatest challenges to both the 56 

present and future development of onshore oil and gas development throughout the world. Water-57 

related challenges and impacts can include resource scarcity (e.g., Smakhtin et al., 2004; Scanlon 58 

et al., 2014; Kondash et al., 2018), flowback of contaminated water (e.g., Shrestha et al., 2017; He 59 

et al., 2017; Sun et al., 2013; Xiong et al., 2016), pollution associated resource transportation (e.g., 60 

Brantley et al., 2018; Mitchell et al., 2013; Vengosh et al., 2014; Entrekin et al., 2018), and 61 

injection-induced seismicity (e.g., Ellsworth, 2013; Fischer, 2011; Guglielmi et al., 2015). These, 62 

and indeed most water-related challenges, risks, and impacts essentially scale in magnitude with 63 

the volume of fluid used for hydraulic fracturing (Vengosh et al., 2014; Entrekin et al., 2018; 64 

Ellsworth, 2013). Thus motivated, here we focus on two ways the process of extracting oil and/or 65 

gas from shale can move towards lower intensity of resource use per resource recovered. The first 66 

is reducing resource consumption associated with hydraulic fracturing processes. Additionally, 67 
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because there is not only a monetary, but also an environmental and societal cost to every well, it 68 

is arguably of equal importance to maximize return on the investment by ensuring the best-possible 69 

recovery rates. Indeed, among other things, the greenhouse gas (GHG) emissions per unit of energy 70 

produced (i.e. kg CO2eq/MWh) associated with drilling and completion of wells is inversely 71 

proportional to the so-called “estimated ultimate recovery” (EUR). (Laurenzi & Jersey, 2013; Vafi 72 

& Brandt, 2016)  Hence, high resource usage efficiency will reduce GHG emissions, and so this 73 

paper will also address a second objective, which is to explore opportunities to increase resource 74 

recovery rates. 75 

An important opportunity for reduction of injected volume and/or increasing of recovery 76 

rates lies in the widespread observation that 20 to 40 percent of perforation clusters do not 77 

contribute significantly to production (Miller et al., 2011). Horizontal wells are stimulated by 78 

injection through clusters of holes (“perforations”) in the casing that connect the well to the 79 

surrounding formation. Typically, stimulation takes places in stages, with the intention for 3-6 of 80 

these perforation clusters to be stimulated simultaneously as a part of a single stage. One driving 81 

factor for the non-uniformity of production from these perforation clusters is the non-uniformity 82 

of in-situ stresses, along the well (e.g., Baihly et al., 2010; Cipolla et al., 2011). “Stress shadowing” 83 

is another factor, referring to the suppression of some HFs as a result of the compressive stresses 84 

exerted on them by nearby HFs (e.g., Sesetty & Ghassemi, 2013; Abass et al., 2009; Fisher et al., 85 

2004; Meyer & Bazan, 2011), illustrated by the sketch in Figure 1b. Such uneven growth will drive 86 

a non-uniform fluid distribution, which inefficiently utilizes the injection fluid (and indeed the 87 

wellbore that has been drilled), thus decreasing the efficiency of resource usage. 88 

Here we compare and contrast two approaches to mitigating non-uniform fracture growth. 89 

The first has become common practice and entails designing the well perforations so that the 90 
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pressure drop associated with flow through these holes in the casing is similar to or greater than 91 

the pressure associated with hydraulic fracture growth (Howard & Fast, 1970; Weng et al. 1993;  92 

Lecampion & Desroches, 2015).  This so-called “limited entry” (or “extreme limited entry” when 93 

the perforation pressure drop is several times greater than the fracturing pressure) promotes 94 

uniform fluid distribution by using the perforation holes like hydraulic chokes. However, as with 95 

any mechanism that increases near wellbore friction loss, it comes with a cost of raising overall 96 

pumping pressure and hence the pumping power requirements, costs, and CO2 emissions are 97 

increased. Another approach that is predicted by models (Peirce & Bunger, 2015), but remains 98 

relatively untested in the field is to manipulate other variables in order to mitigate the tendency of 99 

stresses generated by growing fractures to lead to suppression of some fractures and dominance of 100 

other fractures (so-called “stress shadow”). By using a rapidly-computing simulator that gives 101 

sufficiently accurate approximation to high fidelity models (C5Frac), it is practical to run the 102 

thousands of evaluations needed to reveal the conditions under which each strategy is expected to 103 

be advantageous.  104 

 105 

 106 
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 107 

Figure 1. Illustration of multiple, simultaneous HFs in one stage. (a) Ideal, uniform result, and 108 

(b) Result in which central fractures are suppressed. (c) Geometry of the multiple HF problem for 109 

N HFs distributed within a stage of length Z and with fracture spacing hk. The arrows illustrate the 110 

interaction stresses between fractures. Figure adapted from (Cheng & Bunger,  2016). 111 

2. Methods 112 

To leverage the opportunity for optimization provided by non-uniform stimulation of perforation 113 

clusters, a model is required. But optimizing is challenging due to a variety of well-documented 114 

difficulties (Abass et al., 2009) that combine to make high-fidelity simulation time-consuming. 115 

Optimization that requires hundreds to thousands of model evaluations is impractical with high-116 

fidelity models.  117 
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For this reason, a first step enabling optimizing the resource use and resource recovery is 118 

to address the need for rapid, even if approximate, simulation including capturing the transition 119 

behavior between multiple fracture growth regimes. We previously demonstrated the feasibility 120 

and basic concept of a new HF simulator, C4Frac, which very rapidly simulates the growth of an 121 

array of HFs (Cheng & Bunger, 2019). In this prototype reduced order model (ROM), the fractures 122 

created from all perforation clusters were restricted to radial, planar growth under the limitation 123 

that fractures propagate without toughness (i.e. energy dissipated in fluid flow greatly exceeds 124 

energy dissipated due to rock breakage). In the present work, we introduce a modified method to 125 

incorporate the toughness into the model so that it is possible to simulate the impact of fluid flow, 126 

rock breakage, and fluid loss to the formation (“leak-off”) on the growth of multiple, 127 

simultaneously-growing hydraulic fractures. In addition to the time-saving provided by the new 128 

method, the accuracy is also verified through comparison to benchmark solutions. The model, and 129 

its validation, are described in detail in the Supplementary Materials, with a brief overview 130 

provided here. 131 

The model considers an array of N simultaneously-growing hydraulic fractures, shown in 132 

Figure 1c. For this system, there are 6N unknowns which comprise the solution desired from a 133 

mechanical model. They are, for each (ith) fracture: 1) the opening (also called “aperture” or 134 

“width”) 𝑤𝑖(𝑟, 𝑡), 2) fluid pressure  𝑝𝑓(𝑖)(𝑟, 𝑡), 3) fluid flux 𝑞𝑖(𝑟, 𝑡), 4) fracture radius  𝑅𝑖(𝑡), 5) 135 

elastic interaction stress from the other fractures  𝜎𝐼(𝑖)(𝑟, 𝑡), and 6) inlet flow rate 𝑄𝑖(𝑡), where 136 

i=1,…,N. The problem consists of solving a system of governing equations in order to find the 6N 137 

unknown quantities as a function of the given quantities, namely: i) total injection rate 𝑄𝑂, ii) 138 

Carter's leak-off coefficient 𝐶𝐿, iii) viscosity 𝜇, iv) toughness 𝐾𝐼𝑐, v) plane strain elastic modulus 139 

𝐸’, vi) wellbore radius 𝑅𝑤, vii) spacing (between fracture 𝑖 and 𝑗) ℎ𝑗,𝑖, viii) number of fractures 140 
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𝑁, and ix) injection time . 141 

2.1. Overall Solution. The solution method and associated assumptions and simplifications follow 142 

from our prior work (Cheng & Bunger, 2016; Cheng & Bunger, 2019), but with an important 143 

extension that allows for consideration of finite fracture toughness. The prior models were limited 144 

to consider cases where energy dissipation associated with rock fracture was negligibly small 145 

compared to viscous dissipation associated with fluid flow. The details of the model and its 146 

extension are in the Supplementary Materials (SI Section S2). To summarize, the model requires 147 

simultaneous solution of 6N equations corresponding to the following physical laws: 148 

1) Volume balance, where in our ROM we adopt a weak form wherein volume balance is assured 149 

globally but not at every location. Additionally, volume balance must account for fluid loss to 150 

the formation, and here we follow the widely-used Carter’s method to describe the history-151 

dependent leak-off under the assumptions that the hydraulic fracture velocity greatly exceeds 152 

the characteristic fluid diffusion velocity in the rock and that the transient fluid net pressure 153 

(difference between fluid pressure and in-situ stress in the rock) is much smaller than the 154 

difference between the in-situ stress and the undisturbed pore pressure in the reservoir rock 155 

(Carter, 1957; Lecampion et al., 2017). 156 

2) Laminar fluid flow describing a Newtonian fluid flowing within the fracture according to the 157 

classical Poiseuille law. In our ROM we avoid discretization by assuming a functional form 158 

that is consistent with known inlet and tip asymptotic behavior, which are the two locations 159 

where energy is predominantly dissipated. 160 

3) Crack propagation imposing a condition for crack extension according to linear elastic 161 

fracture mechanics. In our ROM, we use an approximation whereby the energy dissipated in 162 

rock fracture is lumped into a so-called “composite viscosity” such that tip stresses need not 163 
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be explicitly computed but energetic equivalence can be maintained via a modification to the 164 

resistance to fluid flow. 165 

4) Elastic crack compliance providing a relationship between fluid pressure and crack opening 166 

satisfying linear momentum balance, strain compatibility, and a linear elastic stress-strain 167 

relationship for the rock. In our ROM, the elasticity equation is simplified by restricting growth 168 

to the radial geometry, enabling efficient solution for the opening associated with each fluid 169 

pressure distribution via a Displacement Discontinuity method (Crouch & Starfield, 1983). 170 

Recall that the fluid pressure is taken to follow an assumed functional form that pressure 171 

decreases as the fracture volume increase, noting that this behavior contrasts with increasing 172 

pressure with volume in the blade-shaped Perkins-Kern-Nordgren (PKN) model. Here we 173 

consider just the radial geometry, which captures the most interesting part of the interaction 174 

before they reach a high growth barrier provided that the fracture spacing is small enough 175 

relative to the barrier height)  176 

5) Interaction stress produced in the interior of an elastic solid by the opening of an internal 177 

crack, thereby quantifying the stress interaction among the fractures. In our ROM, the 178 

interaction stress is computed for each fracture from the analytical solution for a uniformly 179 

pressurized crack (Sneddon, 1946) with an equivalent volume. 180 

6) Inlet pressure continuity and inlet volume balance enforcing that the pressures at the inlets 181 

of each fracture are equal, that is, tied to the same wellbore and assuming negligible fluid 182 

pressure loss along the wellbore and considering friction loss using the Crump and Conway 183 

(1988) model. Additionally, the inlet condition requires the sum of fluid influx to all fractures 184 

equals the total injection rate to the wellbore. Imposing this condition requires accurate 185 

calculation of the inlet pressure. We use an approach that updates the wellbore pressure so as 186 
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to ensure its consistency with the overall energy balance of the system, thereby describing the 187 

inlet pressure via more robust integral quantities. 188 

The corresponding governing equations and the details of the solution algorithm used to rapidly 189 

computing simultaneous solution to these coupled equations is described in the Supplementary 190 

Materials (SI). 191 

2.2. Validation. To check the accuracy of the developed approximate solution, it is 192 

necessary to compare predictions of the approximation to reference solutions. In this study, the 193 

validation entails two parts. One is benchmarking with a solution for a single hydraulic fracture, 194 

using a solution developed by Dontsov (2016). The model compares within a fraction of a percent 195 

for most cases, with an error of at most 7% for a certain domain of the solution where leak-off is 196 

small and fracture toughness and fluid viscosity have similar magnitudes of energy dissipation. 197 

This favorable benchmark, detailed in SI (Section S4.1), validates the solution method for the 198 

hydraulic fracture model. Furthermore, validation for cases with multiple fractures entails 199 

comparing to high-fidelity model results (“ILSA II” (Peirce & Bunger, 2015) developed from 200 

“ILSA” (Peirce & Detournay, 2008) ). This validation is also achieved, and is detailed in the SI 201 

(Section S4.2). Strong agreement with the high-fidelity model, especially for the fracture area 202 

generated by each configuration, demonstrates that the approach to coupling the interacting 203 

fractures leads to an ROM that is useful for the purposes of the optimization considered in the 204 

subsequent sections. 205 

3. Results 206 

Before presenting a proof of concept demonstrating use of the approximate simulator for treatment 207 

design to pursue higher resource usage efficiency, it is important to adopt a more formal definition 208 

of “efficiency of resource usage”. The practically-relevant answer relates a measure of estimated 209 
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ultimate recoveries (EUR) of the well to a measure of the inputs such as materials and associated 210 

environmental effect. Because surface area scales to recovery both in classical predictions of 211 

production from hydraulic fractures (Economides & Nolte, 2000) and in more recent approaches 212 

relating to the Stimulated Reservoir Volume (SRV) (Fisher et al., 2002) (corresponding to the area 213 

of hydraulic fractures times the characteristic width of the region of drainage around the hydraulic 214 

fractures), here we will adopt the total fracture surface area (A) of all the fractures in the array until 215 

time 𝑡 as a proxy for the EUR of well as impacted by an HF treatment. Generating such an output 216 

requires inputs, and one of the most direct and measurable inputs is the injection volume. As 217 

previously pointed out, a number of environmental impacts and risks scale with the fluid volume, 218 

taken as 𝑄𝑂𝑡𝑇𝑂𝑇 , where  𝑄𝑂 is the injection rate and 𝑡𝑇𝑂𝑇 is the total injection time. Hence, an 219 

optimally efficient treatment can be considered alternately as one using the least volume of fluid 220 

to generate a given fracture area or as one generating the most fracture area for a given volume. 221 

Both of these forms of optimality will be examined in the demonstration that follows. 222 

3.1. Minimizing Injection Volume.  A smaller injection volume is important to reduce a variety of 223 

volume-dependent environmental impacts. Here we will examine the ability to minimize injection 224 

volume via optimization that utilizes appropriate viscosity and non-uniform spacing in a 225 

complimentary way to produce a desired fracture surface area.  226 

3.1.1. Overall Behavior. Previously we developed reduced order models (ROMs) for 227 

estimating growth characteristics of multiple, simultaneously growing hydraulic fractures. These 228 

models were limited to the so-called “viscosity dominated” regime, in which the pressure required 229 

to overcome energy dissipated by viscous fluid flow within the fracture greatly exceeds the energy 230 

associated with rock breakage. While these prior efforts established a basic approach for ROM 231 

development for multiple hydraulic fractures, it is useful to extend consideration to all regimes for 232 
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the purpose of showing the potential for optimization over a larger number of design parameters. 233 

In order to demonstrate the dependence of the results upon nominal propagation regime, we adopt 234 

the dimensionless quantities after Dontsov (2016). 235 

Φ =
𝜇′3𝐸′11𝐶𝐿

′4𝑄𝑜
𝐾′14

, 𝐸’ =
 𝐸

(1 − 𝜈2)
, 𝐾’ =  (

32

𝜋
)1/2𝐾𝐼𝐶 , 𝜇’ = 12 𝜇 

 

(1) 

𝜏 = (
𝐾′18𝑡2

𝐸′13𝜇′5𝑄𝑜
3)

1/2

 

 

(2) 

where E is Young’s modulus, ν is Poisson’s ratio, KIC is fracture toughness, and μ is dynamic 236 

viscosity. With this definition, transition from small to large 𝜏 corresponds to a transition from a 237 

regime in which viscous dissipation far exceeds rock fracturing to a regime where viscous fluid 238 

flow is negligible compare to the fracture propagation. Small Φ corresponds to negligible leak-off, 239 

while large Φ corresponds to large leak-off. Hence the lower left corner of Figure 2 corresponds 240 

to small leak-off and large viscosity, while the upper right corner corresponds to large leak-off and 241 

small viscosity. Note that the cases presented in Figure 2 are in a transition range between the 242 

limiting regimes. A more detailed discussion of the limiting and transition regimes is not directly 243 

needed in the present illustration of results, but for completeness is included in the SI Section S4.1. 244 

Additionally, it is important to note that the leak-off coefficient 𝐶𝐿 is coupled with the fluid 245 

viscosity, i.e. higher viscosity leads to lower leak-off. Neglecting any accumulation of 246 

particulate/polymer on the fracture comprising a low permeability “filter cake”, and further 247 

assuming that the fluid injected to the fracture is not too dissimilar in viscosity to the native fluid 248 

in the reservoir, the viscosity and leak-off rate are coupled via Carter’s leak-off parameter (Carter, 249 

1957; Lecampion et al., 2017). 250 

 𝐶𝐿 = √
𝑘𝑐𝑟𝜙

𝜋𝜇
𝑝∆, 𝑝∆ = 𝜎𝑜 − 𝑝𝑜 

(3) 
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where k is the rock permeability, 𝑐𝑟 is the reservoir compressibility, combining the reservoir fluid 251 

and pore compressibility, 𝜙 is the rock porosity, 𝜎𝑜   is the in-situ stress and 𝑝𝑜  is the reservoir 252 

pressure. Accordingly, in the parametric studies to follow, Equation 3 is rewritten using 𝐶𝐿0 =253 

 𝐶𝐿(𝜇 = 1Pa. s) as the reference leak-off coefficient.   Hence for a given fluid viscosity, 𝐶𝐿 =254 

√
1 𝑃𝑎 𝑠

𝜇
𝐶𝐿0.  255 

As an illustrative example, we show that injection volume can vary significantly depending 256 

upon both the nominal regime (location in the plots in Figure 2 as defined by Φ and 𝜏 Equations 1 257 

and 2) and the fracture spacing. Specifically we contrast uniformly-spaced and a particular non-258 

uniform spacing, which is inspired from prior work (Cheng & Bunger,  2016; Lecampion et al., 259 

2017; Cheng & Bunger, 2019) demonstrating that some non-uniform spacing configurations can 260 

balance the impact of stress shadow acting on the fractures, thereby leading to more uniform 261 

fracture growth. This parametric study entails varying viscosity and characteristic leak-off 262 

parameter 𝐶𝐿0, keeping all other quantities unchanged with practically-relevant values given by 263 

𝑅𝑊 = 0.2 m, 𝐾𝐼𝐶 = 1 MPa · m
1
2, 𝐸 = 10 GPa 

 𝜈 = 0.2 , 𝜎𝑜 = 70 Mpa,𝑄𝑜 = 0.2 m
3/𝑠, 

 𝐴𝑇𝑂𝑇 = 100,000 m
2, Z = 50 m           

(4) 

until a fracture surface area of 100,000 m2 is achieved. Note that the value of area limit is set so as 264 

to avoid the total injection time deviating so far from the pumping time required for an average 265 

(practical) case, which is usually in the order of tens of minutes (up to, say, 100 minutes at the 266 

most). Additionally, we selected non-uniform design with ℎ1 = ℎ4 = 9m, ℎ2 = ℎ3 = 16m and 267 

uniform spacing ℎ1 = ℎ2 = ℎ3 = ℎ4 = 12.5m  as a comparison case with the same injected 268 

volume for a total stage length 𝑍 = 50m (recalling definitions in Figure 1). For all cases, the 269 

injected volume is computed (Figure 2a and b), and a comparison is then made between uniform 270 

and non-uniform cases via the ratio of volume, 𝑉𝑛𝑜𝑛/𝑉𝑢𝑛𝑖. To see the effect of varying viscosity, 271 
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with all other parameters held constant (except the impact of viscosity on 𝐶𝐿 accounted for via 272 

Equation 3), reference lines for the viscosity and the resulting leak-off coefficient are given in 273 

Figure 2. 274 

We can see an advantage is provided by the non-uniform case. We firstly observe that, 275 

except for some unpractically high leak-off regions (upper right corner, where the ratio of fracture 276 

volume to injected volume is below 5%), the non-uniform spacing always generates more fracture 277 

area than uniform spacing. This is especially true when viscosity is near 10-1 Pa.s and leak-off is 278 

around 10-6 m ∙ s1/2; there is a more than 60% decrease in fluid volume in this practically-relevant 279 

region. In addition, a decreased volume is achieved in both uniform and non-uniform cases by 280 

choosing viscosity in an optimal range.  281 

 282 

 283 

 284 

 285 

 286 

 287 

 288 

 289 
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 290 

Figure 2. Injection volume in all practical regimes. The injected volume plotted as a function 291 

of log (𝜏) and log (Φ) for non-uniform and uniform space respectively: (a) uniform (b) non-292 

uniform (c) ratio between non-uniform and uniform design. Here contours are shown of varying 293 

𝐶𝐿 and 𝜇, with all other parameters according to Equation 4. (d) an example showing a profile of 294 

volume versus viscosity along a portion of the dashed line for the Marcellus example. 295 

3.1.2. Interplay between Limited Entry and Variable In-Situ Stress. The previous results 296 

show that non-uniformity of induced stresses around growing hydraulic fracture arrays leads to 297 

suppression of some fractures and favoring of others. In reality, there is also naturally-occurring 298 
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stress variability due to variation of rock properties along the horizontal wellbore. Hence one can 299 

expect that the relative importance of stress shadow versus random stress variation will govern a 300 

change in overall behavior of the system and determine the best strategies for promoting uniform 301 

fracture growth. As an example, simulations are carried out using rock properties from the 302 

Marcellus formation (Table S2). The details of the basin and corresponding parameters are in the 303 

Supplementary Materials (SI Section S6). The spacings used here are the same as in Section 3.1.1. 304 

Since the most commonly-used fluids are: slick water (0.003Pa.s), linear gel (0.05Pa.s) and 305 

crosslinked gel (0.5Pa.s), the graphs are zoomed in on the most instructive range of viscosity 306 

0.003-1Pa.s. To account for the limited entry, the pressure loss though perforation tunnels is 307 

embedded into the simulator via the global energy balance using the power expression (Bunger et 308 

al., 2014) 309 

𝑃𝑝𝑒𝑟𝑓 = 𝑎𝑄𝑖(𝑡)
3 (

𝜌

𝑛2𝐷𝑝4𝐶2
) 

 

(5) 

The numerical factor, a, is usually taken from Crump and Conway (1988) as 0.8106. The density 310 

of injected fluid is ρ. Each cluster has n perforations, 𝐷𝑝  represents the perforation 311 

diameter, and C is a shape factor for the perforation tunnels. Instead of a specific value for each 312 

parameter, here we give a value for the bracketed quantities in Equation 5 to achieve a roughly 313 

predicted pressure loss which usually range between 104 to 107 Pa. As a reference, a common 314 

limited entry design in practice involves uniform fracture spacing with 3 ∗ 106 − 107 Pa 315 

perforation loss. Furthermore, the in-situ stress variation is incorporated into the simulator via its 316 

contribution 𝑊̇𝑜(𝑖) to the global energy balance 317 

𝑊̇𝑜(𝑖) = −𝜎𝑜(1 ± 𝑆𝑖)

(

 𝑄𝑖 − 4𝜋
𝐶𝐿𝑅𝑖

2

𝑡1/2
∫

𝜌𝑖

√√1 − 𝜌𝑖𝛼𝑖

𝑑𝜌𝑖

1

0

)

  

 

(6) 
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where 𝑆𝑖  is the variability of the in-situ stress for each stage relative to the average stress 𝜎𝑜 . 318 

Details of the derivation are provided in SI Section S2.7. For the simulations, 𝜎𝑜 is set as 30 MPa 319 

and the 𝑆𝑖 is taken for each case as an array of random values from the range [-v/2,v/2], where v is 320 

set at various levels and referred to as the “In-Situ Stress Variation”. Latin Hypercube sampling is 321 

chosen to ensure that the broadest range of results can be found with the fewest evaluations. Here 322 

the number of random 𝑆𝑖 between bounds is set as 18, that is, 18 realizations are computed wherein 323 

each realization entails randomly drawing Si, i=1,…,N for each of the N fractures within the stage 324 

(N=5 in this example). The maximum and minimum values of all realizations are indicated by the 325 

dash dot lines in Figure 3a and b for 2% in-situ stress variation, with the symbols and line giving 326 

the average value from all realization. These computed ranges and average values are also 327 

portrayed in Figures 3c - f for differing levels of in-situ stress variation, wherein the perforation 328 

loss used in optimization is fixed at around 105Pa to compare with the extreme limited entry value 329 

of 107Pa. The viscosity corresponding to crosslinked gel is selected in Figure 3c and d for 330 

comparison with viscosity of slick water in Figure 3e and f. Results are presented as injected 331 

volume required for a given fracture area (namely 100,000 m2, Figure 3a), fracture area generated 332 

by a given injected volume (namely 460 m3, Figure 3b), and the relative change of these quantities 333 

compared to a very large limited entry case which results in essentially uniform fluid distribution 334 

among the fractures (Figures 3c-f). 335 
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336 

Figure 3. Effect of in-situ stress variation with different fluid viscosities and levels of limited 337 

entry. Note that Unif and Non_Unif means uniform and non-uniform spacing, respectively. The 338 

last digits indicate the pressure of entry loss.  (a) Total injected volume comparison for generating 339 

100,000 m2 of fracture area. (b) Total fractured area comparison for injection of 460 m3 of fluid. 340 
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(c) For crosslinked gel, the relative volume change of 105 Pa compared to 107Pa limited entry at 341 

different values of in-situ stress variation. (d) is for relative fractured area change. (e) and (f) 342 

Relative change in injection volume and fracture area, respectively, for slick water. 343 

The results show that uniform spacing with small limited entry is never the best approach; 344 

these cases require more fluid to achieve a given fracture area and produce less fracture area for a 345 

given injected volume compared to the other cases. The conclusion is the same for all viscosities 346 

and in-situ stress variabilities and can be drawn by viewing average values and/or 347 

minimum/maximum values of the ranges.  348 

The results also show that the advantageous choice between large limited entry and non-349 

uniform spacing depends upon the in-situ stress variability. Specifically, if the variability of in-350 

situ stress is below a certain value, in this example about 5%, small limited entry with non-uniform 351 

fracture spacing promotes better outcomes than large limited entry. This is to be expected because 352 

the advantage of non-uniform spacing requires that the stress shadow generated by the net fluid 353 

pressure inside the fractures has to sufficiently exceed the magnitude of the variability of in-situ 354 

stress, thereby acting as the dominant stress variability in the system. As Figure 3b shows, 15% 355 

less volume consumption and 20% more fractured area is enabled by small limited entry, and the 356 

net pressure is around 107Pa, several times greater than the corresponding in-situ stress variability 357 

106Pa (at 3%). When the in-situ stress variability is above 6% (2×106Pa), which is close to the net 358 

pressure (107Pa), extreme limited entry performs better. The improved performance is because the 359 

pressure increase due to the friction loss dominates the stress variability. This leads to greater 360 

uniformity among the simultaneously growing fractures. The shift of advantageous design between 361 

small and large limited entry appears as a crossover of average possible outcomes in Figure 3b and 362 

c. Note that it is readily confirmed by simulations that large limited entry gives nearly identical 363 
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results for uniform and non-uniform fractures spacing. 364 

4. Discussion and Conclusions 365 

Resource use efficiency is an issue at the heart of the environmental footprint of hydraulic 366 

fracturing. Increasing the resource usage efficiency will lead to less injection per unit recovery 367 

and/or more recovery per well leading to relatively lower GHG emissions per unit energy produced. 368 

A major challenge to optimization is that many simulation runs are required, thereby motivating 369 

development of fast, approximate models. Building on previous versions (Cheng & Bunger, 2019), 370 

the new model C5Frac is developed to extend consideration to include the impact of the fracture 371 

toughness of the rock and fluid leak-off.  372 

Based on thousands of simulations that are practically enabled by the short computation 373 

times required by C5Frac, we first observe that if in-situ stress variation is substantially less than 374 

the net pressure associated with driving fracture growth, both large limited entry and non-uniform 375 

fracture spacing are effective at promoting uniform distribution of fracture growth. The large 376 

limited entry approach leads to higher fluid pressures (hence higher cost and CO2 emissions from 377 

pumping equipment), but gives similar and in some cases lower generated fracture areas compared 378 

to small limited entry cases. The main advantage of large limited entry is that the uncertainty in 379 

the outcome of the stimulation is much smaller, that is, the range of outcomes collapses to a point. 380 

When in-situ stress variability is low, this benefit is less pronounced and arguably not worth the 381 

“price”. However,  if variation of in-situ stress is high, then large limited entry can provide a 382 

significant benefit. This benefit is due to the fact that friction loss caused by the perforations 383 

provides enough pressure to overwhelm such randomness. Furthermore, in cases with large in-situ 384 

stress variation, the balancing of the stress shadow effects provided by non-uniform fracture 385 

spacing has a small impact compared to the random stress. Simulation results secondly lead to an 386 
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overall observation that non-uniform spacing will always equal or improve on uniform spacing 387 

counterparts in every sense including error bounds. Specifically, for small limited entry the non-388 

uniform spacing clearly outperforms uniform spacing. This work demonstrates resource use 389 

efficiency is optimizable and with optimization depending upon not only deterministic values of 390 

reservoir conditions, but also on the variability of those conditions. Hence, these simulations 391 

provide impetus for systematic, ongoing, and focused efforts to identify optimizing strategies that 392 

account for uncertainty and variability of in situ stress and other rock properties. 393 
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