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ABSTRACT  

Predicting the etch and deposition profiles created using plasma processes is challenging due to the complexity of 
plasma discharges and plasma-surface interactions. Volume-averaged global models allow for efficient prediction of 
important processing parameters and provide a means to quickly determine the effect of a variety of process inputs on 
the plasma discharge. However, global models are limited based on simplifying assumptions to describe the chemical 
reaction network. Here a database of 128 reactions is compiled and their corresponding rate constants collected from 24 
sources for an Ar/CF4 plasma using the platform RODEo (Recipe Optimization for Deposition and Etching). Six 
different reaction sets were tested which employed anywhere from 12 to all 128 reactions to evaluate the impact of the 
reaction database on particle species densities and electron temperature. Because many the reactions used in our database 
had conflicting rate constants as reported in literature, we also present a method to deal with those uncertainties when 
constructing the model which includes weighting each reaction rate and filtering outliers. By analyzing the link between 
a reaction’s rate constant and its impact on the predicted plasma densities and electron temperatures, we determine the 
conditions at which a reaction is deemed necessary to the plasma model. The results of this study provide a foundation 
for determining which minimal set of reactions must be included in the reaction set of the plasma model.  

Keywords: reaction networks, plasma etching, global plasma model 

1. INTRODUCTION  
Computational modeling of plasma etch systems offers a number of benefits towards the advancement of plasma 
processing for next–generation technologies. The performance of different reactor configurations can be predicted and 
assessed prior to implementation and vast multi-dimensional process spaces can easily be explored to help achieve 
process objectives like selectivity, anisotropy, and uniformity. Extensive work has been performed on the development 
plasma models ranging from reactor scale to feature scale models and down to molecular dynamic simulations.1-4 

Global plasma models are especially advantageous because they are fast and flexible.4, 5 In a global plasma model, all 
plasma densities are assumed to be volume averaged. A power balance which includes energy losses from electron-
neutral collisions and wall reactions is solved alongside a particle balance to determine electron temperatures. 
Accordingly, one of the most critical components in a global plasma model is the definition of the reaction network and 
the associated chemical kinetics for the plasma. This reaction network includes electron impact and ionization reactions, 
recombination reactions, charge transfer reactions, and surface loss reactions.  

The complexity of a plasma system means that for even the simplest molecular plasmas, there can be dozens to hundreds 
of possible reactions that can be included in the reaction network of the global model. It is extremely challenging to 
determine which reactions are most important for accurately modeling the plasma system. Previously, a useful chemistry 
has been defined as one in which: (1) the chemistry is complete, (2) the reactions are balanced, and (3) the chemistry is 
correct.6 To determine if a chemistry is correct, results must be verified experimentally—a long and arduous process. For 
self-consistent global plasma models, this problem is magnified even further as energy losses must be computed based 
on difficult to find (and experimentally measure) cross-sectional data.  

What is perhaps even more challenging than selecting the appropriate reactions for inclusion in the reaction network is 
the calculation of the rate constants. Rate constants in literature vary widely. In Figure 1, rate constants are reported for 

                                                 
* meghali.chopra@sandboxsemiconductor.com  

Advanced Etch Technology for Nanopatterning VII, edited by Sebastian U. Engelmann, Richard S. Wise, 
Proc. of SPIE Vol. 10589, 105890J · © 2018 SPIE · CCC code: 0277-786X/18/$18 · doi: 10.1117/12.2297502

Proc. of SPIE Vol. 10589  105890J-1
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 19 Apr 2020
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



 

 

the reaction Ar + e  Ar+ + 2e from nine different sources7-15. The illustrated reaction rates vary by as much as four 
orders of magnitude for the same reaction!  

 
Figure 1. 1/Te versus the log of the rate constants for the reaction e + Ar  Ar+ + 2e are reported from 9 different sources.  

In this study we accomplish two objectives. First, we evaluate a statistical approach for dealing with uncertainty using 
weighted reaction rates. Second, we identify the minimum reaction network necessary to accurately capture the plasma 
process physics. The Ar/CF4 reaction database in the platform “Recipe Optimization for Deposition and Etching” or 
RODEo, a plasma etch process simulation platform, was used to build the 6 different reaction networks described below. 

2.  METHODS 
The global plasma models employed in all of the reaction sets consisted of a set of particle balances and a power 
balance.4 All models were solved assuming a reactor of radius 0.15 m and length 0.14 m at a pressure of 15 mTorr, 
power of 700 W, and total input flow rate of 20 sccm.19 The RODEo reaction database for Ar/CF4 contains 149 bulk 
reactions derived from 24 sources.4, 7-29  When constructing the Full-Model set, it was found that wall reactions were 
essential to producing realistic parameter values, and that including an excitation reaction in the bulk plasma for which 
there was no corresponding deexcitation rate constant in the database severely inhibited numerical convergence. 
Therefore, the full set of reactions was defined as that which included excitation reactions in the power balance, but not 
in the particle balance. The exceptions to this rule are the Ar metastable, resonant, and 4p excited states since they had 
deexcitation reactions as well as many other reactions in which they were consumed or produced (31 reactions in total). 
We also exclude double ionization reactions because their elementary steps are already included.  

Wall loss rates ߥ௜	of positive ions ݊௜ were calculated such that  

௜݊௜଴ߥ  = Γ௜ ஺௏ , (1) 

where A is the surface area of the cylindrical reactor and V is the volume. Similarly, neutral wall loss rates ߥே were 
determined by 

ே݊ே଴ߥ  = ே൫݈௣൯߁ ஺௏.		 (2)	
where lp is the half-length of the system. Further details on how to calculate wall loss rates for plasma reactors are 
covered extensively in literature.4, 5, 18, 30 

So, as all sets use the excitation reactions in the power balance, the Full model set was defined as having 128 reactions; 
18 wall reactions and 110 bulk reactions. From this Full set, we consider six cases as listed in Table 1.  

For many reactions, there are multiple reported rate constants from different literature sources. In the so-called Reaction 
Sets Full - 1 and Full - 2, the rate constants are determined using weights, without or with outliers, respectively. In 
Reduced - 1 and Reduced - 2, subsets of the bulk reactions are included in which reactions whose weighted rate 
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constants are below a certain threshold are removed. Minimal - 1 and Minimal - 2 are networks of 12 reactions using 
either weighted rate constants or a single rate constant19.  

Table 1. Reaction sets considered from RODEo database and the method employed to calculate the reaction rates for 
each set. “U” refers to all the Ar/CF4 reactions in the RODEo database. " ⊂ " refers to the subset of reactions pulled 
from prior work to define the minimal reaction set.  

Reaction Set Name Number of Reactions (n) Reactions Selected Rate Constant Method 

Full - 1  128 U Weighted (without outliers) 

Full - 2 128 U Weighted (with outliers) 

Reduced - 1  109 ሼ݇|݇ > ௞ߤ −  ௞ሽ Weightedߪ

Reduced - 2 89 ሼ݇|݇ > ௞ߤ −  ௞ሽ Weightedߪ0.25

Minimal - 1 12 ⊂ Weighted 

Minimal - 2 12 ⊂ Single Rate Constant formula19 

 

2.1 Outlier Filtering 

To determine outliers in reactions with multiple rate constant formulas, plots were created to view the behavior of each 
formula for one given reaction. Those that were orders of magnitude away from the population of reactions, or that had a 
noticeable difference in slope, were eliminated from the database. Weights were not considered for the elimination of 
outliers.  Some reactions consisted of two different constant values that were orders of magnitude apart. As there was no 
way to decide on one over the other, both remained in the set. 

2.2 Calculation of Weighted Rate Constants 

To calculate the weighted reaction rate, the frequency of each formula in the reaction database was first counted to give 
priority to more commonly reported reactions. In reactions in which two constant values with differing orders of 
magnitude appeared, the greater order of magnitude is favored.  

Simulations were run using different sets of reactions or different methods of calculating rate constants using the Full 
and Minimal sets. We show the effect of outlier rate constant formulas by comparing Full – 1 with Full – 2 which 
included the outlier reactions. We also show the effect of employing weighted rate constants by comparing Minimal – 1 
with Minimal – 2 which used single reaction rate constants found in literature. 19  

2.3 Calculation of Reaction Rate Thresholds 

To determine which reactions to use in each reaction set, reaction rates were filtered based on the speed of their 
respective rate constants. A histogram was constructed for the log10(K) of the 110 bulk reactions, Reaction rates were 
first calculated using the electron temperature of Full – 1 at a CF4 fraction of 0.5. The rates were then homogenized to 
have units of 1/sec by multiplying the calculated rate constant by the input flow rate to the power of the reaction order. 
Then, outliers were determined by the generalized extreme Studentized deviate (gesd) test for outliers in MATLAB. The 
two reactions with the lowest log10(K) value were deemed outliers and removed from the distribution. The resulting 
histogram was then fit to a normal distribution. The histogram and normal probability distribution are shown in Figure 2 
with the identified outliers at log10(K) = -20.2 and log10(K) = -8.40. The mean log10(K) value was 3.53 and the standard 
deviation 2.97. These parameters were used to establish threshold rate constants such that all reaction rates faster than 
the thresholds were used. Once the bulk reactions were chosen, all wall reactions were added to produce a set with n 
reactions. The thresholds were chosen to be 0.25 (n = 89), and 1.0 (n = 109) standard deviations below the mean.  
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Figure 4. Comparison of weighted rate constants versus single rate constant with 12 reaction set. Electron density (left) and 
electron temperature (right). 

We now compare the predictions of the number density of Ar+, CF3
+, F, the electron density and the electron temperature 

from the Full model (128 equations and outliers removed), and reduced versions with 109 and 89 reactions and the 
predictions of the minimal model to discern their variations. Figure 5 shows the variations number density of the positive 
ions as a function of the CF4 fraction. All four kinetic models qualitatively predict the number density of Ar+ to decrease 
with increasing CF4 fraction. The predicted number densities are similar in magnitude. In general, the more complex the 
model the faster the number density of positive argon ions decreases with CF4 fraction. The minimal model decreases 
noticeably slower than the other models. The difference between the minimal model and the other ones is much more 
noticeable for the number density of CF3

+ . The minimal model predicts a monotonic increase with the CF4 fraction, 
which is qualitatively different than the maxima predicted by the full and reduced models of the reaction network. The 
magnitude of the maxima and its location varies considerably among the full and reduced models. 

 A similar trend is seen for the number density of F in Figure 6. Again, the minimal model shows the number density 
increasing with increasing CF4 fraction. In sharp contrast, the number density of F exhibits maxima for the other models 
with varying locations and magnitudes.  

 
Figure 5. Number density of Ar+ (left) and CF3

+ (right) using the Full model (128 equations and outliers removed), and 
reduced versions with 109 and 89 reactions and the predictions of the minimal model.
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Figure 6. Number density of F (left) and electron density (right) using the Full model (128 equations and outliers removed), 
and reduced versions with 109 and 89 reactions and the predictions of the minimal model.  

The electron density is found to decrease with increasing fraction of CF4 for all the models. The minimal and full models 
match each other closely at low CF4 fraction, but the minimal model predicts a higher electron density at higher 
fractions. The fewer the number of equations in the reduced model, the higher the prediction of electron density.  

Figure 7 compares the prediction of the electron temperature for all the models. For all models, the temperature increases 
almost linearly with CF4 fraction. The full model and the reduced model with 109 reactions (Reduced – 1) closely match 
over most of range of CF4 fractions. The slope of the electron temperature increase with the CF4 fraction is lower in the 
Minimal model than the  Full – 1 and Reduced – 1 models.  

4. CONCLUSIONS 
A database of experimentally measured kinetic parameters of 128 reactions describing an Ar/CF4 plasma has been 
compiled. For several reactions, there are reports of multiple rate constants. In these cases, outliers must be removed 
before averaging over the remaining rate constants to more closely match experimental measurements of electron density 
and electron temperature. The full model with outliers removed is then compared to several reduced models, including a 
minimal 12 reaction model. The predictions of the minimal model miss maxima in the number density of F and CF3

+, 
contrary to the full model and reduced models with 109 and 89 reactions. The minimal model is qualitatively and 

 
Figure 7. CF4 Fraction versus electron temperature using the Full model (128 equations and outliers removed), and reduced 
versions with 109 and 89 reactions and the predictions of the minimal model. 

Proc. of SPIE Vol. 10589  105890J-6
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 19 Apr 2020
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



 

 

quantitatively different for predicting these species and requires experimental validation. For the number density of Ar+, 
the electron density and the electron temperature, all models are qualitatively similar. In general, the predictions of the 
full model differ significantly from the reduced models with 109 and 89 reactions and the minimal model. Thus, the 
incorporation of the full model with all 128 reactions is necessary to describe the Ar/CF4 plasma. 
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