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Abstract

Internal organ motion during radiation delivery may lead to underdosing of cancer cells or
overdosing of normal tissue, potentially causing treatment failure or normal-tissue toxicity. Organ
motion is of particular concern in the treatment of lung and abdominal cancers, where breathing
induces large tumor displacement and organ deformation. A new generation of radiotherapy devices
is equipped with on-board MRI scanners to acquire a real-time movie of the patient’s anatomy
during radiation delivery. The goal of this research is to develop, calibrate, and test motion predictive
models that employ real-time MRI images to provide the short-term trajectory of respiration-
induced anatomical motion during radiation delivery. A semi-Markov model predicts transitions
between the phases of a respiratory cycle, and a Markov model predicts transitions to future
respiratory cycles, leading to accurate motion forecasting over longer-term horizons. The intended
application for this work is real-time tracking and re-optimization of intensity-modulated radiation
delivery.

1. Introduction

MRI-guided radiation therapy (MRgRT) systems have enabled exciting, novel applications in radiation oncology
(Lagendijk et al 2008, Fallone et al 2009, Mutic and Dempsey 2014). These platforms integrate MRI scanners with
radiation delivery to provide high contrast soft tissue imaging without added exposure to ionizing radiation.
MRI has conclusively demonstrated its clinical value in radiation treatment of many treatment sites (Metcalfe
et al 2013). With MRI on-board the treatment system, additional imaging degrees of freedom such as diverse
pulse sequences and customizable imaging geometries provide added flexibility in the treatment of many sites
(Noel etal 2015, McPartlin etal 2016, Yang et al 2016, Menten et al 2017).

MRgRT systems can acquire MR images before every treatment to quantify day-to-day variation in position-
ing and anatomy. This imaging has enabled online adaptation in which treatment-specific plans are produced to
optimize tumor targeting and organ-at-risk sparing (Acharya et al 2016, Lamb et al 2017). Early clinical results
demonstrate the promise of this day-by-day feedback applied to treatment of abdominal cancers (Henke et al
2018, Luterstein etal 2018). On-board intra-fraction MRI can also be acquired to monitor anatomy changes over
the duration of radiation delivery (Crijns et al 2012). For example, on the MRIdian system (Viewray, Inc.), pla-
nar, sagittal images at a location intersecting the target are acquired at four frames per second during treatment.

Beam gating can be realized in MRgRT by tracking the treatment target and interrupting treatment whenever
the target moves too far beyond a specified boundary (Lamb et al 2017). While beam gating is not a new tech-
nique, gating derived from MRI provides added information for decision making compared to previously used
surrogates for monitoring motion such as implanted markers, pressure-actuated bellows, and external optical
monitoring (Keall et al 2002, Heerkens et al 2014). With MRI, both target position and surrounding normal tis-
sue are directly visualized. Additionally, because the coordinate systems for imaging and radiation delivery are
co-registered, overlap between fluence and anatomy can be quantified.
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Synchronizing motion monitoring and delivery suggests opportunities for more sophisticated intra-fraction
motion management. An example of a feed-forward technique that has recently been demonstrated on a non-
clinical MRgRT system is target tracking with multi-leaf collimator (MLC) systems (Crijns et al 2012). With MLC
tracking, planned leaf motion is modulated by a signal that follows measured motion (Keall et al 2001, Tacke et al
2010, Keall et al 2014). Another recently-demonstrated feedback technique in MRgRT is tumor trailing whereby
the beam aperture is continuously updated according to time-averaged drift in target position (Fast et al 2018).
Expanding further on these control techniques, a closed-loop feedback scheme derived from intra-fraction data
could potentially be used to update volumetric dose and associated dose-volume-histogram criteria at a fixed
frequency through treatment and compare instantaneous and planned results. With an appropriate choice of
feedback scheme, treatment margins and normal-tissue dose can potentially be reduced without compromising
delivery efficiency or target dose.

For any feedback derived from intra-fraction imaging, performance can deteriorate due to lag between signal
acquisition, decision to act based on that signal, and actuation of that decision. On the MRIdian system, a lower
bound on this latency is pre-determined by the imaging frequency (4 Hz). Additional sources of latency include
image registration, signal calculation, and beam actuation. On a first-generation MRIdian system incorporating
three ®°Co sources, latency in beam gating was measured to be less than 400 milliseconds (ms) (Green et al 2018).
For more sophisticated feedback methods, a higher latency is likely due to the added complexity of operations
such as image registration, dose calculation, dose accumulation, and leaf motion.

Latency can be mitigated to some extent by signal prediction at a future instance, ideally at or beyond the
anticipated latency. Many strategies for predicting respiratory motion derived from a variety of signals in RT
applications have been investigated, each with advantages and disadvantages (Sharp et al 2004, Wu et al 2004,
Kakar et al 2005, Ren et al 2007, Putra et al 2008, Kalet et al 2010, Krauss et al 2011, Yun et al 2012, Ernst et al
2013, Park et al 2016, Song et al 2017). The linear prediction method (Sharp et al 2004, Vedam et al 2004, Kalet
et al 2010) and its generalization auto-regressive moving average (ARMA) are extensively used to predict tumor
motion (McCall and Jeraj 2007, Ren et al 2007). Despite widespread applications in literature, performance of
these methods typically suffers at long latencies and also in the presence of highly non-linear motions (Park
etal 2016). More advanced techniques include signal processing applications such as Kalman filters (Sharp et al
2004, Kalet et al 2010, Hong et al 2011) and sinusoidal models (Vedam et al 2004, Verma et al 2011). While more
sophisticated than linear models, these approaches can be prone to over-fitting and suffer from high computa-
tion complexity (Verma etal2011). Machine learning techniques such as support vector machines (D’Souza et al
2009, Ernst and Schweikard 2009, Riaz et al 2009) and neural networks (Sharp et al 2004, Ernst and Schweikard
2009, Murphy and Pokhrel 2009, Cheong et al 2018) have shown promise; however, these methods require sub-
stantial computing time in model training and often can be difficult to tune due to challenges in interpreting
model results (Park et al 2016).

Another class of motion predictive model is the finite state model (FSM) (Wu et al 2004, Kalet et al 2010)
where a respiratory motion is modeled using a finite number of states. Wu et al developed an FSM to describe the
transitions between different stages of breathing and investigated the performance of their proposed prediction
model for lung tumor motion tracked using the real-time tumor tracking (RTTT) system (Wu et al 2004). They
reported a root mean squared error (RMSE) value of 1.5 mm for a 1D motion signal. Their FSM was later extended
to a 3D motion signal using hidden Markov models (HMM) by Kalet et al (2010). In their studies, tumor motion
was broken down into linear breathing states and sequences of states. Each state is determined by the previ-
ous state and is distinguished by velocity. They reported an RMSE value of 1.88 mm for their HMM compared
to 2.27 mm for the linear model using a prediction horizon of 200 ms. However, their approach was limited to
short-term prediction (less than 1000 ms) of the target trajectory, and lag between predicted and actual signals
can be qualitatively observed.

In this paper, we develop and test the performance of Markov and semi-Markov models to predict intra-frac-
tion motion. In particular, respiration-induced motion is modeled as cyclic, probabilistic transitions between a
finite set of discrete states. Markov processes are powerful tools to model the sequence of probabilistic transitions
between discrete states. Semi-Markov processes in particular provide additional flexibility in modeling the time
spent at each state before transitioning to the next state. Our objective is to predict the short-term trajectory of
the motion signal in real time while allowing for quantifying the uncertainty associated with observing a given
motion trajectory.

The prediction performance is evaluated using motion signals inferred from cine MRI acquired on the
MRIdian platform over nine patients. A significant challenge for any prediction approach applied to this data
is the limited temporal resolution of the acquisitions (4 frames per second) relative to previously considered
motion signals. The minimum prediction horizon of interest—corresponding to the time between image meas-
urements—is thus 250 ms. Weighing different prediction techniques, we hypothesize that Markov processes will
enable highly accurate prediction at this horizon and beyond. With a goal of ultimately realizing sophisticated
feedback techniques, prediction is tested at integer intervals of the current imaging frequency from 250 ms up to
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3000 ms. Performance variation with selected motion signal, training data and prediction horizon are quantified.
In section 2, we develop a motion predictive model using Markov and semi-Markov models. We then propose a
mechanism for anomaly detection to continuously monitor changes in breathing pattern. In section 3, we pre-
sent the results obtained from applying the proposed prediction model to nine patient cases. Section 4 summa-
rizes our findings and highlights potential future directions. Finally, section 5 concludes the paper.

2. Developinga motion predictive model

The cine MRI provided by the MRIdian system consists of a sequence of 2D sagittal images acquired at a rate of
4 frames per second. To track anatomical motion from the cine-MR images, local or global image features such
as the GTV centroid (local) or aggregate changes in the 2D deformation vector field (DVF) over the anatomical
region of interest (global) can be used to generate a surrogate motion signal (Cai et al 2015, Mazur et al 2016),
which may be used in motion mitigation strategies. Here, we focus on the anatomical motion induced due to
breathing which demonstrates a cyclic pattern. Each cycle can be divided into a sequence of motion phases,
but there are significant variations in the amplitude and duration of the cycles as well as the time spent at each
motion phase. Thus, we employ a probabilistic model to describe the transitions between different cycle types
and motion phases within a cycle using Markov and semi-Markov processes, respectively.

In this section, we first present the proposed probabilistic model to describe a generic respiratory motion
signal. We next discuss how this model will be used to predict the short-term trajectory of the motion signal in
real time. Lastly, we propose an anomaly detection approach to identify irregular motion behavior observed in
the motion signal.

2.1. Motion phaselabeling

The surrogate motion signal used in this study is a time series consisting of a sequence of amplitude readings
at equally spaced points in time indexed by f, where the time step depends on the acquisition rate of the MR
frames (e.g. 4 frames per second). The motion signal generated for regions of interest in the thorax and abdomen
demonstrates a cyclic motion due to respiration (Lee and Motai 2014). Each measurement in a motion signal is
classified according to two attributes: its amplitude, which is binned into discrete ranges, and its breathing stage,
which is either inhale (IN), exhale (EX), or end-of-exhale (EOE). We identify the breathing stage at each time step
tusing the moving average velocity denoted by #,. In particular, the IN and EX stages correspond to the increasing
and decreasing parts of the motion cycle, where 7, > ¢ and 7, < —¢, respectively, in which € > 01is a fixed user-
specified threshold and is not tuned for individual patients. To distinguish between transitioning from IN to EX
or from EX to EOE, for #, € (—¢, ¢) we consider the rate of change in the moving average velocity. In particular,
% > 0 suggests that the signal has transitioned into the EOE stage; otherwise, the signal has transitioned into
the EX stage. The motion-phase labeling process is illustrated in figure 1, which shows measurements being
assigned to seven possible motion-phase labels. We denote the set of motion phases using the index set S.

2.2. Modeling motion cycle transitions
A motion cycle is a sequence of labeled motion phases associated with IN, EX, and EOE. To represent the shape

and duration of a motion cycle, we employ an m-parameter model, denoted by vector f = [fi, /25 --o» fm), where
]? describes the cycle properties. Let { ﬁ, inenN } be the set of observed cycles in a database of motion signals.

These cycles can be grouped into a set of finite clusters, indexed by k € IC, such that on the average, cycles within
each cluster are more similar than cycles across clusters (Lee and Motai 2014). We assume that the motion
signal transitions between these |K| different cycle types in a probabilistic manner. Let {C, : n =0,1,...} be
the sequence of observed cycle types in the motion signal, where C, € K is a categorical random variable that
describes the cluster of the nth cycle in the signal (the underline notation shows random variables). We model
{C, : n=0,1,...}asadiscrete-time Markov chain (DTMC). The set of states is KC and the transition probability
matrix is P, where pys = Pr{C, ; = k| C, =k} is the probability of transitioning from cycle type k to
K. A schematic of DTMC is shown in figure 2. Note that the transition probabilities are estimated based on the
frequency of transitions between observed cycles (Brémaud 1999). In this study, we assume that these transition
probabilities are stationary, i.e. they do not change over time.

2.3. Modeling motion phase transitions

Within each cycle, the signal transitions between motion phases s € S. The sequence of motion phases visited
within a cycle and the time spent at each motion phase, so-called holding time, may significantly vary from cycle to
cycle. Therefore, we model the sequence of motion phases visited at different time steps in the cycle as a stochastic
process{S, : t = 0,1,...},whereS, € S isacategorical random variable that describes the motion phase at time
step tin the cycle. We have empirically observed that the transitions between motion phases depend on the cycle
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Amplitude

Figure 1. Example of motion-phase labeling using the amplitude bins in combination with breathing stages.

Amplitude

Figure2. The sequence of motion cycles (a) is modeled as probabilistic transitions of a DTMC between different cycle types k € K
(b).

type. Additionally, for a given cycle type, the holding times follow different probability distributions depending
on the motion phases within the cycle. Therefore, we describe {S, : t = 0, 1, ...} by employing a homogeneous
discrete-time semi-Markov model (DSMM) for each cycle type k € K. The DSMM for cycle type k is expressed

as a sequence of pairs of random variables { (an, Elfn) tm=1,2,.. } in which Q]:n and Efn are the mth motion
phase visited in the cycle and its corresponding holding time, respectively. It is well known that for a DSMM, the
sequence of random variables { Q& im=1,2,.. } follows a DTMC, which is often referred to as the embedded

Markov chain (Ibe 2009). The state space of the embedded Markov chain is the set of motion phases S and the
transition probability matrix is P¥ , where p, is the probability that the DSMM will next visit motion phase s’

once it leaves motion phase s, that is, pX, = Pr {Qﬁq =91 of = s}. By construction, the embedded Markov

chain only considers transitions out of motion phases and hence does not include any self-transitions, that
is, pX. = 0 (s € S). Furthermore, I is a discrete random variable that describes the holding time of the mth
transition, which depends on the current motion phase as well as the motion phase that will be visited next.
Therefore, associated with every pair of motion phases sand s’ with p¥, > 0,we define a probability mass function

(PMF) @K, (1) = Pril¥ = 7| QF =5, QF 41 = ¢ ptodescribe the distribution of holding times.

Figure 3 shows a schematic of a DSMM with different motion phases and possible transitions. Two initial and
terminal dummy states are added to represent the start and end of the motion cycle. In particular, we define the
dummy terminal state to be an absorbing state. All other states in the DSMM are then considered to be transient
states. The duration of the motion cycle is equivalent to the time it takes for the DSMM to start from the initial
state and be absorbed by the terminal state. Moreover, the sequence of motion phases visited in a cycle is equiva-

lent to the states visited by the DSMM starting from the initial state until absorption.

2.4. Real-time motion prediction

The goal of real-time motion prediction is to predict signal amplitude at a future time. In our framework, this
requires knowing the current cycle type as well as the cycle type of subsequent cycles. Note that the type of the
current cycle cannot be known for certain until it is completed. Nevertheless, we can calculate the probability
that the current cycle is of type k, that is, Pr {C, = k}, using the DTMC model developed in section 2.3 and
the knowledge of the previous cycle type. Moreover, we can update this probability based on the observed
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Initial dummy state Motion-phase states Términal dummy state

(absorbing state)

Figure 3. Example of motion-phase transition diagram of DSMM for cycle type k.

motion-phase trajectory within the current cycle. To this end, we use the Bayes’ rule to update these probabilities
in a dynamic manner as each MRI frame becomes available. More formally, at an intermediate time step #in the
current cycle, let {s;,s,,. .., s} be the history of motion-phase trajectory observed since the beginning of the
cycle. The probability that the current cycle is of type k, denoted by 7, can be computed as

7'('1( :Pr{gn = k|§1 :51)""§t :St}

B Pr{S, =s1,...,S, =s]|C, =k} Pr{C, =k}
Ek’GKZPr{§1 :Sl""’§t :St|Qn :kl}Pr{Qn :k/}

(1)

In the equation above, the prior probabilities, i.e. Pr {C, = k'} (K’ € K), are obtained using the DTMC. The
probability of observing the trajectory {s, s, . . ., s } for cycle type k, thatis,Pr {S, = s1,...,S, = s: | C,, = k},is
obtained using the DSMM developed in section 2.3. More specifically, the observed trajectory {s;, s, . . ., ¢} may
be expressed, with a slight abuse of notation, in terms of the sequence of motion phases and their holding times

as{(Q’f,E’f) = (5171 r (5 T5 ) = (St Tt ), (26, TK ) = (500> Tm)}. Note that for the the last

motion phase in the sequence s,,, only a lower bound on its holding time 7,, is known. Next, using the DSMM
embedded transition probability matrix and the corresponding PMF’s, the desired probability is calculated as
the product of the sequence of transition and holding-time probabilities as follows:

Pr{(25,T5) = (51,7 s (1 Thi 1) = (s Tty (2o T) = (50> 7) }

~k k ~k k ~k k k k
= psl,sz (I)sl,sz (Tl)psz,53 @52,53 (7—2) s psm_l,smq)sm_l,s,,l(Tmfl)Pr {Em > Tm ‘Qm = Sm} . (2)

Thelast term Pr {E‘n > 7, | O =5, } is obtained by conditioning on the motion phase that the DSMM will be

visiting next. Finally, in addition to the current cycle type, the obtained posterior probabilities, i.e. 7¥ (k € KC),will
be used to infer subsequent cycle types (i.e.C, | |, C, |5, . . .) using the DTMC model.

After inferring the cycle types, the second step of the real-time prediction involves finding the expected
amplitude at a future time within each cycle type k € K. To predict the signal amplitude at 7 time steps later in
the future, starting from the current time step t with the observed motion phase s, we first determine the condi-
tional expected motion phase at time step t + 7, thatis,E [S, . | S, = s, C,, = k]. This is achieved by calculating
the expected remaining trajectory of the DSMM from motion phase s, to absorption (i.e. the end of the cycle) and
selecting the motion phase visited after 7 time steps. More specifically, let Q¥ be the submatrix of P¥ that contains
embedded transition probabilities restricted to only transient states of the kth DSMM. The expected number of
visits to each transient state in the remaining trajectory before absorption is obtained using the s;th row of the
fundamental matrix of the embedded Markov chain, that is, (I —Qf ) ~linwhich Iisthe identity matrix (we refer
the interested reader to Feldman and Valdez-Flores (2010) for a review of absorbing Markov chains). Addition-
ally, since the transition diagram of the DSMM is acyclic, each motion phase will be visited at most once before
absorption. Hence, the s,th row of the fundamental matrix here also shows the probability of visiting each motion
phase in the remaining trajectory before absorption. Furthermore, upon visiting any motion phase s € S, the
expected holding time in that motion phase can be calculated by conditioning on the motion phase that the
DSMM will visit next as follows:
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E[rh 105 =5 = Y B[Dh10k =5 0f,, =] pr{ah, =12, =5}
s'eS

=3 > ek (r)ph. (3)

€S T>0

Using the probability of visiting each motion phase before absorption as well as its expected holding time as
described above, we construct the expected remaining trajectory for each cycle type k € K. Next, the expected
motion phase after 7 time steps into the remaining trajectory is identified and converted into an amplitude value
for each cycle type. By taking the weighted average of amplitude values across all cycle types using the weights
7k (k € K), we obtain the predicted amplitude at time step ¢ + 7. If the prediction horizon spans across mul-
tiple motion cycles, then the expected motion phase at time step ¢ -+ 7 is obtained by conditioning on visiting
a sequence of consecutive cycles { C,=kpy...,C, m= k,,+m}. In that case, the conditional expected motion
phase at time step ¢ + 7, that is, E [§t+7 |S, =sC, =kp>..., Coim= kn+m}, will be determined by concat-
enating the (remaining) trajectories of individual cycles in the sequence.

Finally, we note that using the DSMMs for different cycle types, we can find the probabil-
ity of any given future trajectory that starts from current time step t and spans 7T time steps, that is,
Pr {§,+1 = St Siyr = Si4r | S, = st},via conditioning on the current cycle type as

Pr {§t+1 = St+1> ""§t+‘r = St47 |§t = St}

=3 Pr{S =SSy =5t4r|S, =5, C, = k} 7, (4)
ke

where the conditional probabilities in the summation can be found similar to (2).

2.5. Anomaly detection

Due to inter- and intra-patient variability in the breathing pattern, it is possible that some motion patterns have
not been observed before. Irregular breathing in particular will lead to previously unknown motion trajectories,
potentially leading to a poor prediction accuracy. To identify and safeguard against these irregularities, the
proposed motion predictive model is equipped with an anomaly detection mechanism to monitor changes in
the breathing pattern. In particular, we adopt an anomaly detection approach previously used in other Markov
modeling applications (Ye 2000, Haque et al 2017). The approach is based on the premise that the probability
of the occurrence of an irregular trajectory calculated using the motion predictive model will be smaller than
the probability of a sample trajectory that already exists in the training data set. More specifically, at each time
step t we calculate the probability of observing the most recent motion-phase trajectory over the past 7 time
steps, thatis, Pr {S,__ = s_+,S,_, | = Si—r41,..,S, = 5, } via conditioning on the current cycle type similar
to equation (4) and, in turn, calculating each conditional probability similar to equation (2). In doing so, if we
encounter a new motion phase or a new transition that has a probability of occurrence of zero according to the
DSMM, then a very small positive probability value (e.g. 10~'°) is used instead to ensure that the product of
the probabilities for the entire trajectory does not vanish. A probability value below a user-specified threshold
indicates an anomaly. Finally, we exclude the predictions made at time steps in which anomalies are detected.

2.6. Datapreparation and surrogate motion signal generation

The performance of the proposed motion predictive model is tested using cine-MRI data acquired on the
MRIdian system from nine stomach cancer cases with ten fractions for each case. Cine-MR images for each
cancer case are acquired on the MRIdian system in a sagittal plane at four frames per second. Images are acquired
via a balanced steady-state free precession sequence (TrueFISP, Siemens). In-plane resolution and slice thickness
of the images are 3.5 and 7 mm, respectively. A user-specified contour can be tracked across an acquisition via
on-board software that maps the contour frame-by-frame using a deformable image registration (DIR) technique
loosely based on a previously published method (Lu et al 2004).

Reconstructed images acquired by the scanner for ten fractions each from nine stomach cancer cases were
collected. A motion signal for each fraction was generated by deformably registering each image to a selected ref-
erence frame (nominally the first suitable image of an acquisition). The DVF between each image and the refer-
ence frame were produced using the open-source software Plastimatch (Sharp et al 2010). Specifically, two-stage
B-spline DIR was applied to native images with control point spacing of 14 mm, regularization of 0.1, and 11
maximum iterations per stage. Once DVFs were prepared, the stomach was manually contoured on the reference
image for every fraction and the average superior—inferior (SI) component of the DVF for all pixels enclosed by
the contour was calculated, as shown in figure 4. DVF-generated motion in these cases was complicated by car-
diac motion stemming from the inferior aspect of the heart being abutted against the stomach. To restrict analy-
sis to the respiratory component of observed motion, we applied a one-sided Gaussian-weighted moving average
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Figure4. The average SI displacement of all pixels enclosed in the stomach contour is used to generate the motion signal.

Table 1. Range and standard deviation of the generated motion signal for 9 stomach cancer cases.

Patient Range (mm) Std dev (mm)
1 11.45 1.57
2 10.21 1.42
3 10.29 1.52
4 11.75 1.27
5 13.34 1.87
6 11.98 1.94
7 14.47 2.54
8 11.57 1.92
9 13.81 1.84

(GWMA) filter to suppress cardiac contributions to measured signals. The choice of the one-sided GWMA filter
ensures no use of future information during prediction.

Stability of the DIR results with respect to additive Gaussian noise was estimated by adding synthetic noise
to the original cine frames and generating the surrogate motion signal following the same procedure as dis-
cussed above. Accuracy of the DIR signal (calculated using the mean absolute difference between the original
motion signal and the signal generated from the noisy frames) is within 4+0.29 mm when the contrast-to-noise
ratio (CNR) is reduced by half. The prediction accuracy of the surrogate motion signal may deteriorate in the
presence of significant additive image noise due to an increased level of noise in the DIR signal.

Because the average baseline and amplitude of the motion signal varies between and within each fraction, we
standardize the signal amplitude at each time step by subtracting the moving average of the amplitudes over the
past 30 time steps. To standardize motion signals for all patients and fractions, analysis was restricted to the first
1640 images (410 s) of each acquisition. Table 1 shows the range and the standard deviation of the motion signal

for each patient case.

2.7. Model calibration

We employ the leave-one-out cross-validation strategy for training and testing the proposed motion predictive
model, where at each step, one patient case is left out as the testing data set and the remaining patient cases are
used as the training data set. The model uses eight parameters to characterize the motion cycles, as shown in
figure 5, where the first five parameters describe the amplitude at the beginning of the IN stage, 2 time steps into
the IN stage, beginning of the EX stage, 2 time steps into the EX stage,and beginning of the EOE stage, respectively.
The last three parameters describe the duration of the IN, EX, and EOE stages, respectively. Motion cycles in the
training data set are clustered into |KC| = 15 cycle types using the K-means clustering algorithm (Hartigan and
Wong 1979, Kanungo et al 2002). To estimate the transition probability matrix P of the DTMC model developed
insection 2.2, for every pair of cycle types kand k', we calculate the relative frequency of observed transitions from
k to k" in the training data set. This procedure is guaranteed to produce an unbiased estimator of the transition
probabilities (Brémaud 1999).

We calibrate the DSMM for each cycle type k € K in section 2.3 using a total of 39 motion phases, where 14
amplitude bins are used for each of the IN and EX stages and 11 amplitude bins are used for the EOE stage. This
ensures a fine amplitude resolution (around 1 mm) for the motion phases given the observed motion range
in the patient cohort. To estimate the embedded transition probability matrix P* of the kth DSMM, for every
pair of motion phases s and s’, we calculate the relative frequency of observed transitions from s to s’ in all cycles
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Figure 6. Comparing the actual versus predicted motion signal with prediction horizon of (a) 500 ms and (b) 1000 ms.

belonging to cluster k. Moreover, associated with each of such transitions, we calculate the holding time as the
number of time steps that DSMM spent in s before transitioning to s’. The empirical distribution of the holding
times is then used to obtain the PMF ®F,,.

3. Experimental results

In the following, we report the computational results obtained from applying the motion predictive model to the
patient cohort described in section 2.6.

3.1. Analysis of prediction results

Given the cine-MRI acquisition rate of 4 frames per second (a 250 ms interval), we test the performance of
our motion predictive model using prediction horizons ranging from 250 to 3000 ms. Figure 6 compares the
actual versus predicted motion signals using two prediction horizons of 500 and 1000 ms for a representative
sample interval within the first fraction of patient case 2. As can be seen in the figure, as we prolong the prediction
horizon to 1000 ms, the quality of the prediction deteriorates at the motion-phase level, but the motion cycles
are still correctly predicted. The major discrepancy between the actual and predicted signals occurs at transitions
between breathing stages, particularly at longer prediction horizons (1000 ms). In particular, the motion model
may predict that the signal is transitioning into a new breathing stage while the actual signal is still in the previous
stage, or vice versa. However, those incorrect predictions are corrected quickly owing to the continuous updating
of the predicted trajectory.

Table 2 shows the mean absolute error (MAE), a commonly used measure of forecasting accuracy (Makridakis
etal 1983), per fraction for different patient cases using prediction horizons of 1000 and 3000 ms. All MAE values
are below 1.5 and 2.5 mm for a prediction horizon of 1000 and 3000 ms, respectively. To investigate the potential
benefit of employing a motion predictive model, we also compare the prediction results obtained by the pro-
posed method against the case of no prediction in the last row of table 2 for which the mean absolute deviation of
the actual signal amplitude from the moving average of the past 30 time steps is reported. Additionally, for short
prediction horizons below 500 ms, we investigate the performance of a naive prediction in which the most recent




Table 2. MAE values (mm) obtained for prediction horizons of 1000 and 3000 ms.

Fraction P1 P2 P3 P4 P5 P6 P7 P8 P9 Fraction P1 P2 P3 P4 P5 P6 P7 P8 P9
1 0.97 1.28 0.86 1.24 1.31 1.31 1.10 0.70 1.16 1 1.52 1.92 1.52 1.74 1.86 1.88 2.02 1.25 1.68
2 0.80 1.46 0.81 1.22 1.14 1.14 1.23 0.62 1.05 2 1.51 2.24 1.33 1.55 1.47 1.77 2.29 1.16 1.40
3 0.89 1.45 0.74 1.50 1.05 1.05 1.03 0.74 0.97 3 1.77 1.96 1.25 1.93 1.53 1.52 2.04 1.17 1.36
4 0.92 1.18 0.89 1.19 1.26 1.26 1.09 0.94 1.27 4 1.66 1.87 1.42 1.89 1.80 1.42 1.92 1.42 2.17
5 1.14 1.23 1.08 1.05 1.35 1.35 0.96 0.96 1.51 5 2.14 2.00 1.74 1.60 1.77 1.61 1.87 1.50 2.22
6 0.85 1.38 0.80 1.14 1.09 1.09 1.03 1.08 1.45 6 1.78 2.20 1.55 1.78 1.61 1.88 1.83 1.80 2.46
1000 7 0.92 1.01 0.87 1.14 1.07 1.07 1.22 0.76 1.07 3000 7 1.99 1.97 1.44 1.85 1.42 1.56 2.30 1.24 1.33
ms 8 1.36 1.14 1.06 1.08 1.38 1.38 1.24 0.85 1.13 ms 8 1.97 1.70 1.51 1.66 1.75 1.87 2.07 1.39 1.58
9 0.90 1.14 1.14 1.14 1.07 1.07 1.41 0.83 0.98 9 1.52 1.79 1.60 1.61 1.53 1.47 2.26 1.32 1.41
10 1.51 1.46 0.96 1.16 1.04 1.04 1.20 0.87 1.05 10 2.16 2.05 1.61 1.73 1.52 1.64 2.09 1.49 1.61
Average 1.03 1.27 0.92 1.19 1.18 1.18 1.15 0.84 1.16 Average 1.80 1.97 1.50 1.73 1.62 1.66 2.07 1.37 1.72
No 3.02 2.64 2.87 2.39 3.18 3.03 3.20 2.97 2.95 No 3.32 2.93 2.86 2.75 3.25 3.07 3.22 3.08 3.02
prediction prediction
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Figure7. Median and range of prediction error (measured using MAE) in the patient cohort at different prediction horizons.

observed signal amplitude is used as a predictor of the signal amplitude for the next two time steps. When applied
across all fractions of patient cases in the cohort, the naive predictor yields a median prediction accuracy of 1.01
and 1.88 mm for prediction horizons of 250 and 500 ms, respectively, compared to the prediction accuracy of
0.51 and 0.69 mm obtained by the proposed motion predictive model. Figure 7 shows the minimum, median,
and maximum of average MAE values calculated for each treatment fraction of the 9 patient cases considered in

the cohort using different prediction horizons.

For the patient cohort used in this study, the total computation time for model calibration and training is, on
the average, 9 minutes. This includes offline computation of average trajectories for each DSMM starting from
different motion phases. The computation time required for online prediction and anomaly detection at each
time step is negligible (0.01 s).

3.2. Population-based versus patient-specific model calibration

To study the potential benefit of customizing the motion predictive model to each individual patient compared
to employing a population-based model, we train and test the model using patient-specific data in three different
calibration scenarios. The training data set in these three scenarios consists of three, six, and nine fractions,
respectively, while the last fraction (i.e. fraction 10) is always used as the testing data set. Figure 8 compares the
MAE obtained by the population-based and patient-specific calibration scenarios tested on the same fraction
using different prediction horizons. The figure shows that the patient-specific calibration using at least six
fractions (out of ten fractions) outperforms the population-based calibration. However, if the patient-specific
training data setis relatively too small (e.g. three fractions), then the population-based calibration yields superior
accuracy.

3.3. Anomaly detection results

Anomaly detection is performed by continuous calculation of the probability of observing the motion-phase
trajectory of the most recent 3 time steps. To determine an appropriate threshold value for anomalies, we first
calculated the probability of occurrence of every motion-phase trajectory of length 3 time steps observed in the
training data set using the motion predictive model. We then compared the performance of 4 different threshold
values corresponding to 1, 3, 5, and 10 percentiles of the distribution of the probability values. The predictions
made at time steps in which anomalies were detected were then removed and the MAE was recalculated
accordingly. Figure 9(a) compares the MAE excluding anomalies detected using different threshold values. The
figure shows that there is a diminishing gain in the prediction accuracy as the threshold value increases beyond
5%. Figure 9(b) shows time steps with detected anomaly in a sample motion-phase trajectory using a threshold
value corresponding to 5 percentile. Note that when applied to the testing data set, anomalies are detected in real
time using the threshold value found from the training data set. That is, presented analysis does not correspond
to retrospective elimination of data points.

We also investigate the performance of the real-time anomaly detection mechanism by calculating the false
positive and false negative rates when applied to the testing data set. False negatives are irregular cycles in the
testing data set that were not flagged as anomalies by the proposed method. Conversely, false positives are regular
cycles that were flagged as anomalies. To that end, we first classify all cycles in the testing data set retrospectively
into two subgroups of regular versus irregular. This is achieved by calculating the probability that each cycle in
the testing data set belongs to each of the clusters k € K using the corresponding DSMM and choosing the maxi-
mum probability value among them as a surrogate to quantify the degree to which the cycle is regular. The fifth
percentile is used as a classification threshold such that all cycles that have a probability value below the threshold
are labeled asirregular and the rest as regular. Next, we apply the proposed method to the testing data set in a real-
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Figure 8. Comparing the performance of population-based versus patient-specific motion models for nine patient cases.
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Figure9. (a) Comparing performance of the anomaly detection method using different threshold values based on 0 to 10
percentiles; (b) Actual and predicted motion signals with detected anomalies for fraction 1 of patient case 5 using prediction horizon
of 1000 ms.

time fashion to identify cycles with anomalies. We then calculate the false positive rate as the percentage of regular
cycles that contain detected anomalies by the proposed method and the false negative rate as the percentage of
irregular cycles that do not contain any detected anomalies.

The above approach was applied to ten fractions of Patient case 1 consisting of a total of 1000 cycles. For each
of those cycles, the maximum probability of belonging to each of the 15 clusters were calculated. The 5 percentile
threshold was used to classify the cycles into 50 irregular and 950 regular cycles. The proposed method detected
anomalies in 46 out of 50 irregular cycles (false-negative rate = 8%). Additionally the proposed method flagged
anomalies in 22 out of 950 regular cycles (false-positive rate = 2.3%). The results show that, for the patient case
studied, the proposed anomaly detection method is capable of effectively detecting irregular motion cycles in real
time using only the most recent segments of the cycles prior to their completion.
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Figure 10. Comparing the performance of the proposed motion predictive model with AR and NARNN models: (a) and (c) actual
versus predicted signals for a sample interval; (b) and (d) range of prediction error in the patient cohort at different prediction
horizons.

3.4. Performance comparison with linear and non-linear prediction models

We also compare the performance of the proposed model against the auto-regressive (AR) predictive model. An
AR model of order p is of the form X; = b + Z;’;l a;X,_; + e, wherea; (i=1,...,p)and bare parameters of
the model and e, is white noise (Akaike 1969). For prediction horizons longer than one time step, we iteratively
apply the AR model to obtain the prediction at the desired time step. The AR model was implemented using a
built-in function in MATLAB (Mathworks, Natick, MA) and was calibrated and tested using the same leave-one-
out cross-validation strategy. The order of the AR model was optimized to obtain the best prediction results.
Figure 10(b) shows the minimum, median, and maximum of the MAE values in the patient cohort for different
prediction horizons using the AR model compared to the proposed motion predictive model. Results show that
the proposed model outperforms the AR model at all prediction horizons.

We also compared the performance of the proposed model against a non-linear auto-regressive neural network
(NARNN) model. In particular, NARNN predicts the signal amplitude at a future time step using a nonlinear
function of signal values over the past d time steps, that is, X; = f (X;—1, X;—2, ..., X;_4). The nonlinear function
is modeled as an artificial neural network with a single hidden layer consisting of multiple neurons. The NARNN
was implemented using the Neural Network Time Series toolbox of MATLAB (Mathworks, Natick, MA). The
Levenberg—Marquardt training algorithm was used. Sensitivity analysis was performed on the number of neu-
rons in the hidden layer as well as the parameter d value. The NARNN model with 20 hidden neurons and d = 40
had superior performance among all combinations tested. Similar to the proposed method, the NARNN model
was trained and tested using the leave-one-out strategy. Figures 10(c) and (d) compares the performance of the
two methods. Results show that NARNN outperforms the linear auto-regressive model and its performance,
though still inferior, approaches that of the proposed method. In particular, similar to the linear auto-regressive
model, NARNN is not able to predict the signal peaks as accurately as the proposed method. When evaluating the
prediction accuracy only at the positive and negative peaks of the signal using a prediction horizon of 1000 ms,
the median MAE value in the patient cohort is 1.75mm for the NARNN model compared to 1.29 mm for the
proposed motion predictive model.
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4. Discussion

In the following, we highlight the main insights gained from this study for intra-fraction motion prediction
using Markov processes.

4.1. Motion signals can be accurately modeled and predicted using Markov processes

The numerical results in section 3.4 show that the proposed motion predictive model has a significantly better
prediction accuracy compared to linear AR models across all prediction horizons tested in the study. It seems that
the inferior performance of the AR model is due to poor prediction of the IN and EX amplitude peaks as well as
difficulty in the AR model to predict the timing of these events, as shown in figure 10(a). These two issues are less
prevalent in the proposed motion predictive model. Additionally, the numerical results show that the proposed
method yields a better prediction accuracy, particularly at signal peaks, than a non-linear AR model developed
using artificial neural networks, though to a lesser extent.

4.2. Patient-specific model calibration improves the prediction accuracy

The comparison between a population-based and patient-specific calibration in section 3.2 shows that a gain
in prediction accuracy may be achieved if the proposed model is calibrated using sufficient patient-specific
data. However, it is also seen that patient-specific calibration using only a few fractions may negatively impact
the prediction accuracy. Sufficient patient-specific data could, in principle, be obtained through acquiring
additional cine MRI prior to the start of the treatment. However, given the extent of the acquisition required,
that could potentially cause work-flow inefficiency and patient inconvenience. Therefore, one possible strategy
for incorporating patient-specific data would be to start with a population-based calibration at the beginning of
the treatment course and switch to patient-specific calibration after acquiring sufficient cine-MRI during initial
treatment fractions.

4.3. Anomaly detection helpsidentifyirregularities in the motion signal and thus allows for proactive
management of poor predictions

A central feature of the proposed motion predictive model is the ability to calculate the probability of the
occurrence of any segment of the motion signal. This feature can be used to evaluate the likelihood of a recently
observed motion pattern, which can assist with detecting signal anomalies. Irregularities in observed motion are
correlated with poor prediction of the immediate upcoming trajectory. Therefore, in the proposed predictive
model, we identify the anomalies and filter corresponding predictions. In the presented results, detecting and
filtering anomalies at a level of 5% of the testing data set leads to a noticeable improvement in the prediction
accuracy. In practice, this anomaly detection scheme may be implemented as an interlock that interrupts
treatment when irregular motion is detected. With a 5% threshold, this approach would increase treatment time
by on the order of 5%.

4.4. Studylimitation and future research directions

The proposed motion predictive model is suitable for organ motion that exhibits a cyclic pattern (e.g.
respiration-induced motion). To account for inter- and intra-fraction baseline shifts (e.g. drifts), the surrogate
motion signal is adjusted by subtracting the moving average of the past signal amplitudes. Moreover, the method
is equipped with anomaly detection to flag any spontaneous motion (e.g. due to patient’s accidental moves,
coughing, sneezing, etc) for which prediction accuracy may deteriorate. However, the predictive model may have
limited flexibility in responding to significant intra-fraction changes in the cycle types, motion phases, and the
corresponding transition patterns. The proposed anomaly detection approach helps mitigate this limitation
to some extent. Ideally, the intra-fraction imaging information can be used to adjust to those changes in real
time. Future research can extend this study by equipping the proposed motion predictive model with an online-
learning scheme to re-calibrate the model parameters continuously based on the arriving MRI frames using
a feedback loop. Prediction with our approach can in principle be applied to difference sources of motion
signals. In this work, we demonstrated the approach using mean values for the SI component of the DVF within
a specified ROL An extension of these methods might attempt to extend this one-dimensional prediction to
prediction of an entire image. For instance, our framework could be applied to image components derived from
a dimension reduction technique such as principal component analysis, and prediction of these low-dimension
components could then be used to reconstruct a predicted image (albeit at the expense of certain information,
e.g. high frequency motion). Alternatively, our model could be applied either at the pixel-level or to mean signals
extracted from pixel neighborhoods in an effort to directly predict DVFs as a brute-force approach to image
prediction.
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5. Conclusion

In this study, Markov and semi-Markov models were developed to predict respiration-induced intra-fraction
motion using a surrogate motion signal generated from cine MRI acquired during MRgRT. To that end, the
probabilistic transitions between different motion cycle types were modeled using a DTMC. Within each
cycle type, a DSMM was developed to model the probabilistic transitions between different motion phases.
The proposed model is used to perform real-time motion predictions, which are dynamically updated upon
the arrival of new MR frames. The proposed model is equipped with an anomaly detection mechanism to find
irregularities in the observed motion signal.

The proposed model was calibrated and tested using a patient cohort consisting of nine stomach cancer cases,
and its performance was compared against both linear and non-linear auto-regressive models. The numerical
results show that the proposed model outperforms those models across all prediction horizons. The proposed
anomaly detection approach can effectively identify irregularities in the motion signal, thus providing the oppor-
tunity to proactively manage the corresponding inferior predictions. Results show that patient-specific calibra-
tion has a better prediction accuracy compared to population-based calibration only when sufficient data are
available for model training. The experimental results obtained from employing Markov processes in this study
are promising and show the potential of Markov modeling in intra-fraction motion prediction for MRgRT appli-
cations. The proposed motion predictive model can be further extended by incorporating an online-learning
scheme to dynamically re-calibrate the model parameters, thus allowing for adjusting to intra-fraction changes
in the motion pattern in real time.
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