Wind-load fragility analysis of monopole towers by Layered Stochastic-Approximation-Monte-Carlo method
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1. Introduction

Comprehensive research activities in the recent past have been undertaken in the area of risk-based assessment of structural integrity with a specific focus on earthquake engineering (performance-based engineering) [1]. In performance-based engineering, the basic idea is to ensure that a structure, for example subjected to various hazard levels (as opposed to the largest predictable event), can achieve a selected performance objective [2]. Performance-based engineering approaches are frequently adopted for large structures and infrastructures, for which a pre-scribed level of safety or a serviceability state level must be guaranteed. The overall concept of performance-based engineering provides an attractive alternative for owners, since it enables cost-effective design, reduces planning in the aftermath of a catastrophic event and avoids expensive repairs of the system consequent to exceedance of a limit state. Structural optimization under uncertainties has recently gained importance in many engineering fields such as aerospace, aeronautics, infrastructural engineering [2,3] and more recently in wind engineering [4,5]. Randomness in the design variables is an important issue for the performance-based engineering approach, also because uncertainty can regard various design variables [6]. In wind engineering spectral-based and peak-estimation methods have been recognized since the early stages of the research activities on high-rise building response (e.g., [7–10]) due to the presence of random turbulence in the structural loading and dynamic vibration. Nevertheless, the concept of performance-based engineering still deserves careful consideration.

Researchers recently proposed several optimization methods for wind-excited structures, considering uncertainty in structural parameters and wind loads [11–13] and uncertainties in the mass distribution [12,14]. Among wind sensitive structures, self-supporting towers present specific design problems, related to the definition of wind load and the dynamic properties of the structure (e.g. monopole towers [15,16], wind turbine towers [17–19]).

Uncertainties can arise from errors in wind tunnel test, modeling simplifications or as a result of unanticipated modifications of some structural characteristics during structural lifetime [6]. Moreover, the problem of icing can introduce uncertainties in the definition of both dead and wind loads [20].

It is generally recognized that flexible structures, such as communication towers or masts utilized for meteorological measurements, are very sensitive to wind effects and to uncertainties related to wind load and structural dynamic characteristics [6,14]. For these reasons, the optimal design of these structures cannot disregard the importance of parameter uncertainties [16] with a focus on structural performance.

Generally, uncertainties can be grouped into two sets of variables (e.g. [6]); the first set includes structural parameters such as mass, stiffness and the size of structural elements; the second set characterizes...
the dynamic load acting on the structure such as wind, wind speed, turbulence spectra, tributary or projected areas of the loads and aerodynamic force coefficients.

In the present work, the along-wind response of a generalized model of a monopole tower is employed as a first prototype application. This structure is examined, without any loss of generality, as a point-like structure; a generalized single Degree-Of-Freedom (DOF) model is utilized to simulate the dynamic behavior of the considered monopole tower. Two random variables are selected as representative examples of the two fundamental problems, introduced above and usually associated with the analysis of the structural performance via structural fragility functions (e.g. [21,22]): experimental errors in the aerodynamic wind loads and insufficient knowledge of the structural system. The two selected variables are, respectively, the aerodynamic drag coefficient of the tower elements and the mass of the structure [6,12]. Even though other sources of uncertainty are possible (e.g. structural damping, etc. [23-25]), the two quantities above are employed as illustrative indicators for verification of the proposed method along with the benchmark structural model.

Following recent advances in wind engineering of long-span bridges and tall buildings [22,26,27], performance-based structural analysis is accomplished through construction of fragility functions. These are usually assembled as the probability of exceeding a pre-selected limit-state threshold, conditional on the value of mean wind speed at a reference elevation (e.g. [21,22]). The Monte Carlo approach is conveniently employed for structural analysis and commonly applied for the fragility analysis of wind-sensitive structures (e.g. [21,28]). In the present paper a Layered Stochastic-Approximation-Monte-Carlo (LSAMC) approach, based on implementation of the Stochastic Approximation (SA) is proposed [29,30] to accomplish this task. The LSAMC approach enables the statistical assessment of the wind-induced response in presence of “uncertain scenarios”. The LSAMC approach is a viable alternative to a standard Monte Carlo simulation (“brute force method”; e.g. [31]), which requires the generation of a large and statistically meaningful number of realizations of the stochastic problem to determine the response to wind load.

Originally conceived as a tool for statistical computation, the SA has been widely used in electrical engineering, subsequently extended to study the non-linear dynamics of cable networks in cable-stayed bridges [32,33] and the dynamic performance of tall buildings subjected to
turbulent wind loads [29,34]. After briefly reviewing the main problem and the SA fundamentals, this paper examines a novel implementation of the SA to compute the higher-order statistical moments of the peak random structural dynamic response in presence of “two-variable uncertainty”, related to both wind loading and modeling simplifications. For example, computation of higher statistical moments is needed if the input random variables (namely the aerodynamic loads [21,35,36]) are represented through non-standard probability distribution models (e.g. gamma distribution) and, consequently, the fragility analysis of the output structural response either requires evaluation of the skewness coefficient or a distribution model that differs from the one commonly employed in the practice (e.g. log-normal).

The main objective of this study is the formulation of the LSAMC approach in wind engineering and its verification through application to the dynamics of a monopole tower accounting for the two sources of uncertainty defined above. The accuracy and efficiency of the algorithm, in terms of computing time, are investigated through systematic comparison against more computationally expensive Monte-Carlo sampling methods (e.g. [31,37]) and another popular method, used for structural reliability, i.e. the first-order reliability method (FORM, e.g. [38,39]). Needless to say, other methods have been proposed for the reliability analysis of wind-sensitive structures, such as Markov-Chain Monte Carlo simulation methods (e.g. for offshore wind turbine design [40]), subset simulation methods [41], response surface methods [42]. Nevertheless, the comparison and verification is restricted to the FORM since it is widely employed in the wind engineering field (for example in long-span bridge aerodynamics [43,44]) and can easily be adapted to the numerical estimation of structural fragility curves (as later demonstrated in this study).

The article is organized as follows. In Section 2 a brief background on dynamic response under turbulent loads is presented. In Sections 3 and 4 the LSAMC methodology is illustrated. Section 5 briefly introduces the use of Monte-Carlo sampling methods and the derivation of the FORM in relation to the estimation of structural fragility functions. Section 6 contains the numerical verification of the proposed algorithm, the numerical fragility results and the comparisons against the FORM. The conclusions are summarized in Section 7.

2. Background: dynamic response under turbulent wind loads

The proposed methodology utilizes standard frequency-domain random-vibration analysis for the estimation of wind-induced loading and dynamic response on a slender vertical structure. The procedure assumes that the dynamic behavior of the monopole structure under consideration is linear-elastic. The approach is employed to analyze the dynamic response at large wind velocities, for which buffeting response is the main concern. The aerodynamic loading is based on equivalent quasi-steady formulation of wind forces [8,10,45]. Mean direction of the incident wind is considered horizontal and orthogonal to the principal lateral plane of structural deformation. The wind force is concentrated on the top of the structure where a lumped mass is used to simulate the weight of the monopole tower, distributed loads along the vertical shaft are neglected. Load induced by vortex shedding is also neglected in this preliminary investigation, since aeroelastic effects due to vortex shedding are primarily important at lower wind speeds, and are usually less critical for displacements as opposed to accelerations [10,46]. Other aeroelastic instabilities are not considered in the present formulation. Fig. 1 is a schematic depicting both the prototype application and the structural mode with axis orientation, concentrated wind loading $F_d(t)$, and lateral bending displacements as a result of the dynamic response; displacements are considered continuous along the cantilever structure, $x(z, t)$, and simulated through the product of a first-mode generalized model [dimensionless mode shape $\Phi(z)$, normalized to 1 at $z = h$] and a generalized time-dependent coordinate $\xi(t)$ (coincident with the tower-top lateral displacement at $z = h$).

The first-mode generalized model of the structure, considered herein as a prototype of a monopole tower, essentially consists of one dynamic degree of freedom, where the quantities $m$ and $A$ are respectively used to simulate the lumped mass and the projected area of the communication devices which are the main source of mass (weight) and wind loads. The main properties of the structure are summarized in Table 1. It is noted that several authors have used a similar formulation, i.e., a generalized equivalent SDOF model, accounting for first-mode vibration only to describe the structural response of lighting support structures, masts and utility poles [23–25].

Even though the distributed mass of the mast and aeroelastic forces acting on the mast are neglected at this stage, the same approach can be readily extended to a more detailed structural system. Since the main objective of this study is the characterization, verification and first implementation of the LSAMC approach, more complete applications will be considered in future studies.

The wind loads are simulated by exclusively considering the along-wind (drag) forces acting on the communication devices, located at the top of the tower. The loads account for both the wind pressure effect associated with both horizontal mean wind speed ($U$) and along-wind horizontal turbulence component (u) at the elevation of the communicating devices ($z = h$). The turbulent component of the wind velocity is modeled as a zero-mean stationary random process, whose probabilistic properties are completely defined by its power spectral density function $S_{uu}(f)$. In the present study the power spectrum proposed by Kaimal [47] is employed. The conversion from turbulence spectrum to wind load spectrum utilizes the Davenport approach for point-like structures [48,49] (i.e., the “Davenport chain”, [50]). This approach includes derivation of aerodynamic admittance function $\chi(f)$ and mechanical admittance function $H(f)$ (with $f$ frequency in Hz), and subsequent evaluation of the peak response through peak-factor analysis [50].

The standard deviation and the spectrum $S_{uw}(f)$ of the turbulent component of the wind velocity at $z = h$ are obtained from wind load information derived from the Eurocode 1 standard for exposure terrain category II [51].

The main equations for the evaluation of dynamic response of the system in the along-wind direction can be summarized as follows (e.g., [49]):

$$\sigma_1^2 = \int_0^\infty S_{uu}(f) df = \frac{(\rho C_D U)^2}{m^2(2\pi f_0)^2} \int_0^\infty \left| H(f) \right|^2 |\chi(f)|^2 f S_{uw} df$$

$$x_{peak} = x + \sigma_1$$

Fig. 1. Monopole tower: (a) Schematic of the structure, (b) generalized model, orientation, loading and displacements.
In Eq. (1) the variance of the lateral along-wind generalized response $\xi(t)$ is found from the integration along the frequency axis $f$ [Hz] of the combined complex aerodynamic admittance and mechanical admittance functions. The response depends on the aerodynamic load through the $C_D$ drag coefficient, the lumped mass $m$ of the tower point-like structural model, the fundamental-mode natural frequency $f_0$ and the air density $\rho$; Eq. (2) provides, through the peak coefficient $g$ [Eq. (3)], the peak displacement $x_{\text{peak}}$ of the monopole tower top at $z = h$; $t_0$ is the reference duration of the observation (equivalent to averaging time of wind speed, 10 min) and $u^*_x$ is the up-crossing rate of the given response threshold (equal to the rate of zero crossings for a narrow band process, in accordance with Davenport’s theory, [49]). The Davenport chain and its relationship to wind-induced response and uncertainty analysis are presented in Fig. 2.

### 3. Formulation of the LSAMC approach

This chapter discusses the fundamentals of the LSAMC approach and its algorithmic implementation. In the present paper, the algorithm has been employed to statistically derive the along-wind stochastic dynamic response of a prototype monopole tower, modeled as a generalized system (first-mode response).

Without any loss of generality, the proposed methodology has been applied to an SDOF dynamic problem with uncertainties in the wind loading and in the structural properties. Uncertain parameters are the drag coefficient $C_D$ and the lumped mass $m$, which respectively simulate the effect of variable shapes and weight of the communication devices [14,53]. In the present work, the lognormal distribution model is used to describe the two uncertain parameters; the two random parameters are uncorrelated [6]. Previous studies [6,21,29] indicated that the number of random samples $n$ must be adequately chosen to examine the empirical probability distribution of the output variable $x_{\text{peak}}$, and to evaluate its mean and standard deviation. Contrary to standard application of the Davenport Chain, the peak value becomes a random variable because of the random $C_D$ and $m$; mean values and coefficient of variation of the uncertain model parameters were calibrated using literature results (e.g., [21]). Numerical values are described in Table 2.

#### 3.1. Brute force approach

The stochastic response of the considered system can be examined by repeatedly solving Eqs. (1)-(3) assuming a random sequence of drag coefficient values $\{C_{D,1}, C_{D,2}, ..., C_{D,n}\}$ and mass values $\{m_1, m_2, ..., m_n\}$. To apply the SA approach, combined with Monte Carlo sampling, it is useful to re-define the problem of $x_{\text{peak}}$ exceeding a pre-selected

---

**Table 1**

<table>
<thead>
<tr>
<th>Structural or geometrical property</th>
<th>Units</th>
<th>Value assigned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lumped mass $m$</td>
<td>[kg]</td>
<td>600</td>
</tr>
<tr>
<td>Total reference height $h$</td>
<td>[m]</td>
<td>35.0</td>
</tr>
<tr>
<td>Moment of inertia $I$</td>
<td>[m$^4$]</td>
<td>$2.04 \times 10^{-2}$</td>
</tr>
<tr>
<td>Modulus of elasticity $E$</td>
<td>[MPa]</td>
<td>$2.00 \times 10^5$</td>
</tr>
<tr>
<td>Projected area $A$</td>
<td>[m$^2$]</td>
<td>8.0</td>
</tr>
<tr>
<td>Fundamental-mode structural frequency</td>
<td>[Hz]</td>
<td>0.7</td>
</tr>
<tr>
<td>Structural damping ratio</td>
<td>[-]</td>
<td>0.02</td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>Statistical moments</th>
<th>$C_D$ [-]</th>
<th>$m$ [kg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean value</td>
<td>1.20</td>
<td>600</td>
</tr>
<tr>
<td>Coefficient of variation</td>
<td>0.42</td>
<td>0.17</td>
</tr>
</tbody>
</table>

---

![Fig. 2. Davenport Chain and its relationship to wind-induced response and uncertainty analysis. Image reproduced from [52].](image)
threshold $x_0$. The function below is defined:

$$
\hat{\Upsilon}_i(\Upsilon_i, C_{D,k}, m_k) = [\chi(\Upsilon_i, C_{D,k}, m_k) + g_{\Upsilon}(\Upsilon_i, C_{D,k}, m_k)] - x_0. \tag{4}
$$

In the previous equation $\hat{\Upsilon}_i$ is a function that depends on Eq. (2), which has been appropriately rewritten as function of the random variables $C_{D}$ and $m$. This equation implies that the gust effect factor $g$ remains approximately constant despite the randomness in the mass $m$ and $C_{D,i}$. $\hat{\Upsilon}_i$ (Eq. (3)) is approximately constant if the overall shape of the response spectrum (i.e., the integral in Eq. (1)) does not considerably change with the randomness in the variables $C_{D}$ and $m$. The present approximation is acceptable in the context of this exploratory study. Furthermore, it may be further relaxed in the implementation of the LSAMC approach but it was not discussed herein also to enable the comparison against other probability-based methods (e.g. FORM), later presented in the paper. In any case, it can be considered in future studies.

The roots of this equation correspond to the crossing of the threshold $x_0$, i.e. the mean wind speed at the monopole tower top $\Upsilon_i$ that yields $\hat{\Upsilon}_i = 0$ for a given value of $C_{D,k}$ and $m_k$. This equation must be numerically solved for each $k$-th value of the $n$ samples to find the roots.

Once a threshold related to the limit state $x_0$ is selected, Eq. (4) with $k = 1, \ldots, n$ leads to the sequence corresponding to the first-threshold crossings values of the mean wind speed $[\Upsilon_i, \Upsilon_i, \ldots, \Upsilon_i]$, at which the predefined limit state is reached. It must be noted that the lateral displacement limit state at the monopole top (i.e., the threshold $x_0$) can be easily replaced by the corresponding bending moment occurring at the base of the monopole through the relationship $M_{\text{base},0} = 3EIh^2x_0$, where $E$ is the elastic modulus of the mast cross section and $I$ the moment of inertia of area.

### 3.2. Stochastic approximation algorithm (estimation of the mean wind speed $U_M$)

Originally conceived as a tool for statistical computations, the SA has been widely used in engineering. The areas of “adaptive signal processing” in communication engineering and of control engineering have extensively employed the SA algorithms. A similar algorithm, called stochastic gradient approximation (SGA), has been introduced for optimization problems in Variational Quantum Monte Carlo Many-Body Physics [54]. In the present work the SA is used to find the stochastic response under preselected “uncertain scenarios”, which simulate the presence of structural uncertainties, modeling simplifications and aerodynamic load variability.

According to the Robbins-Monro Theorem [55,56] and to previous works performed by the authors [30,57], an approximate value $U_M^*$ of the true average value $U_M$ (average of the mean wind speed at threshold crossing) related to the sequence $[\Upsilon_i, \Upsilon_i, \ldots, \Upsilon_i]$ can be found recursively, at the $k$-th step, as follows:

$$
U_{M,k+1} = U_{M,k} - a_k \hat{\Upsilon}_i(U_{M,k}, C_{D,k}, m_k), \tag{5}
$$

where $U_{M,k}$ represents the independent variable (mean wind speed [m/s]) of the function $\hat{\Upsilon}_i$, which is needed to find the root [m] (Eq. (4)), and $a_k$ is the damping term [1/s] utilized for the convergence of the procedure.

The SA simple recursive formula estimates the average of the mean wind speed at first crossing of $x_0$ at the $k$-th step, $U_{M,k}$, from the random sequence of drag coefficients $C_{D,k}$ and mass distribution $m_k$. At each $k$-th iteration, the recursive procedure selects $C_{D,k}$ and $m_k$ randomly from the distributions of the sampled random variables [30,57] without solving for $\hat{\Upsilon}_i = 0$ at each step. The recursive procedure stops when the variation of the solution is below a predefined tolerance, assuming $U_{M,k} = U_{M,k+1}$. Eq. (5) uses a “damping term” $a_k$ that satisfies the Robbins-Monro condition [56].

$$
\sum_{k=1}^{\infty} a_k^2 < \infty \quad \text{and} \quad \sum_{k=1}^{\infty} a_k = \infty. \tag{6}
$$

A possible solution for $a_k$ can be written as [55]

$$
a_k = \frac{a}{(k + 1 + \delta)^{1/2}}, \tag{7}
$$

where $0.5 < \delta < 2.0$, $a$ and $C$ are arbitrary constants that are chosen to accelerate the numerical convergence. Previous studies [33,57] have suggested that, in standard conditions and for the problem analyzed herein, the values $\delta = 0.51, a = 10$ and $C = 0$ are good choices for convergence of the method.

Figs. 3–5 illustrate, as a proof-of-concept, the application of the SA. The procedure examines three cases: $C_{D}$ random and deterministic mass $m$, deterministic $C_{D}$ and $m$ random, both $C_{D}$ and $m$ are random variables. Inspection of Figs. 3–5 reveals that the SA tends to an approximate value of $U_M$; it also shows a direct comparison between the approximate value $U_M^*$, obtained by SA, and the “exact” value of $U_M$, which is obtained by Monte Carlo sampling since evaluation of a closed-form solution is usually impractical.

![Fig. 3. (a) Empirical distribution of uncertain drag coefficient $C_{D}$ ($n = 10,000$) of the monopole structure with deterministic mass $m = 600$ kg; (b) sequence of first-threshold-crossing mean-wind speed for the limit state corresponding to $x_0 = 0.70$ m.](image-url)
3.3. Description of the LSAMC approach

According to Eq. (4), the analysis of the along-wind response exceeding a predefined limit state provides the corresponding sequence of mean wind speeds \( U_k \) for threshold crossing, based on the random sequences \( C_{Dk} \) and \( m_k \).

The LSAMC approach extends the standard SA algorithm, described in the previous section, and estimates, in a computationally efficient way, mean and higher statistical moments of the sequence \( U_k \). The approach considers a layered sampling from the sequences of the continuous random variables \( C_{Dk} \) and \( m_k \), forming a finite number of sub-sets \( \Lambda_{rC} \) and \( \Lambda_{sm} \), respectively identified by indices \( r \) and \( s \). Each sub-set is based on a subdivision of the original set into adjacent non-overlapping equally-probable sets (i.e., the intervals toward the tail of the distribution are larger in extension compared to the ones near the mean value of the distribution). The continuous random variables over each sub-set can be replaced by a discrete random variable with given probability mass function, centered at the mean value for each set. For example, \( C_{Dk} \in \Lambda_{rC} \) and \( m_k \in \Lambda_{sm} \) are sampled from the \( N \) by \( N \) equal-probability independent intervals or “sets”, with \( r = 1, \ldots, N \) and \( s = 1, \ldots, N \). The following equations must be satisfied:

\[
\bigcup \Lambda_{rC} = [C_{D}] \quad \text{and} \quad \bigcap \Lambda_{rC} = \emptyset.
\]

\[
\bigcup \Lambda_{sm} = [m] \quad \text{and} \quad \bigcap \Lambda_{sm} = \emptyset.
\]

The standard SA is independently applied to each sub-set, and the average of the mean-wind speed corresponding to the crossing of the threshold \( x_0 \) is found as \( \bar{U}^*_{Mk} \) using Eq. (5). The subscript in the variable \( \bar{U}^*_{Mk} \) pertains to the index associated with a generic set \( \Lambda_{rC} \) and \( \Lambda_{sm} \). This proposition yields:

\[
(\bar{U}^*_{M,k+1})_{\Lambda_{rC},\Lambda_{sm}} = (\bar{U}^*_{M,k})_{\Lambda_{rC},\Lambda_{sm}} - a_k y_k [\bar{U}^*_{M,k}]_{\Lambda_{rC},\Lambda_{sm}} C D_{k} \left( m_k \right)_{\Lambda_{sm}}.
\]

The recursive Eq. (10), applied separately in each \( \Lambda_{rC} \) and \( \Lambda_{sm} \) set, converges to a representative discrete point which is the local expected value of \( \bar{U}^*_{M,k+1} \); the notation is simplified and \( \Lambda_{rC} \) and \( \Lambda_{sm} \) are simply denoted by their indices \( r \) and \( s \). Consequently, the SA is applied \( N \) by \( N \) times, “layering” the sampling to each \( \Lambda_{rC} \) and \( \Lambda_{sm} \); this procedure is similar to the Latin Hypercube sampling often employed for better
convergence of the Monte Carlo method [31,37].

In the case of a single uncertain variable (e.g., random \( C_D \) and deterministic mass \( m_0 \)), the proposed approach is applied with probability mass function \( PMF = 1/N \) [30] to approximate the mean, standard deviation (SD) and skewness (SK) coefficient of the continuous target random variable \( U \) at first crossing of the threshold \( x_0 \):

\[
\text{E}_U \approx \bar{U} = \sum_{i=1}^{N} (\bar{U}_i) \cdot \text{PMF},
\]

\[
\text{SD}_U \approx \frac{\sum_{i=1}^{N} ((\bar{U}_i - \bar{U})^2) \cdot \text{PMF}}{\text{SD}(U)^2},
\]

\[
\text{SK}_U \approx \frac{\sum_{i=1}^{N} ((\bar{U}_i - \bar{U})^3) \cdot \text{PMF}}{\text{SD}(U)^3}.
\]

Although the skewness coefficient is not directly needed if the log-normal model is employed for fragility curve estimation, this additional moment can be useful in case that other distribution models are employed. Furthermore, the evaluation of Eq. (13) is useful for the verification of the numerical approach and, consequently, it is included in the numerical simulations of Section 4.

Fig. 6 illustrates, as a proof-of-concept, application of the LSAMC to the present case. The algorithm converges to an approximate value of \( \bar{U}_{11} \), standard deviation (SD) and skewness coefficient (SK) are also indicated; the total number of realizations is 10,000, according to Eqs. (11)-(13) for \( N = 4 \) equally-probable sets, designated by variables \( C_{D,r} \in \Lambda_{C_D} \), with \( r = 1, ..., N \) and constant mass \( m_0 \). The four areas, delimited by the vertical dashed lines and enclosed by the empirical distribution bins in Fig. 6, are the same.

The SA algorithm has been separately applied to each \( r \)-th set, \( \Lambda_{C_D} \), with the random variable \( C_{D,r} \in \Lambda_{C_D} \), corresponding to the data markers with red dots in Fig. 6a. The algorithm converges to an approximate value \( \bar{U}_{11} \) of the “exact” mean speed \( \bar{U}_{11} \), obtained by Monte Carlo sampling; the equivalent discrete points are indicated by red-dot markers in Fig. 6b.

In presence of two uncertain parameters \( (C_D \) and \( m_0 \)), mean, standard deviation and skewness continuous target random variable \( U \) at first crossing of the threshold \( x_0 \) are evaluated, with probability mass function \( PMF = 1/N^2 \), as:

\[
\text{E}_U \approx \bar{U} = \sum_{i=1}^{N} \sum_{j=1}^{N} (\bar{U}_{i,j} \cdot \text{PMF}),
\]

\[
\text{SD}_U \approx \frac{\sum_{i=1}^{N} \sum_{j=1}^{N} ((\bar{U}_{i,j} - \bar{U})^2) \cdot \text{PMF}}{\text{SD}(U)^2},
\]

\[
\text{SK}_U \approx \frac{\sum_{i=1}^{N} \sum_{j=1}^{N} ((\bar{U}_{i,j} - \bar{U})^3) \cdot \text{PMF}}{\text{SD}(U)^3}.
\]

The same approach illustrated in Fig. 6, can be readily extended to the case of two-variable uncertainty, where the stochastic variables are \( C_D \) and \( m_0 \). In this second case, the SA algorithm can separately be applied to each \( r \)-th set, \( \Lambda_{C_D} \), and \( s \)-th set, \( \Lambda_{m_0} \), with the random variables \( C_{D,r} \in \Lambda_{C_D} \), \( m_s \in \Lambda_{m_0} \) and with \( r \) and \( s \) varying between 1 and \( N \).

Fig. 7 illustrates a second application of the LSAMC algorithm in the case of two uncertain parameters. The procedure is applied to assess an approximate value of mean, standard deviation and skewness of \( U \) with random variables \( C_D \) and \( m_0 \); the total number of realizations (\( n \)) is 10,000. According to Eqs. (14)-(16) the procedure employs a layering of \( N \times N = 4 \times 4 \) equally-probable sets, designated as \( \Lambda_{C_D,} \) with \( r = 1, ..., N \) and \( \Lambda_{m_0} \) with \( s = 1, ..., N \).

4. Verification of the layered LSAMC algorithm

Verification of the LSAMC algorithm is illustrated in this section. Comparison between LSAMC (approximate) and Monte Carlo (BF) reference solutions is carried out. We examine the mean, standard deviation and skewness of the random mean-wind speed \( U \), which is related to the dynamic response of the monopole structure crossing the threshold \( x_0 \).

Figs. 8–10 illustrate various verification examples with both one uncertain input random variable and two uncertain input random variables.

The sensitivity of the “exact” solution by Monte Carlo simulation (BF) is also studied by varying the sample size \( n \); each Monte Carlo simulation is also repeated twenty times. Figs. 8–10 present the scatter plots with the results of the 20 consecutive Monte Carlo simulations (small-size markers), as a function of the sample size \( n \in [500, 5000, 10,000, 15,000] \).

The figures also show the approximated values of the mean, standard deviation and skewness of \( U \) obtained by LSAMC (large-size markers), as a function of the number of the subsets.
$N \in \{10, 20, 40, 60\}$. The results in Fig. 8 are presented for the three cases of: random $C_D$ and deterministic mass $m$ (Fig. 8a); deterministic $C_D$ and random mass $m$ (Fig. 8b) and both $C_D$ and $m$ random (Fig. 8c). Inspection of the results reveals that the LSAMC method provides a very precise estimation of the mean value for $N = 20$ sub-sets (equally-probable sets) in the case of one input random variable (e.g., for $N = 20$ the relative error between LSAMC and BF is less than 0.2% in Fig. 8a and b); in the case of two random variables (Fig. 8c) the same precision of the LSAMC requires a larger number of sub-sets $N \times N = 10 \times 10 = 100$.

Furthermore, as can be seen from Fig. 8, the precision increases with the number of sets $N$.

Fig. 9 shows the comparisons between the two approaches related to the estimation of the standard deviation of $\bar{U}$, which is connected to the dynamic response of the monopile structure crossing the threshold $x_0$.

Initial examination of Fig. 9 suggests that a good approximation of the SD is achieved at $N = 20$ (error less than 2%) in the case of one input random variable (e.g., for $N = 20$ the relative error between LSAMC and BF is less than 0.2% in Fig. 8a and b); in the case of two random variables (Fig. 8c) the same precision of the LSAMC increases with the increment of the number of sub-sets (Fig. 8).

It is also noted in Fig. 9b that, despite the small SD values, the LSAMC achieves a very precise approximation with a relative small number of sub-sets (e.g., with $N = 20$ the relative error of SD estimation is less than 3%); this remark proves that the LSAMC algorithm can be considered a reliable approach even in the case that the estimated quantity has of small magnitude.

Fig. 10 suggests that the LSAMC algorithm is apparently less accurate in estimating the skewness coefficient of $\bar{U}$. The normalized error is about 10% with one input random variable (Fig. 10a and b) and $N = 60$; in case of two random variables, the number of sub-sets needed to achieve the same precision becomes $N \times N = 60 \times 60 = 1200$. The "exact" value of the skewness of $\bar{U}$, suggested by Monte Carlo sampling, is in fact very small. This leads to larger relative errors of the LSAMC estimators, around 15%. Nevertheless, the SK estimation by LSAMC method is adequate, despite seemingly larger errors, as it can still preserve sufficient information on the probability distribution of the random $\bar{U}$ for fragility analysis. It will be demonstrated in the subsequent section that the relative errors in case of a fragility analysis are smaller and that the LSMAC is quite accurate. It is also observed that the small discrepancies, noted for the skewness values obtained by the LSAMC, do not affect the fragility results later shown in this paper.

The same procedure described in this section was extended to other threshold levels $x_0$; results are similar but are not shown for the sake of brevity. Information on mean and standard deviation of $\bar{U}$ will be employed in the next section to evaluate the structural fragility curves, directly by LSAMC.

The results, shown in Figs. 8–10, confirm the high potentialities of the proposed LSAMC algorithm, which allows determining very precise approximations of mean and standard deviation of $\bar{U}$ with a very small number of subsets. Moreover, examination of Figs. 8–10 suggests that the standard Monte Carlo method needs a much higher number of samples $n$ to achieve good estimations of the same quantities since the procedure needs to solve for the roots of Eq. (4) for all repetitions.

Table 3 shows the comparison of the normalized computing times needed to obtain the results shown in Figs. 8–10 by Monte Carlo sampling and LSAMC approach for various sample sizes $n$. Numerical efficiency of the LSAMC approach is evident from the data shown in the table.

5. Fragility analysis by stochastic methods: theoretical background

Fragility analysis has been recently examined for performance-based structural analysis against wind hazards [58–61]. The objective of a fragility analysis is the computation of the conditional probability of exceedance of representative limit states through the assessment of indicators (designated as "engineering demand parameters"), which correspond to a specific feature of the dynamic response. Examples are: the maximum lateral drift of the tower, the internal bending moments or shear forces in the generic section. A set of thresholds is usually defined to represent different levels of structural performance, based on such indicators, which may be selected by the designer.

Complementary cumulative distributions functions (CCDF) are used to derive the structural fragility ($F_T$), i.e., to find the probability that the generic random variable $x_{\text{ref}}$ (e.g., peak response of monopile tower top) exceeds a preselected threshold $T$, conditional on the presence of a wind storm with mean speed $V_c = \bar{U}$ at the reference height $z = h$, as

$$F_T(V_c) = \text{Prob}\{x_{\text{ref}} > TV_c = \bar{U}\}. \quad (17)$$

In the derivation of Eq. (17) the effect of random variables simulating uncertainty in the wind load estimation and modeling errors (i.e., random variables $C_D$ and $m$ in the specific application) can readily be included.
5.1. Fragility functions via Monte-Carlo sampling (Brute force approach)

Traditionally, fragility curves are numerically estimated through Monte Carlo sampling [21,22], for example utilizing Eq. (2) to empirically estimate the peak response (random variable \(X_{\text{peak}}\)) and compare it against threshold \(T\) through sampling. This approach is usually preferred by researchers due to its accuracy and robustness. Nevertheless, large computing time is usually needed and represents the “bottle-neck” of this method. Details are omitted in this study for the sake of brevity but examples may be found in previous studies (e.g. [21,22]).

5.2. Fragility functions via LSAMC approach

The LSAMC approach, presented above, can also be employed for the fragility analysis of wind-sensitive monopole towers. The LSAMC algorithm allows determining the mean and standard deviation of \(U\), mean wind speed associated with peak lateral response that corresponds to the first crossing of the threshold \(x_0\). The quantity \(U\) is a random variable, as shown in the previous sections. Information about mean and statistical moments of the random \(U\) can be used to construct the curves in Eq. (17), noting that \(V = U\) and using the cumulative distribution function of \(U\) to approximate the structural fragility curve. Preliminary investigation is necessary to determine the distribution model that best describes the random \(U\) which is needed to postulate the model of the fragility function.

5.3. Fragility functions via implementation of perturbation methods (FORM)

In the case of a uni-variate random property, such as \(C_D\) and \(m\), the quantity \(X_{\text{peak}}\) (Eq. (2)) becomes a random variable. Estimation of the probability density function of \(X_{\text{peak}}\), affected by random \(C_D\) and \(m\), can be approximated through perturbation methods. Implementation of the
varies slowly with stochasticity and it is assumed constant mass and random variables, or are needed. The perturbation approach must be applied twice to independently determine two relationships (for \( \sigma \) and \( \sigma'_1 \)) and the input random property (either \( C_0 \) or \( m \)). Moreover, as previously outlined, the gust effect factor \( g \) varies slowly with stochasticity and it is assumed constant, independent of randomness.

Denoting the generic input stochastic variable \( p \) (to designate either \( C_0 \) or \( m \)) the two functions \( \xi \) and \( \sigma' \), are expressed by Taylor series about a “reference design point” and truncated to the first order of the expansion. This reference point is determined using the mean input value \( \bar{p} \), i.e. in the absence of input randomness. This expansion is illustrated in Eqs. (18) and (19):

\[
\bar{\xi}(p) \approx \bar{\xi}(\bar{p}) + \frac{\partial \bar{\xi}}{\partial p} \bigg|_{p=\bar{p}} (p-\bar{p}) + \frac{\partial^2 \bar{\xi}}{\partial p^2} \bigg|_{p=\bar{p}} (p-\bar{p}),
\]

\[
\sigma'_1(p) \approx \sigma'_1(\bar{p}) + \frac{\partial \sigma'_1}{\partial p} \bigg|_{p=\bar{p}} (p-\bar{p}) + \frac{\partial^2 \sigma'_1}{\partial p^2} \bigg|_{p=\bar{p}} (p-\bar{p}).
\]

The treatment is based on the single-input single-output functional relationship between input random property (either \( C_0 \) or \( m \)) and the peak response (Eq. (2)) and the hypothesis of constant mass, independent of randomness. Consequently, the FORM is used to only indirectly examine the limit-state probability that \( x_{\text{peak}} > x_0 \), conditional on the value of \( U \) [i.e., structural fragility functions; Eq. (17)].

Since \( x_{\text{peak}} \) depends on both mean response \( \bar{\xi} \) and the fluctuations \( \sigma'_1 \), the perturbation approach must be applied twice to independently derive the probability distribution of \( x_{\text{peak}} \), the mean value and the standard deviation (or the variance, \( \text{VAR} \)) of \( x_{\text{peak}} \) can be evaluated, using the reference design point \( p = \bar{p} = \bar{E}[p] \), as:

\[
E[x_{\text{peak}}] = \bar{\xi}(\bar{p}) + g\sigma'_1(\bar{p}) = \bar{\xi}(\bar{p}) + g\sigma'_1(\bar{p}),
\]

\[
E[x_{\text{peak}}^2] \approx E[\bar{\xi}(\bar{p})^2] + 2\bar{\xi}_1(\bar{p})^2 + 2gE[\sigma'_1^2] + 2gE[\xi_1^2],
\]

\[
\text{VAR}[x_{\text{peak}}] \approx E[x_{\text{peak}}^2] - E[x_{\text{peak}}]^2.
\]

where the symbol \( E[\cdot] \) designates expectation operator. To approximately derive the probability distribution of \( x_{\text{peak}} \), the mean value and the standard deviation (or the variance, \( \text{VAR} \)) of \( x_{\text{peak}} \) are needed. The former quantity is directly derived from Eq. (20) above, whereas the latter requires the estimation of the second statistical moments \( E[\bar{\xi}_1^2] \), \( E[\sigma'_1^2] \) and \( E[\bar{\xi}_1^2] \). These quantities are also approximately found by FORM as:
C and $C_p$ are evaluated at the reference design owing to the $U_1$ and $x_m$ random variable $y_m$ with respect to $x_U$. $x_0$ is used; the derivatives or is larger in the case of a $y$ random aerodynamic loads $y$ exceeds a pre-selected threshold $0$ is used; the derivatives in closed form, numerical estimation of the derivatives in Eq. (26) is found by sampling these functions in the proximity of $p = \varphi = E[p]$. The relative estimation error provided by the two approximated approaches (AA) is defined as $(P_{AA}-P_{BF})/P_{BF}$, where $P_{AA}$ and $P_{BF}$ respectively designate probability of exceedance obtained by approximate solution (LSAMC or FORM) and “exact” probability of exceedance obtained by Monte-Carlo sampling (Brute Force, BF). Estimation error calculations are carried out by comparing the graphs in Figs. 11 and 12 at several values of $U$; results are illustrated in Fig. 13 for random drag coefficient $C_D$ and Fig. 14 for random mass $m$. In each case, the left panels present the SLAMC results while the right panels depict the results found with the FORM. Comparison of Table 4 with Table 5 indicates that the lognormal model can be used to replicate the cumulative distribution function of the along-wind peak dynamic response at the monopole tower top. The relative estimation error provided by the two approximate solutions (LSAMC or FORM) and “exact” probability of exceedance obtained by Monte-Carlo sampling (Brute Force, BF). Estimation error calculations are carried out by comparing the graphs in Figs. 11 and 12 at several values of $U$; results are illustrated in Fig. 13 for random drag coefficient $C_D$ and Fig. 14 for random mass $m$. In each case, the left panels present the SLAMC results while the right panels depict the results found with the FORM. Comparison of Table 4 with Table 5 indicates that the lognormal model can be used to replicate the cumulative distribution function of the along-wind peak dynamic response at the monopole tower top. The relative estimation error provided by the two approximate solutions (LSAMC or FORM) and “exact” probability of exceedance obtained by Monte-Carlo sampling (Brute Force, BF). Estimation error calculations are carried out by comparing the graphs in Figs. 11 and 12 at several values of $U$; results are illustrated in Fig. 13 for random drag coefficient $C_D$ and Fig. 14 for random mass $m$. In each case, the left panels present the SLAMC results while the right panels depict the results found with the FORM. Comparison of Table 4 with Table 5 indicates that the lognormal model can be used to replicate the cumulative distribution function of the along-wind peak dynamic response at the monopole tower top. The relative estimation error provided by the two approximate solutions (LSAMC or FORM) and “exact” probability of exceedance obtained by Monte-Carlo sampling (Brute Force, BF). Estimation error calculations are carried out by comparing the graphs in Figs. 11 and 12 at several values of $U$; results are illustrated in Fig. 13 for random drag coefficient $C_D$ and Fig. 14 for random mass $m$. In each case, the left panels present the SLAMC results while the right panels depict the results found with the FORM. Comparison of Table 4 with Table 5 indicates that the lognormal model can be used to replicate the cumulative distribution function of the along-wind peak dynamic response at the monopole tower top.

### Table 4

<table>
<thead>
<tr>
<th>Threshold level $x_0$</th>
<th>Tower top displacement threshold level [m]</th>
<th>Base bending moment threshold level [kN m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>0.0106 $h = 0.35$</td>
<td>3488</td>
</tr>
<tr>
<td>T2</td>
<td>0.0208 $h = 0.70$</td>
<td>6977</td>
</tr>
<tr>
<td>T3</td>
<td>0.0358 $h = 1.26$</td>
<td>12, 558</td>
</tr>
<tr>
<td>T4</td>
<td>0.0523 $h = 1.82$</td>
<td>18, 140</td>
</tr>
<tr>
<td>T5</td>
<td>0.0626 $h = 2.38$</td>
<td>23, 722</td>
</tr>
</tbody>
</table>

The main results are presented in Figs. 11 and 12. Fig. 11 shows the fragility curves calculated for random $C_D$ (random aerodynamic loads) and deterministic mass $m = 600$ kg. Fig. 12 similarly depicts the fragility curves for deterministic aerodynamic load ($C_D$) and random mass $m$. In both Figs. 11 and 12 the graphs found with Monte-Carlo sampling (Brute Force, BF) are used as the reference solution; the left panels of both figures present the comparisons with the LSAMC whereas the right sides illustrate the results found with the FORM. Overall, as anticipated by the small errors found with the LSAMC in Figs. 8 and 9, the agreement of the approximated LSAMC estimations with the “exact” curves, found by Monte-Carlo sampling, is very good in both Figs. 11 and 12. The FORM is still adequate when uncertainty propagation considers the random $C_D$ (Fig. 11(b)), whereas substantial discrepancies are observed in Fig. 12(b) with random mass $m$. From a cursory analysis of the results shown in Figs. 11 and 12, it is noted that LSAMC provides a good approximation of fragility curves with relative small differences (or errors). Estimation errors can be qualitatively noticed by inspection of the fragility curves.

The LSAMC approach is usually adequate, in particular when small variability in the random input property or parameter leads to “step-like” fragility functions in Fig. 12(a). On the contrary, the FORM is unable to replicate the structural fragility in Fig. 11(b). The estimation error of the LSAMC, approximately evaluated by inspection of the fragility curves, is about few percent. A quantitative examination of the error is presented in the next sub-section.

### 6.2. Analysis of simulation errors with one input random property (either $C_D$ or $m$)

The relative estimation error provided by the two approximate solutions (AA) is defined as $(P_{AA}-P_{BF})/P_{BF}$, where $P_{AA}$ and $P_{BF}$ respectively designate probability of exceedance obtained by approximate solution (LSAMC or FORM) and “exact” probability of exceedance obtained by Monte-Carlo sampling (Brute Force, BF). Estimation error calculations are carried out by comparing the graphs in Figs. 11 and 12 at several values of $U$; results are illustrated in Fig. 13 for random drag coefficient $C_D$ and Fig. 14 for random mass $m$. In each case, the left panels present the SLAMC results while the right panels depict the FORM ones, enabling cross-examination of the two methods.

In Fig. 13, the error of the LSAMC is larger at low wind speeds $U$ and decrease to about 4% for wind speeds greater than 40 m/s; the FORM gives considerably larger errors for all considered wind velocities. In

### 6. Structural fragility analysis: Results and comparisons (LSAMC, FORM and BF)

#### 6.1. Computation of structural fragility functions with one input random property (either $C_D$ or $m$)

This sub-section examines the structural fragility analysis of the single-DOF generalized model of the prototype monopole tower under the influence of both wind loading ($C_D$ variable) and structural property uncertainties (mass $m$). As described earlier, randomization of these parameters reflects the presence of either measurement errors in the wind tunnel or structural uncertainties related to the modification of the structural mode shape or structural mass during the lifetime.

The main purpose is to evaluate the effectiveness of the LSAMC approach. The comparisons of the fragility curves include the various methods (Monte Carlo sampling, LSAMC approach and FORM). In this investigation, fragility curves are evaluated by computation of the probability that the along-wind peak dynamic response at $z = h$ exceeds a pre-selected threshold $x_0$, corresponding to the limit state of the peak lateral displacement at the monopole tower top.

For the Monte-Carlo simulations, the number of samples $n = 10,000$ has been considered as the reference value. From the verification results of the LSAMC approach, presented in the previous section, it is suggested that the lognormal model can be used to replicate the cumulative distribution function of $U$ and, consequently, the fragility function.

Table 4 summarizes the predefined threshold levels, utilized for the fragility analysis $x_0$ at (T1, T2, T3, T4, T5). Threshold T5 is related to a possibly unrealistic peak displacement, but is utilized herein mainly for verification of the proposed procedure. Table 4 also presents the corresponding base bending moment thresholds $M_{bd}$, derived from $x_0$ and the properties of the monopole structure; this second quantity can be used to examine the ultimate limit state either associated with either maximum overturning moment of the tower or material strength in the base cross section.

In deriving Eq. (25) the relationship $E[(p-p)^2] = \varphi[p]$ and combining Eqs. (23)-(25) with Eqs. (21) and (22) the variance term as $E[(p-p)^2]$ is used; the derivatives $\frac{\partial y}{\partial p}$ in the case of a $y$ random aerodynamic loads $y$ exceeds a pre-selected threshold $0$ is used; the derivatives in closed form, numerical estimation of the derivatives in Eq. (26) is found by sampling these functions in the proximity of $p = \varphi = E[p]$. The relative estimation error provided by the two approximate solutions (LSAMC or FORM) and “exact” probability of exceedance obtained by Monte-Carlo sampling (Brute Force, BF). Estimation error calculations are carried out by comparing the graphs in Figs. 11 and 12 at several values of $U$; results are illustrated in Fig. 13 for random drag coefficient $C_D$ and Fig. 14 for random mass $m$. In each case, the left panels present the SLAMC results while the right panels depict the FORM ones, enabling cross-examination of the two methods.

In Fig. 13, the error of the LSAMC is larger at low wind speeds $U$ and decrease to about 4% for wind speeds greater than 40 m/s; the FORM gives considerably larger errors for all considered wind velocities.
Fig. 11. Fragility curves obtained by Monte-Carlo (BF) sampling, LSAMC and FORM approaches. Analysis of monopole structure with random aerodynamic load (C₀ variable) and limit state associated with the lateral peak displacement at z = h and the thresholds T₁ – T₅ (Table 3): (a) Comparison between Monte Carlo (BF) and LSAMC, (b) Comparison between Monte Carlo (BF) and FORM.

Fig. 12. Fragility curves obtained by Monte-Carlo (BF) sampling, LSAMC and FORM approaches. Analysis of monopole structure with random structural properties (m mass variable) and limit state associated with the lateral peak displacement at z = h and the thresholds T₁ – T₅ (Table 3): (a) Comparison between Monte Carlo (BF) and LSAMC, (b) Comparison between Monte Carlo (BF) and FORM.

Fig. 13. Relative error of LSAMC and FORM compared to the “exact” solution (Monte Carlo, BF) – C₀ random variable and T₂, T₅ thresholds: (a) Comparison between Monte Carlo (BF) and LSAMC, (b) Comparison between Monte Carlo (BF) and FORM [notes: relative errors shown in the range of wind speeds between 25 m/s and 70 m/s; “60” = number of equiprobable sets].
Fig. 14, the discrepancy between Monte-Carlo and approximate solutions is exacerbated by a considerably smaller random variability introduced by the random mass \( m \) in the estimation of the peak. Clearly, the FORM is not adequate as relative errors are very large while the estimation errors associated with the LSAMC approach are still reasonably small. This figure is important since it suggests that, even in the presence of a limiting case associated with small random variability and "steeper" fragility functions for intermediate values of \( U \) (thus leading to abrupt variations in exceedance probabilities), the LSAMC approach still provides better results compared with FORM.

General examination of Figs. 13 and 14 suggests that the estimation error in the case of LSAMC is localized; fragility curves usually exhibit good agreement with the ones obtained numerically by Monte-Carlo sampling. On the contrary, the error committed by FORM is not acceptable. This problem can be explained accounting for the limitation introduced by the FORM and used for determining the variance of \( x_{\text{peak}} \), as illustrated in Eq. (26). Finally, even though verification of the LSAMC procedure has been examined, further validation may be desirable in the future (e.g., through testing and experimental assessment of structural fragility).

6.3. Computation of structural fragility functions with two input random properties (both \( C_D \) and \( m \))

Fig. 15(a) presents the structural fragility curves when both \( C_D \) and \( m \) are the input random properties. This investigation is restricted to the comparison between LSAMC and Monte-Carlo sampling, since the FORM is unable to provide adequate estimation of the fragility curves when the contribution of a random \( m \) is incorporated. In this last scenario with two input random variables the relative deviations (errors) between the approximate fragility curves found by LSAMC and the "exact" curves determined by Monte Carlo sampling are illustrated in Fig. 15(b). The relative error, computed as explained in Section 6.2 is slightly smaller than the error found for the first scenario with random \( C_D \) only and shown in Fig. 13(a).

The supplementary numerical results illustrated in Fig. 15 confirm the good performance of the LSAMC approach. Qualitative differences between approximate and Monte-Carlo fragility curves (Fig. 15(a)) are almost imperceptible. The relative error between LSAMC and Monte-Carlo sampling is less than 5% for wind speeds \( U \) larger than 35 m/s.

All the results presented in Figs. 11–15 are preliminary since they are based on the analysis of a generalized structural model of a monopole structure with random structural properties (mass variable) and random aerodynamic loads (\( C_D \) variable) for limit state associated with lateral peak displacement at \( z = h \) and thresholds T1 – T5 (Table 3): (a) fragility curves, (b) relative errors [note: relative errors shown between 25 m/s and 70 m/s].
monopole tower. They require further investigation prior to general-
ization of the LSAMC algorithm and its implementation to other and
more complex wind-sensitive vertical structures (tall buildings, wind
turbines, etc.). This task is, however, beyond the scope of this study and
will be considered in the future.

6.4. Examination of computing time savings

Computational efficiency of the proposed methodology is examined
in this sub-section. Fig. 16 summarizes the results of this investigation.

The computing time of the LSAMC algorithm is examined as a
function of the number of equiprobable sets (N). The execution time is
normalized with respect to Monte-Carlo computing (BF-normalized)
and compared against the FORM computing time.

The results illustrated in Fig. 16 indicate that, in the case of a single
input random variable, the LSAMC achieves sufficient approxima-
tion (illustrated in Figs. 11–15) with equiprobable sets N = 60 and a BF
normalized computing time equal to 0.18%. In Fig. 16(a) and (b) the
computing time of LSAMC is modestly longer than the time required by
FORM. As expected, in case of two input random variables (Fig. 16(c))
the normalized computing time increases since it is proportional to the
number of equiprobable sets needed to obtain the same accuracy, which
are 3600 (60 × 60). Examination of Fig. 16(c) suggests that, in the case
of two random variables, the LSAMC algorithm is less performing. Even
though the performance of the LSAMC approach may progressively
deteriorate as the number of input random variables increase, the
LSAMC approach is still 90% faster than Monte-Carlo sampling with
two random variables, indicating that it may still be adequate for or-
dinary applications in performance-based wind engineering.

7. Discussion and conclusions

This study summarizes the results of a research activity aiming at
the derivation of computationally-efficient performance-based meth-
odologies for the estimation of structural fragility curves of wind-sen-
sitive structures. Implementation of SA algorithms was employed to
derive the dynamic response of a prototype structure, a monopole
tower, under stationary wind loads in the frequency domain.

Uncertainty and measurement errors were considered by suitable
random perturbation of selected but representative variables (physical
properties) of the structure and the load, following implementations
presented in previous work [21,22]. The numerical procedure, desig-
nated as LSAMC algorithm, was employed to analyze the effects of
uncertainty and errors in the modeling of structural properties and in
the estimation of wind forces, often carried out in wind tunnel. Linear
elastic along-wind dynamic response was considered.

In the first part of the study, initial verification of the LSAMC
algorithm was conducted by comparing the simulated results against
Monte Carlo sampling results. The comparison was based on the ana-
lysis of mean values, variance and skewness coefficients embedded in
the implicit stochastic function (Eq. (4)).

In the second part, the LSAMC approach was employed to derive
structural fragility curves of the prototype monopole tower, associated
with various limit states. The peak lateral response at the top of the
tower was employed as the control variable, or engineering demand
parameter. Five different limit-state thresholds were considered to as-
sess the stochastic response of the prototype system and evaluate
computation of the fragility curves. For the sake of completeness and to
identify advantages and potential limitations of the LSAMC, the in-
vestigation also examined another popular approach for reliability
analysis, the FORM.

Numerical simulations confirm that the LSAMC approach is ade-
quate for approximate estimation of structural fragility curves. The
error is usually limited to few percent values. Furthermore, the LSAMC
outperforms the FORM when the propagation of uncertainty is either
influenced by nonlinearity (mass m) or the steepness in the fragility
curves is large (refer to error comparisons in Section 6).

The LSAMC also proves to be an efficient algorithm from the com-
putational point of view, since a significant speedup in the computing
time was observed in comparison with Monte-Carlo sampling results
(Fig. 16). For example, in the case of single input random property or
variable, the computing time required by LSAMC is less than 1%
compared to the time needed by Monte-Carlo simulation. In the case of
two input random properties or variables, the computing time of
LSAMC is about 12% compared to standard sampling approach;

![Fig. 16. Computing time of LSAMC and FORM, as a function of the number of equiprobable sets, normalized to the Monte-Carlo (BF) time: (a) random C0, (b) random m, (c) random C0 and m.](image)
computing time reductions were obtained by preserving adequate accuracy in the approximated structural fragility curves. It is noted that, even though the computing time savings progressively deteriorate when the number of input random variables increase, they appear to be adequate for ordinary applications and conventional structures.

The study primarily examined two types of random behavior, i.e. uncertainty in the aerodynamic loads (simulated through static coefficient $C_{D}$) and modeling uncertainty due to imperfect knowledge of the structure (simulate through mass $m$). Clearly, these two variables are provided as examples, since several other parameters or structural properties (e.g. damping ratios) are perhaps equally relevant [23–25] to the dynamic response. Consequently, more investigation is needed to extend these results to other random variables. Nevertheless, the main objective of the study was the examination of the LSAMC approach as a computationally efficient method for structural fragility analysis.

Future studies should include more complex structural systems, examine other parameter uncertainties, account for across-wind response in addition to along-wind response, and expand the treatment to the stochastic structural analysis in the presence of high-dimensional problems (multi-degree-of-freedom structures).
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