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Abstract— Information is an integral part of the correct and reliable operation of today’s computing systems. Data either stored 
or provided as input to computation processing modules must be tolerant to many externally and internally induced destructive 
phenomena such as soft errors and faults, often of a transient nature but also in large numbers, thus causing catastrophic 
system failures. Together with error tolerance, reliable operation must be provided by reducing the large overheads often 
encountered at system-level when employing redundancy. While information-based techniques can also be used in some of 
these schemes, the complexity and limited capabilities for implementing high order correction functions for decoding limit their 
application due to poor performance; therefore, N Modular Redundancy (NMR) is often employed. In NMR the correct output is 
given by majority voting among the N input copies of data. Reduced Precision Redundancy (RPR) has been advocated to 
reduce the redundancy, mostly for the case of N=3; in a 3RPR scheme, one full precision (FP) input is needed while two inputs 
require reduced precision (RP) (usually by truncating some of the least significant bits (LSBs) in the input data). However, its 
decision logic is more complex than a 3MR scheme. This paper proposes a novel NRPR scheme with a simple comparison-
based approach; the realistic case of N=5 is considered as an example to explain in detail such proposed scheme; different 
arrangements for the redundancy (with three or four FP data copies) are considered. In addition to the design of the decision 
circuit, a probabilistic analysis is also pursued to determine the conditions by which RPR data is provided as output; it is shown 
that its probability is very small. Different applications of the proposed NRPR system are presented; in these applications, data 
is used either as memory output and/or for computing the discrete cosine transform. In both cases, the proposed 5RPR scheme 
shows considerable advantages in terms of redundancy management and reliable image processing. 

Index Terms—Reduced precision redundancy, fault/error tolerance, memory  

1. INTRODUCTION 
Information (as binary data, either communicated or 
stored) plays a significant role in modern computer sys-
tems; today’s applications require the acquisition of large 
amount of data (such as encountered in the so-called “Big 
Data” paradigm) as well as its processing for efficient 
computation [1]. Massive storage is employed to store 
large amount of data [2] such that it can be efficiently 
retrieved and subsequently processed by computational 
units in diverse application fields, such as data mining, 
machine learning and image processing.  

Across the entire computation/memory hierarchy, cor-
rectness of data must be preserved to ensure that the 
entire process generates meaningful outcomes. Data cor-
rectness can be jeopardized by different causes, such as 
corruption, soft errors, faults as well as catastrophic fail-
ures [3].  

Consider for example memories. Once operational, 
memories can be affected by soft errors; these errors 
should be taken into account when designing reliable 
chips [4]. There are many phenomena that can affect the 
correctness of data stored in memories. For example, 
radiation effects can cause errors in memory cells as Sin-
gle Event Upsets (SEUs) or functional failures in the con-
trol circuitry by Single Event Functional Interrupts (SEFIs) 
[5],[6]. These errors/failures may occur on a single or 
multiple bits, and affecting single or multiple words; in 
some cases, the entire memory can be affected as a cata-
strophic failure may result. Hardened techniques, in 
which redundancy is added to the unprotected module 
have been widely studied to deal with errors/failures 
[7],[8]. Reliability analysis and some trade-offs between 
reliability and protection cost are also studied in [9]-[11]. 

A class of hardened techniques applicable to memory 
relies on information-based redundancy. In this scheme, 
Error Correction Codes (ECCs) are used to detect and 
correct multiple bit errors on memory words [12],[13]; 
however they are not effective when t (the number of bits 
in error) in a given module is large. Redundant memory 
cells are added to each word of the original memory to 
store parity bits. Additional circuits are also required to 
implement decoding as needed by different classes of 
ECCs. Therefore, the hardware overhead includes the 
additional memory array and logic circuits, and depends 
on the number of parity bits and the complexity of the 
decoding process. A common class of ECCs is Hamming 
codes; these codes can correct single bit errors [14].  How-

xxxx-xxxx/0x/$xx.00 © 2018 IEEE        Published by the IEEE Computer Society 

———————————————— 
• Manuscript received 3 February 2019, in revised form 27 May, and 

30 September, and accepted 8 October, 2019. (Corresponding author: 
Fabrizio Lombardi) 

• S. Liu, K. Chen and F. Lombardi are with Northeastern University, 
Dept. of ECE, Boston, MA 02115, USA (email: ssliu@coe.neu.edu, 
chen.ke1@husky.neu.edu, lombardi@ece.neu.edu)  

• P. Reviriego is with Universidad Carlos III de Madrid, Av. Univer-
sidad 30, Leganes, Madrid, Spain (email: revirieg@it.uc3m.es)  

• W. Liu is with the College of Electronic and Information Engineering, 
Nanjing University of Aeronautics and Astronautics, Nanjing, 
Jiangsu, 210016, China. E-mail: liuweiqiang@nuaa.edu.cn 

• Ahmed Louri is with the Department of Electrical and Computer 
Engineering, George Washington University, Washington DC, 
20052. E-mail: louri@gwu.edu 

• ——————————      —————————— 

Authorized licensed use limited to: The George Washington University. Downloaded on April 28,2020 at 03:12:59 UTC from IEEE Xplore.  Restrictions apply. 



2168-6750 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more
information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/TETC.2019.2947617, IEEE Transactions on Emerging Topics in Computing

2 IEEE TRANSACTIONS ON EMERGING TOPICS IN COMPUTING 

 

ever they are unable to provide protection for memories 
in the case of multiple errors (random or correlated). 
ECCs with a higher error correction capability usually 
incur in complex implementations and often in longer 
latencies, so not always applicable to high performance 
systems. There are some ECCs that can correct multiple 
bit errors fast, such as Orthogonal Latin Square (OLS) 
codes [15]-[17]. These codes rely on one-step majority 
logic schemes; however for codes when dealing with a 
large number of errors, hardware overhead will be pro-
hibitively large.  

Another class of hardened techniques that can handle 
erroneous data in either multiple bit errors or functional 
failures (regardless of the number of bits affected) is N 
modular redundancy (NMR) [18]. In this scheme, the 
unprotected module (such as a single memory) is repli-
cated N times (N is generally known as the order of repli-
cation); as criterion, majority voting among the N copies 
establishes the correctness of the data as final outcome. 
The NMR scheme can guarantee a correct output under 
simultaneous multiple faults (e.g., 3MR (i.e., N=3) can 
handle one fault module and 5MR (i.e., N=5) can handle 
two) but it incurs in a large overhead due to replication. 
An improved 3MR scheme is presented in [19] however 
error tolerance is limited to a subset of specific input sig-
nals in the system. Another scheme that is similar to 3MR 
but uses approximate voting, is presented in [20]. For 
three modules with n-bit data, only the upper n-k bits are 
checked in a pairwise fashion. If the absolute value of the 
subtraction between each pair is not bigger than “1” 
(which means that only the k+1 lower bits may be affected 
by the error), all of the three copies are considered as 
“correct” and any of them will be provided as output. 
Otherwise, a “correct” pair (if there is at least one) of 
copies are checked by another decision logic; the n-k up-
per bits of any of these two copies are provided as output.  
Padding with higher precision k bits that correspond to 
the average value of the k lower bits in the two copies is 
also utilized. Compared to 3MR, the scheme in [20] incurs 
in a  lower area and power dissipation, but it requires  a 
longer delay; it can only detect errors in one module or 
limited to the k+1 lower bits in multiple modules and 
guarantee an output with a higher precision (but still 
inexact). Under multiple errors affecting the n-k-1 upper 
bits in multiple modules, the scheme would fail. The in-
formation on the distribution of expected values and 
errors at the voter inputs can also be used to design NMR 
schemes that have the ability to correct more errors. For 
example, the soft NMR scheme proposed in [21] considers 
the input distributions to the voters and formulates vot-
ing as a detection problem using communication theory 
techniques to obtain the result that is more likely to be 
correct. Finally, techniques at different abstraction layers 
can be combined into cross-layer schemes that can further 
improve fault tolerance for some applications like image 
processing [22]. 

In some applications, such as signal and image pro-
cessing, a limited range of deviation from the correct 
result can be tolerated. For such applications, Reduced 
Precision Redundancy (RPR) that can handle one errone-

ous module has been proposed as alternative [23]. In this 
scheme, the difference between the full precision (FP) and 
the two reduced precision (RP) modules is calculated and 
compared with a threshold error value; if the subtraction 
result is smaller than the threshold, this means that the 
results are acceptable; so based on the decision logic cir-
cuit, data from the FP module can be provided as output. 
Else, the outputs of the two RP modules are further ana-
lyzed to determine the single faulty one. This scheme can 
significantly reduce the overhead due to redundancy 
because two copies are implemented by reduced preci-
sion. It should also be noted that the decision circuit (sub-
traction and comparison logic) is significantly more com-
plex than the voting logic used for the 3MR with full pre-
cision. This scheme has been analyzed in [24] for applica-
tions in which addition is employed as processing step. 

Recently, the RPR schemes of [24] and [25] have been 
proposed as improvements for adders and Multiplication 
and Accumulation (MAC) computation in signed integer 
format to reduce the hardware overhead in the decision 
logic as well as the error due to the reduced precision. 
However, both these schemes are based on specific fea-
tures of the implemented arithmetic computation mod-
ules; moreover, as the order of replication is three, they 
can tolerate only a single faulty module. 

In applications in which data correctness is affected 
from multiple simultaneous sources (of either permanent 
or transient nature or long mission time with limited 
corrective action), a higher order of redundancy is often 
needed; the error rate for the data is significantly larger 
than for example the fault rate in logic circuits for arith-
metic computation. At N=5 as an example of the next 
level of redundancy, which is the most realistic case; for a 
larger value of N, the design is more complex and accord-
ingly the hardware overhead is very large [26], RPR has 
not been analyzed even though intuitively it could yield 
significant improvements for many applications. RPR has 
been considered in [25] with respect to arithmetic compu-
tation and the format of the operands. The binary nature 
of data (such as applicable to memories) also necessitates 
a different technique to RPR management, especially 
when the error rate increases and two modules may be 
faulty generating incorrect values. In this case, ECCs re-
quire a large number of parity bits and a decoder with 
high complexity to provide a strong error correction ca-
pability, thus introducing a large memory overhead and 
decoding latency; moreover, NMR would incur in a large 
hardware overhead due to the N replication order for full 
precision. Therefore, an RPR scheme with a higher order 
of redundancy that can efficiently reduce both the over-
head of redundant modules and logic complexity is need-
ed to deal with multiple module failures. 

In this paper, a novel NRPR scheme is proposed as ap-
plicable to tolerance and processing of data; this scheme 
is based on a comparison-based approach for NRPR to 
ensure that the decision logic does not account for a sig-
nificant design overhead. The realistic case of N=5 is con-
sidered as an example and different arrangements for the 
redundancy (with three or four FP data copies) are con-
sidered. In addition to the design of the decision circuit, a 
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probabilistic analysis is also pursued to determine the 
conditions by which RPR data is provided as output; it is 
shown that the probability is very small. Different appli-
cations of the proposed NRPR system are presented; in 
these applications, data is used either as memory output 
and/or for computing the discrete cosine transform. In 
both cases, the 5RPR scheme is proposed as an example 
and shows considerable advantages in terms of redun-
dancy management and reliable image processing. 

The rest of the paper is organized as follows. Section 2 
deals with a brief review of existing hardware redundan-
cy techniques, including NMR and RPR schemes (for this 
last case the current schemes of [23] with a single FP copy 
for N=3 are discussed). Section 3 presents the proposed 
scheme with emphasis on syndrome generation and 
checking. Section 4 presents a probabilistic analysis for 
establishing the probability that RP data is delivered at 
the scheme output. Section 5 evaluates and compares the 
proposed schemes with other modular redundant 
schemes found in the technical literature; evaluation is 
pursued with respect to design of the decision logic cir-
cuitry under different data size. Section 6 presents two 
cases for the application of the proposed 5RPR scheme, 
namely memory and Discrete Cosine Transform. Finally, 
the paper ends with the conclusions in Section 7. 

2. PRELIMINARIES 
This section provides a brief review of relevant material 
for redundant design techniques found in the literature 
[18], [23].  

2.1 N Modular Redundancy 
N Modular Redundancy (NMR) is widely used for 
fault/erroneous tolerance at system level. NMR is based 
on voting among N copies of the original module; there-
fore N=2t+1 modules are required to guarantee a correct 
output under a number of simultaneous faulty modules 
not exceeding t [18] . For NMR system the majority of the 
modules (t+1 at least) is always assumed to be operating 
correctly, hence NMR masks all erroneous values in the 
minority. The NMR scheme is shown in Figure 1 in block 
diagram form; all 1t

NC +  combinations for the N modules 
must be considered when designing the majority voting 
circuit. The output of the voting circuitry is always correct 

provided the number of erroneous modules does not 
exceed t.  

2.2 Reduced Precision Redundancy 
The so-called Reduced Precision Redundancy (RPR) 
scheme can be an alternative in some applications such as 
image processing. For example, [23] and [25] have pro-
posed RPR schemes in which the order of replication is 3; 
2 modules compute on a reduced precision basis, i.e. only 
a module has full precision (Figure 2). 

The design of a reduced precision module lends itself 
to approximate computing because for example in an 
arithmetic circuit, the least significant bits (LSBs) are 
truncated in each of the reduced precision modules.    
RPR uses a full precision copy of the circuit and two re-
duced precision copies by implementing a decision logic to 
correct errors. The difference between the full precision 
(FP) and RP copies needs to be computed and compared to 
a threshold. Therefore, a subtraction and comparison are 
needed. The decision logic for the RPR scheme is signifi-
cantly more complex than the majority voting logic used 
for a FP 3MR; however, the RPR scheme significantly low-
ers the total hardware overhead because the RP copies are 
usually significantly smaller than the FP implementation 
and the processing module is significantly more complex 
than the decision logic.   

A disadvantage of this scheme is that small errors that 
only affect the LSBs cannot be corrected; this is an inherent 
problem of RPR schemes. There are two cases on which 
small errors may occur. One case is that small errors on the 
LSBs of the FP data copy cause a smaller subtraction be-
tween the FP and RP copies than the specified threshold; 
thus those errors cannot be detected and a FP with small 
errors will be used as the output. The other case is that 
when RP data is used as the output, the truncated LSBs 
cannot be recovered so that small errors occur. This how-
ever is not a problem for many applications in which either 
most failures are due to large errors that affect some upper 
bits of the data and cause for example a significant devia-
tion from the correct result, or the output is inherently 
error-tolerant (such as for image processing). To reduce the 
error in output data and improve performance (such as 
the delay in the decision logic), [25] has exploited com-
plementary features in signed operation for MAC. Differ-
ent from the RPR scheme of [23] that has a single thresh-
old value, the threshold value in the scheme of [25] is 
reduced by half of the default value when the two oper-
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Figure 2. RPR scheme with one FP copy and two RP copies (N=3). 
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Figure 1. NMR scheme. 
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ands have different signs. This design selection is based 
on the observation that errors will compensate when the 
operands have different signs. By utilizing a smaller 
threshold, the rate of reduced accuracy in the output is 
reduced, i.e. system precision improves. However, the 
scheme of [25] is applicable only when computation in 
signed integer format is executed for processing; it is not 
applicable to protect data from errors because no compu-
tation is involved in this process. 

Similar to arithmetic circuits, data can be generated 
and stored in a RP memory; for data as a long word in 
integer format (hence with a very large value) its LSBs are 
truncated such that a small portion of its value is lost at 
the expense of a reduced capacity of the memory array. 
This feature will be utilized in a subsequent section when 
the proposed scheme is applied to memory systems.   

3. PROPOSED SCHEME 
In this section, a new RPR scheme (denoted as NRPR) is 
proposed. This design is applicable to data replication to 
establish correctness in output once for example data is 
read from different storage units (such as memories). In 
general, an NRPR scheme needs the same number of 
copies as the NMR scheme but several copies are of  RP, 
i.e. 2t+1 modules are required in case of t erroneous 
modules. In this paper, we take the realistic case of N=5 
as an example to illustrate the proposed scheme, i.e. the 
5RPR. In this case, data can then be represented in FP or 
RP; data can be also correct (not erroneous) or incorrect 
(erroneous) with respect to its initial precision type. 

The proposed scheme is based on a comparison-based 
technique as initially detailed in [27] for system-level 
diagnosis and its graph theoretical approach [28]. Recall 
that a diagnosable system made of N units (in this case 
the N copies of the data to be protected) can be represent-
ed by a set U = {u1, u2, ..., uN}. A connection assignment 
refers to the complete collection of comparisons of each 
pair of two units, this assignment is represented by an 
undirected graph G = (U, E) (such as shown in Figure 3). 
In Figure 3, each vertex represents a single unit ui∈U (i=1, 
2, ..., 5) and each edge eij in E is labelled by the so-called 
syndrome as weight denoting the outcome of the compar-
ison between the two connected vertices (i.e. 0 if they are 
equal, 1 otherwise). According to all syndromes for the 
outcomes of the comparisons in the connection assign-
ment, it is possible to prove the correctness of at least one 
data copy (corresponding to a vertex in the graph). The 
comparison-based approach in [27], [28] is extended in 

our proposed NRPR scheme with some RP copies to de-
termine a correct copy (preferably with FP or alternative-
ly RP) at a lower cost. 

The proposed NRPR scheme is illustrated for N=5 (i.e., 
5RPR) as an example. Figure 3 shows the undirected 
graph for 5 units; vertices u1, u2, u3, u4 and u5 represent 
the replicated data copies. Each edge represents the com-
parison on a bit by bit basis between the two connected 
vertices (this operation can be simply implemented by 
using xor gates). Similar to the method of [27], [28], the 
comparison results are given by the syndromes Si and 
defined as follows: 

 1 1 2S D xor D=   (1) 

 2 2 3S D xor D=  (2) 

 3 3 4S D xor D=   (3) 

 4 4 5S D xor D=  (4) 

 5 5 1S D xor D=  (5) 

where Di is the ith data copy (for example stored in the ith 
memory). The value of each syndrome bit can be 0 or 1; 
note that a single syndrome with value 0 does not imply 
data correctness because both data copies in a vertex pair 
can be equally incorrect. Different from [27], [28], in the 
proposed scheme comparison between RP and FP copies 
occurs only for the common part (i.e. the LSBs that are 
truncated in the RP copies are not compared). In this 
respect, we present the following observations (and relat-
ed proofs) to validate the proposed scheme. 
Observation 1: A data copy (corresponding to ui) is correct 
(so not erroneous) if  

 5

1

0, 0 if 1
0, 0 if 1 5

i

i i

S S i
S S i−

= = =
 = = < ≤

  (6) 

or 

 1

1

0, 0 if 1 5
0, 0 if 5

i i

i

S S i
S S i

+= = ≤ <
 = = =

  (7) 

Proof: A 0 syndrome bit indicates that both of the two 
compared copies of data are either correct or incorrect. If 
the two syndrome bits of a vertex are 0, then the three 
corresponding data copies should have the same status, 
i.e. all correct or all incorrect. However, the second sce-
nario is not possible because by assumption t cannot ex-
ceed 2. 

Figure 4 (a) and (b) show two equivalent scenarios as 
examples: when S1=0 and S5=0, or S1=0 and S2=0, u1 
must be correct. 
Observation 2: A data copy (corresponding to ui) is correct 
(so not erroneous) if  

 
1 3

2 1

2 4

1, 1 if 1 2
1, 1 if 2 5
1, 1 if 5

i i

i i

i i

S S i
S S i
S S i

+ +

− +

− −

= = ≤ ≤
 = = < <
 = = =

  (8) 

Proof: A non-zero syndrome bit indicates that at least one 
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Figure 3. Connection assignment graph of 5RPR scheme. 
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of the two compared vertices is erroneous. If two discon-
tinuous syndrome bits are equal to one, there must be one 
erroneous data copy in each pair of compared vertices, so 
two erroneous copies in total. Therefore, this proves that 
the other copies (vertices) are correct as there are no more 
than two erroneous copies in a 5RPR by assumption. 
Figure 4 (c) is an example; if S2=1 and S4=1, u1 must be 
correct.  
Observation 3: A data copy is correct if the string given by 
three continuous syndrome bits (that started from such 
vertex) is equal to “011”, i.e. ui is correct if: 

 
1 2

+1 1

1 2

0, 1 1 if 1 3
0, 1, 1 if 4
0, 1, 1 if 5

i i i

i i

i

S S S i
S S S i
S S S i

+ += = = ≤ ≤
 = = = =
 = = = =

，

 (9) 

Proof: A string with three continuous syndromes of value 
“011” corresponds to the cases in which one or two incor-

rect copies have occurred.  If there is just one incorrect 
data, then it is identified by the copy (vertex) between the 
two “1” syndrome bits. If there are two incorrect copies, 
they corresponds to the last two vertices in the path iden-
tified by the string. Therefore, the copy that is the starting 
point the path should be correct. Figure 4 (d) shows an 
example: if S1=0, S2=1, and S3=1, u1 must be correct. 

Based on the above observations, only few compari-
sons on the syndrome bits are sufficient to generate the 
correct and FP/RP output using the proposed compari-
son-based approach. The algorithm used to implement 
the proposed 5RPR scheme is given as follows: 
Input: 5 copies of the same data (for example a word 
from each memory, 5 independent memory units); q cop-
ies are FP, 5-q copies are of equal RP (for RP k-bit LSBs are 
truncated from each of the 5-q data copies).  The FP data 
copies correspond to the first vertices, u1 to uq. When q=3, 
the algorithm is given as: 

1) Compare each pair of adjacent copies to calculate 
the syndrome bits as per equations (1) to (5). 

2) If all syndrome bits are zero, then there is no er-
roneous copy, D1 is provided as output and ter-
minate the algorithm. If not, go to the next step. 

3) If S1=0 and S2=0, or S2=1 and S4=1, or S1=0, S2=1, 
and S3=1, D1 is correct and provided as output. 

4) If S2=0 and S3=0, D2 is correct and provided as 
output. 

5) If S1=1 and S4=1, D3 is determined to be correct 
and provided as output. 

6) In all other cases, the RP data D5 (correct) pad-
ded with the LSBs of D1 is provided as output. In 
this case, small errors may happen at the LSBs 
and D1 may be affected by errors, e.g., the data 
pattern of “11000” with errors on LSBs of the first 
copy. 

The number of RP copies cannot be in the majority; 
when q is either 1 or 2, an all-zero syndrome can be erro-
neously generated for N=5. For example, when 2 FP verti-
ces (u1 and u2) are used, an all zero syndrome can be 
obtained based on equations (1) to (5) for same errors on 
the LSBs of D1 and D2. Then the decision logic will con-
sider this as correct and erroneous data will be provided 
to the output. The 5RPR scheme with three FP copies is 
shown in Figure 5; the syndrome generator implements 
step 1), while the syndrome check is used for steps 2) to 6).  

The proposed approach is therefore based on compari-
sons; while 5RPR is the most realistic scheme, the pro-
posed algorithm can be also extended to other RPR 
scheme of higher order of redundancy without loss of 
generality. In this case, as the number of modules increas-
es, more equations are needed to generate the syndrome 
bits by comparing each pair of connected vertices in the 
graph. The logic for checking the syndrome must also be 
extended to account for a larger number of combinations 
than for 5RPR. In any case, the logic circuitry is expected 
to be simpler than for existing RPR solutions requiring 
arithmetic operations when determining the correct mod-
ule. 
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Figure 4. Examples of relationships between syndromes and the correct-
ness of data as per Observations 1 to 3: (a) S1=0 and S5=0, (b) S1=0 and 
S2=0, (c)  S2=1 and S4=1, (d) S1=0, S2=1 and S3=1. 
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Figure 5. Proposed 5RPR scheme with three FP copies. 
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4. PROBABILISTIC ANALYSIS 
As some LSBs are not presented in the RP copies, these 
positions are not compared with the entire FP data copies, 
because comparisons only focus on the upper bits (e.g. 
when only u4 and u5 are RP, the LSBs of D3 and D1 (that 
are FP) cannot be checked by Eqs. (3) and (5)). Therefore, 
the corresponding syndrome bits cannot be determined 
and the value may be 0 or 1. In this case, the syndromes 
for different patterns may be the same, so they cannot be 
distinguished. This will result in a situation in which no 
FP data copy can be assessed as correct while a RP copy 
can be proved to be correct. Therefore, in some cases RP 
data is provided at the output. This is shown clearly in 
Table 1, in which the syndromes for all possible data pat-
terns in a 5RPR scheme with three FP data copies (u1, u2 
and u3) are presented. For the gray colored rows, the 
syndromes can in some cases be the same. For example, 
they can be “11000” in all four cases, so that we cannot 
determine which copy of FP data (i.e. D1, D2, and D3) is 
correct. However, in this case the RP data D5 is correct, so 
it can be provided as output and padding the LSBs is 
required causing an output to have inexact data (inexact 
data here refers to data that has the correct upper bits but 
may have errors on the padding for the LSBs). Therefore 
this can be tolerated only for some applications as dis-
cussed previously.  

The probability of outputting RP data (i.e., P inexact_5RPR3) 
is analyzed next; models are established based on the 
assumption that errors are independent to permit a sim-
ple evaluation. Further details on the derivations of the 
equations are provided in an Appendix. 

By denoting the probability of an incorrect data copy 
as p, the probability of no more than two erroneous data 
copies P ≤ 2_units (as considered in the proposed 5RPR 
scheme) is given by： 

 ( ) ( ) ( )5 4 31 2 2
2 _ 5 51 1 1unitsP p C p p C p p≤ = − + − + −  (10) 

where 1
5C  ( 2

5C ) is the number of combinations for one 
(two) incorrect copy (ies) and four (three) correct copies 
on the five data copies. 

Then we can have the probability Pi = j for the case of 
the same erroneous status on the ith and jth copies (1 ≤ i ≤5, 
1 ≤ j ≤5), and the probability Pi_LSBs for the case of only an 
erroneous status on the ith copy LSBs. They are given by 
Eq. (11) and (12) respectively.  

 ( ) ( )
23

1
1 1

n
n ll l

i j n bit bit
l

P p C p p −
=

=

 = − ⋅ ⋅ − ∑   (11) 

 ( ) ( ) ( )4
_

1
1 1 1

k
n k k ll l

i LSBs bit k bit bit
l

P p p C p p− −

=

= − ⋅ − ⋅ −∑   (12) 

where pbit is the probability of an erroneous bit, l
nC  is the 

number of combinations for l erroneous bits and n-l cor-
rect bits on the n-bit incorrect data copy, and l

kC  is the 
number of combinations for l erroneous bits and k-l cor-
rect bits on the k-bit LSBs of the incorrect data copy. The 
term (1-p)3 in Eq. (11) is the probability of the other three 
data copies being correct as at most two copies can be 
erroneous. Similarly, the term (1-p)4 in Eq. (12) is the 
probability of the other four data copies being correct. 
Consider data to be made of a n-bit word; as the probabil-
ity of one n-bit word error is p, the probability of one 
correct word is 1-p; so the probability of a correct (error 
free) bit is 1n p−  because all events are supposed to be 
independent. So pbit is given by 

 1 1n
bitp p= − −  (13) 

TABLE 1 
PATTERNS & SYNDROME BITS FOR 5RPR SCHEME WITH 3 FP COPIES 

Data Pattern S1 S2 S3 S4 S5 Output  
10000 1 0 0 0 X D2 
01000 1 1 0 0 0 D5 

00100 0 1 X 0 0 

D1  when  S3 = 
1 

D5 when  S3 = 
0 

00010 0 0 1 1 0 D1 
00001 0 0 0 1 1 D1 
11000 X 1 0 0 X D5  
10100 1 1 X 0 X D5 
10010 1 0 1 1 X D3 
10001 1 0 0 1 X D2 
01100 1 X X 0 0 D5 
01010 1 1 1 1 0 D1 
01001 1 1 0 1 1 D1 
00110 0 1 X 1 0 D1 
00101 0 1 X 1 1 D1 
00011 0 0 1 X 1 D1 

1 (0) on the ith position of the data pattern denotes that the ith copy 
is incorrect (correct) (1 ≤i ≤5). 

          

TABLE 2 
PATTERNS & SYNDROME BITS FOR 5RPR SCHEME WITH 4 FP COPIES 

Data Pattern S1 S2 S3 S4 S5 Output  
10000 1 0 0 0 X D2 
01000 1 1 0 0 0 D3 
00100 0 1 1 0 0 D1 
00010 0 0 1 X 0 D1 
00001 0 0 0 1 1 D1 

11000 X 1 0 0 X 
D5 when S1 = 0 
D3 when S1 = 1 

10100 1 1 1 0 X D5 
10010 1 0 1 X X D5 
10001 1 0 0 1 X D2 
01100 1 X 1 0 0 D5 
01010 1 1 1 X 0 D5 
01001 1 1 0 1 1 D1 

00110 0 1 X X 0 
D5 when S3 = 0 
D1 when S3 = 1 

00101 0 1 1 1 1 D1 
00011 0 0 1 X 1 D1 

1 (0) on the ith position of the data pattern denotes that the ith copy 
is incorrect (correct) (1 ≤i ≤5). 
X means the value can be 0 or 1. 
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As shown in Table 1, RP data (D5) is output only when 
the data pattern is “01000”, “00100” with errors on the 
truncated LSBs that cause S3=0, “11000”, “10100”, or 
“01100”. Therefore, as per Eqs. (10), (12) and (13), we can 
find P inexact_5RPR3 for the 5RPR scheme with three FP data 
copies. This is given by Eq. (14), where Pi is the probabil-
ity of only the ith copy to be incorrect (i.e., Pi=p(1-p)4), and 
Pi, j is the probability of both copies ith  and jth  being in-
correct (i.e., Pi,j=p2(1-p)3). 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( )
( ) ( )

2 3 _ 1, 2 1,3 2,3
_ 5 3

2 _

4 4 32

1
5 4 31 2 2

5 5
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1
2 2

1 1 1 1 3 1

1 1 1

1 1 1 1 1 3

1 5 1 10
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k
n k k ll l

bit k bit bit
l

kn k l k lln n n
k

l

P P P P P
P

P

p p p p C p p p p

p C p p C p p

p p p C p p p

p p p p

≤

− −

=

− −

=

+ + + +
=

− + − ⋅ − ⋅ ⋅ ⋅ − + −
=

− + − + −

 − ⋅ + − ⋅ ⋅ − − ⋅ − + 
 =

− + − +

∑

∑

(14) 

For a 5RPR scheme with four FP data copies (u1, u2, u3 

and u4), the syndromes for all possible patterns are given 
in Table 2. As per Eqs. (10), (11) and (13), the probability 
of outputting RP data P inexact_5RPR4 can be calculated in a 
similar manner as Eq. (14). Eq. (15) is then obtained. 

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

( ) ( )
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−
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∑

∑

(15) 

Figure 6 plots both probabilities for 32-bit word data 
by truncating 2-bit LSBs in the RP data (i.e. n=32, k=2) as 
example. The probability of outputting RP data is low at a 

small probability of an incorrect word. For example, the 
5RPR scheme with three FP data copies has a 9.22% prob-
ability of outputting RP data; this probability for a 5RPR 
with four FP data copies is only 2.98% at a probability of 
an incorrect single word of 10%. Although the probability 
of outputting RP data will increase, in the case of a higher 
probability of an incorrect word it is also likely that two 
incorrect data copies will occur in the 5RPR. 

For comparative purposes, a similar analysis is pur-
sued for the RPR scheme proposed in [23] so that the 
probability of outputting RP data can be calculated. As-
sume that erroneous behavior is independent. Let the 
probability of an incorrect data copy be denoted by p, so 
the probability of no more than an incorrect copy P≤1_unit  
is given by： 

 ( ) ( )3 21
1_ 31 1unitsP p C p p≤ = − + −  (16) 

where 1
3C  is the number of combinations for one incorrect 

copy and two correct copies on the three data copies. 
The probability of outputting RP data P inexact_3RPR is ob-

tained from Eq. (17); so for example the result for apply-
ing the scheme of [23] for a 32-bit data by truncating 2-bit 
LSBs is plotted in Figure 7. P inexact_3RPR is 8.33% at a proba-
bility of an incorrect single word of 10%. At a small prob-
ability of a word to be incorrect, the probability of output-
ting RP data is extremely low. 

 ( )
( ) ( )

2

_ 3 3 21
3

1
=

1 21 1inexact RPR

p p pP
pp C p p

−
=

+− + −
 (17) 

These results show that the scheme of [23] has a similar 
probability of outputting RP data as the 5RPR scheme 
with three FP copies, thus it is best suited when a single 
erroneous data copy is present (so occurring at a low 
error probability in data). If two erroneous copies of data 
occur (due to accumulation of errors over a long mission 
time for example), the scheme of [23] as well as a 3MR 
will yield an incorrect output. In these cases, 5 copies of 
data are required and the proposed 5RPR or the 5MR 

 
Figure 6. Probability of outputting RP data for the proposed 5RPR schemes. 

 

 
Figure 7. Probability of outputting RP data for the 3RPR scheme of [23]. 
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schemes should be used. 

5. EVALUATION 
The previous and proposed schemes have been imple-
mented in HDL and mapped to a 65nm library from 
TSMC using Design Compiler, and place-and-route for a 
design has been implemented using Encounter. The re-
sults presented correspond to the final circuits obtained 
after place-and-route. 

Data of different word width have been considered in 
the evaluation. The synthesis tool was set to reduce area, 

power consumption and delay in the decision circuits. 
Table 3 shows the results for the 5RPR scheme with three 
FP data copies and the 5MR scheme for data of 
8/16/32/64-bit words. 

5RPR schemes with different truncation levels in the 
RP data have also been evaluated. The decision circuit for 
the 5RPR scheme is better than for voting in the 5MR 
scheme in terms of area, power and delay in all cases. 
When 25% of the bits are truncated in the RP data for the 
5RPR scheme, significant savings in area, delay and pow-
er are achieved; for example, 39.35% area, 21.65% delay, 
and 42.42% power can be saved in the case of data as a 32-
bit word.  

When using the 5RPR scheme by not truncating any 
bits (i.e., 5RPR3_0 in Table 3), the overhead is still lower 
than the 5MR scheme due to the proposed low complexi-
ty decision circuit. In the 5MR scheme, the majority vot-
ing circuit needs to check all 3

5C  combinations of the 
three correct data copies. 10 xor logic structures are there-
fore needed and each xor logic has 3*n inputs (n is the 
data size). In the proposed 5RPR scheme, only five logic 
structures are used to generate the syndrome bits, and in 
each xor logic, two data copies are compared, i.e.,  2*n 
inputs. Several small logic blocks are used to determine 
the output (e.g., five small logic blocks in which there are 
just 4 inputs in four and 6 inputs in the last one are need-
ed for the 5RPR scheme with three RP copies as discussed 
previously in Section 3). Therefore, the simpler decision 
circuit in 5RPR outperforms the majority voting circuit in 
5MR in terms of area, delay and power, and these advan-
tageous features increase for a larger value of n. For ex-
ample, in Table 3 28.86% area, 19.47% delay, and 15.18% 
power can be saved when protecting 64-bit data.  

Table 4 shows the results for the 5RPR scheme with 4 
FP data copies and a 5MR scheme for input data of 
8/16/32/64-bit words. Also in this case, the 5RPR scheme 
reduces the decision logic circuit in all cases when com-
pared to the 5MR scheme. As expected the saving in area 
and delay are marginally smaller compared to the case of 
a 5RPR scheme with 3 FP data copies.  

TABLE 3 
RESULTS FOR THE DECISION CIRCUIT USED BY 5RPR SCHEME 

WITH THREE FP COPIES AND 5MR SCHEME 

Scheme Area(μm2) Delay(ns) Power(mW) 

8-bit 
5RPR3_0 339.48 0.62 0.12 
5RPR3_2 309.19 0.60 0.11 

5MR 393.20 0.70 0.15 

16-bit 

5RPR3_0 619.52 0.75 0.20 
5RPR3_2 592.08 0.71 0.19 
5RPR3_4 559.51 0.68 0.18 

5MR 802.97 0.81 0.28 
(32,16) OLS 1419.06 0.78 0.57 

32-bit 

5RPR3_0 1395.06 0.80 0.51 
5RPR3_2 1355.05 0.79 0.50 
5RPR3_4 1243.61 0.78 0.43 
5RPR3_6 1210.46 0.77 0.39 
5RPR3_8 1175.03 0.76 0.38 

5MR 1937.42 0.97 0.66 

64-bit 

5RPR3_0 2727.25 0.91 0.95 
5RPR3_2 2687.24 0.90 0.93 
5RPR3_4 2644.38 0.88 0.91 
5RPR3_6 2610.66 0.88 0.90 
5RPR3_8 2574.65 0.87 0.89 
5RPR3_10 2538.08 0.86 0.88 
5RPR3_12 2506.07 0.85 0.87 
5RPR3_14 2469.50 0.84 0.85 
5RPR3_16 2436.35 0.83 0.84 

5MR 3833.69 1.13 1.12 
(96,64) OLS 5122.45 1.01 2.08 

5RPR3_k (k = {0, 2, 4, ..., 16}) denotes the 5RPR scheme in which k 
bits have been reduced in the two RP copies. 
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For comparison, double error correction OLS (DEC 
OLS) codes have also been implemented and compared 
(this is evaluated for data sizes of 16 and 64-bit for which 
DEC OLS codes exist) to the proposed scheme. The re-
sults are given in Tables 3 and 4, in which the area/power 
correspond to both the encoder and the decoder, while 
the delay is for the decoder that is used to correct errors 
(so for the circuit that incurs in the largest delay). Com-
pared to the 5RPR and 5MR schemes, DEC OLS codes 
have a larger overhead in terms of area and power, and 
incur in a moderate latency. Moreover, as ECCs parity 
bits are stored on each word, a module storing the (32, 16) 
OLS code has the same size as two copies of 16-bit data, 
and the (96, 64) OLS code has the size of one and a half 
copies. This leads to a much lower hardware overhead 
than the 5RPR and 5MR schemes. However, recall that 
ECCs focus on correcting several bit errors, while 5RPR 
and 5MR schemes focus on correcting the failure of an 
entire module regardless of the number of erroneous bits. 
In the presence of three bit errors per data or more, DEC 
OLS codes that can only correct double bit errors cannot 
provide a sufficient protection. Therefore, the two design 
options of OLS codes and 5RPR are not directly compara-
ble in terms of error protection. 

Table 5 shows the results for the 3RPR [23], 3MR, as 
well as ITDMR (inexact triple/double modular redun-
dancy) [20] with k=2 schemes under the same design 
specification of Tables 3 and 4. ITDMR has a moderate 
overhead, but it can only deal with small errors (errors on 

the k+1=3 LSBs in this case). As expected, the decision 
circuitry for the 3RPR scheme has a higher complexity 
and worse performance than for a 3MR scheme; note that 
the advantages of using RP units (modules) for pro-
cessing is not included in Tables 3-5. This aspect will be 
addressed in the next section. Even though the schemes of 
Table 5 are applicable to only a single erroneous data 
copy, it is interesting to note that the area complexity in 
NMR schemes (N= 3, 5) grows at a faster rate than for 
NRPR, thus further confirming that at higher order of 
replication, a RPR scheme is better suited. 

 In addition, the inherent limitation of RPR schemes 
(i.e., small errors that only affect the LSBs, cannot be cor-
rected) can be overcome in many applications (as already 
discussed in Section 2); so it is interesting to compare the 
performance of different schemes in terms of dealing with 
multiple but small errors. The proposed scheme is com-
pared against the 5MR scheme, the DEC OLS codes, and 
the ITDMR scheme; as an example, results for protecting 
16-bit word data by truncating 2, 4-bit LSBs in the RP data 
(i.e. n=16, k=2, 4) when the probability of incorrect data is 1% 
are shown in Table 6. From Table 6, the existing 5MR 
scheme and the OLS codes can fully correct multiple small 
errors, while the ITDMR and the proposed schemes also 
have a probability of more than 98% to correct them.  

 
TABLE 6 

TABLE 4 
RESULTS FOR THE DECISION CIRCUIT USED BY 5RPR SCHEME WITH 

FOUR FP COPIES AND 5MR SCHEME 

Scheme Area(μm2) Delay(ns) Power(mW) 

8-bit 
5RPR4_0 338.33 0.62 0.12 
5RPR4_2 317.19 0.60 0.11 

5MR 393.20 0.70 0.15 

16-bit 

5RPR4_0 617.80 0.75 0.20 
5RPR4_2 607.52 0.71 0.20 
5RPR4_4 589.23 0.69 0.19 

5MR 802.97 0.81 0.28 
(32,16) OLS 1419.06 0.78 0.57 

32-bit 

5RPR4_0 1392.77 0.81 0.51 
5RPR4_2 1365.34 0.80 0.50 
5RPR4_4 1279.61 0.79 0.43 
5RPR4_6 1261.89 0.78 0.42 
5RPR4_8 1241.32 0.77 0.42 

5MR 1937.42 0.97 0.66 

64-bit 

5RPR4_0 2727.82 0.92 0.95 
5RPR4_2 2701.53 0.91 0.94 
5RPR4_4 2680.95 0.90 0.93 
5RPR4_6 2658.67 0.89 0.91 
5RPR4_8 2630.66 0.89 0.90 
5RPR4_10 2607.80 0.87 0.89 
5RPR4_12 2579.23 0.86 0.88 
5RPR4_14 2564.37 0.86 0.88 
5RPR4_16 2547.79 0.84 0.87 

5MR 3833.69 1.13 1.12 
(96,64) OLS   5122.45 1.01 2.08 

5RPR4_k (k = {0, 2, 4, ..., 16}) denotes the 5RPR scheme in which k bits 
have been reduced in the one RP copy. 

TABLE 5 
RESULTS FOR THE DECISION CIRCUIT USED BY 3RPR [21], ITDMR 

[20] AND 3MR SCHEMES 

Scheme Area(μm2) Delay(ns) Power(mW) 

8-bit 
3RPR_2 434.92 0.89 0.16 

3MR 278.90 0.53 0.10 
ITDMR 267.47 0.54 0.09 

16-bit 

3RPR_2 961.28 1.09 0.32 
3RPR_4 891.56 1.07 0.29 

3MR 498.36 0.61 0.17 
ITDMR 477.86 0.66 0.16 

32-bit 

3RPR_2 2033.43 1.27 0.68 
3RPR_4 1925.99 1.26 0.66 
3RPR_6 1879.70 1.24 0.63 
3RPR_8 1783.11 1.23 0.60 

3MR 1213.32 0.72 0.42 
ITDMR 989.57 0.81 0.33 

64-bit 

3RPR_2 4758.97 1.63 2.68 
3RPR_4 4643.52 1.62 2.52 
3RPR_6 4517.79 1.59 2.31 
3RPR_8 4452.06 1.55 2.17 

3RPR_10 4338.91 1.53 2.00 
3RPR_12 4263.47 1.51 1.80 
3RPR_14 4201.17 1.49 1.77 
3RPR_16 4112.59 1.45 1.55 

3MR 2395.77 0.88 0.84 
ITDMR 2119.43 0.93 0.75 

3RPR_k (k = {0, 2, 4, ..., 16}) denotes the 3RPR scheme in which k bits 
have been reduced in the two RP copies. 
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RESULTS FOR PERFORMANCE OF DIFFERENT SCHEMES IN TERMS OF 

DEALING WITH SMALL ERRORS 

Scheme 
Probability of small error 

correction 

k=2 

5MR 100% 
(32,16) OLS 100% 

ITDMR 99.99% 
5RPR3 98.89% 
5RPR4 99.96% 

k=4 

5MR 100% 
(32,16) OLS 100% 

ITDMR 99.99% 
5RPR3 98.77% 
5RPR4 99.96% 

Result for ITDMR is obtained as per equation (10) in [20], while the 
results for the proposed scheme (5RPR3 and 5RPR4) are obtained as per 
equations (14) and (15). 
 

6. CASE STUDIES 
This section presents two case studies in which the pro-
posed NRPR scheme is applied to show its effectiveness. 

6.1 CASE 1: MEMORY 
As discussed in previous sections, one or two RPR data 
copies can be used in the proposed 5RPR scheme to toler-
ate two erroneous data copies. In this first case, evalua-
tion is pursued with respect to a memory system consist-
ing of 5 memory chips; each memory chip provides a data 
copy as input to the decision circuit. Assume there are M 
words in a memory, and n bits per word, the total num-
ber of memory cells required by the 5RPR scheme is given 
as follows: 

 ( )( )( )5 5RPRN q n q n k M= ⋅ + − − ⋅  (18) 

where { }3,4q =  is the number of the memory chips stor-
ing FP data, and k is the number of truncated LSBs on 
each word.  

For the 5MR scheme, the total number of required 
memory cells is given by: 

 5 5MRN n M= ⋅  (19) 

By combining Eqs. (18) and (19), the memory usage ra-
tio of the proposed 5RPR scheme and the 5MR scheme 
(N5RPR/N5MR) can be obtained; the results are plotted in 
Figure 8. The ratio decreases linearly with an increase in 
the number of truncated bits k. Compared to the 5MR 
scheme, 10% of the total memory can be saved when 
using three FP memory chips in the 5RPR scheme and by 
truncating 25% LSBs on each word in the remaining two 
RP chips. 

6.2 CASE 2: DISCRETE COSINE TRANSFORM 
The Discrete Cosine Transform (DCT) is widely applied 
in the fields of image and video coding compression by 
removing the correlation of image elements in the trans-
form domain [29]. In [30], DCT uses integers in a trans-
form matrix instead of floating point numbers. The trans-
formation core is composed by a signed integer that 
achieves a high accuracy without floating-point calcula-
tion. In matrix notation, the discrete two-dimensional 
radix-8 DCT is given by Y = H∙X∙HT, where X is the 8x8 
input image frame, H is the transform matrix and Y is the 
transformed (output) matrix.  

DCT is implemented by two stages of matrix computa-
tion including multiplication and addition operations in 
signed integer format; this implementation utilizes a so-
called Multiplication and Accumulation (MAC) cell de-
sign. MAC processing can be made tolerant to soft errors 
using the RPR scheme proposed in [25]; however, its 
inputs data are usually stored in memory. Hence, data 
must be provided correctly to the MAC hardware, else an 
additional error will result due to the RPR nature of the 
MAC system. 

Therefore, in this section the proposed 5RPR scheme is 
used for the memory (such as already presented in the 
previous section), while the RPR scheme of [25] is utilized 
for MAC computation. The entire RPR system for DCT is 
shown in Figure 9. The original image information is 
stored in the memories employing the 5RPR scheme (as 
detailed in the previous section). Then the obtained Dout-

put is replicated three times, and provided as input for the 
three copies of data DH (as per the H matrix) to the RPR 
MAC scheme proposed in [25]. In the MAC, two copies of 
Doutput and DH are truncated as RP input data in its im-

 

Figure 8. Memory usage ratio of 5RPR with different number of FP copies 
vs 5MR. 

 

RPR DCT System

5RPR Memory 3RPR MAC

DH

Doutput

 

Figure 9. RPR DCT system. 
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plementation. The lower order of redundancy in the MAC 
is justified due to the lower occurrence of SEU in logic 
circuits compared to storage devices such as memories. 
Twenty 8-bit and 16-bit images from the publicly availa-
ble database of [31] have been simulated using the DCT 
system of Figure 9. The transform matrix H of [32]  (and 
given in equation (21)) is used in the simulations. 

 

 

64 64 64 64 64 64 64 64
89 75 50 18 18 50 75 89
83 36 36 83 83 36 36 83
75 18 89 50 50 89 18 75
64 64 64 64 64 64 64 64
50 89 18 75 75 18 89 50
36 83 83 36 36 83 83 36
18 50 75 89 89 75 50 18

H

− − − −
− − − −

− − − −
− − − −
− − − −
− − − −
− −

 
 
 
 
 
 =  
 
 
 

 − −




 (21) 

 
To evaluate the effect of errors in the storage unit 

(memory block) on the DCT system, errors with a 100% 
error rate (i.e., at least one module is always incorrect) are 
analyzed; two scenarios are considered: 

1) Best case: all errors in the memory block can be 
corrected (i.e., generating FP data) and thus, they 
have no effect on the MAC block. This case is 
used as baseline for  the worst case; 

2) Worst case: small errors exist on the output of the 
memory block (i.e., generating FP data) and thus, 
they affect the MAC block. 

Random errors have been inserted in the memory and 
the MAC with a uniform distribution; 100 simulation runs 
have been performed for each image. The average Peak 
Signal Noise Ratio (PSNR) has been calculated next for all 
20 images when truncating k bits in the RPR schemes.  

The results for the PSNR are reported in Table 7. It can 
be seen that compared to the best case, the PSNR in the 
worst case is reduced at most by 11.48% for n=16 and k=2. 
Two examples of images are shown in Figure 10; differ-
ences between the best and the worst cases are hard to be 
distinguished by human eyes. Therefore, the proposed 
5RPR scheme can be attractive in applications in which 
RP data can be tolerated. 

7. CONCLUSION 
This paper has presented an efficient N Reduced Preci-
sion Redundancy (NRPR) scheme by using a comparison-
based technique, that is used to attain error tolerance and 
reliable processing of data such as encountered in image 
processing. In particular the case of N=5 copies of input 
data is analyzed as an example. This technique is based 

on a graph theoretical approach that allows the efficient 
design of the decision logic circuit. The decision logic 
circuit includes a syndrome generator and a syndrome 
checker. The 5RPR scheme has been shown to have prac-
tical implication as design when either 3 (2) or 4 (1) FP 
(RP) data copies are utilized. For these cases, a probabilis-
tic analysis has been presented to determine the probabil-
ity of having RP data as output; this analysis has shown 
that a low probability is accounted for the RP output even 
in the presence of two erroneous copies of data. 

The proposed NRPR shows many advantages for the 
realistic case of N=5; the decision circuitry has excellent 
performance metrics in terms of power dissipation and 
delay while being applicable to diverse applications such 
as memory and image processing. In the case of memory, 
redundancy management in memories with RP data re-
sults in significant savings in capacity, more pronounced 
when either the number of RP copies or the truncated 
number of bits increase. For image processing as a second 
application, this paper has described a RPR scheme in 
which tolerance is applied to both stored information 
(using a 5MR scheme) and its processing (using the 3RPR 
scheme of [25]). Results for DCT show that such a com-
plete RPR system is very effective and output quality 
(measured by the PSNR) is only marginally affected by 
the presence of RP data and processing. 

A potential problem of the proposed scheme is the 
presence of failures in the decision logic (e.g., a timing 
failure); they may cause an incorrect data copy to be pro-
vided as an output. However, for this occurrence, in addi-
tion to failure in the decision logic, at least one of the 
modules has to also be incorrect (as otherwise regardless 
of the module selected, the output would be correct). This 
combination of failures in replicated modules and deci-
sion logic is not considered in this paper and left for fu-
ture work. 
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(a)                                                      (b)  
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Figure 10. Example of images computed by the RPR DCT system: (a) 
best case and (b) worst case of 8-bit image, and (c) best case and (d) 
worst case of 16-bit image. 
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