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Abstract—We propose CURE, a deep reinforcement learning (DRL)-based NoC design framework that simultaneously reduces
network latency, improves energy-efficiency, and tolerates transient errors and permanent faults. CURE has several architectural
innovations and a DRL-based hardware controller to manage design complexity and optimize trade-offs. First, in CURE, we propose
reversible multi-function adaptive channels (RMCs) to reduce NoC power consumption and network latency. Second, we implement a
new fault-secure adaptive error correction hardware in each router to enhance reliability for both transient errors and permanent faults.
Third, we propose a router power-gating and bypass design that powers off NoC components to reduce power and extend chip
lifespan. Further, for the complex dynamic interactions of these techniques, we propose using DRL to train a proactive control policy to
provide improved fault-tolerance, reduced power consumption, and improved performance. Simulation using the PARSEC benchmark

shows that CURE reduces end-to-end packet latency by 39%, improves energy efficiency by 92%, and lowers static and dynamic
power consumption by 24% and 38%, respectively, over conventional solutions. Using mean-time-to-failure, we show that CURE is

7.7 x more reliable than the conventional NoC design.

Index Terms—Computer Architecture, Network-on-Chip(NoC), Reliability, Deep Reinforcement Learning

1 INTRODUCTION

ETWORK-ON-CHIPS (NoCs) [1], [2] have emerged
Nas the standard interconnect solutions for connecting
multiple cores, memory modules, and other hardware com-
ponents. With continuous aggressive technology scaling,
the reliability issue of NoCs becomes considerably more
pronounced because the transistors and wires in NoCs
are becoming increasingly vulnerable to faults, which are
predominantly classified as permanent faults (induced by
hardware aging) and transient errors (caused by runtime
variations, overheated hardware, transistor delays, etc.).

A significant amount of work has been proposed to
enhance the robustness of NoC [3], [4], [5], [6], [7], [8],
[9], [10]. Unfortunately, these existing fault-tolerant method-
ologies have some critical defects. First, these techniques
are limited, because they only focus on either faults within
routers (at the gate-level) [3], [4] or faults that occur on
inter-router links (at the link-level) [6], [7], [8], [9], [10].
Second, these conventional error-handling techniques can
be expensive: SHIELD [3] and Vicis [4] duplicate the logic
circuitry in routing pipeline stages or use redundant input
ports, which consume massive chip area, while other re-
transmission-based fault-handling schemes, such as [5] and
[6], generally incur substantial power consumption and
prohibitive latency.

Deploying power-saving and performance-enhancing
techniques to compensate the cost and performance degra-
dation caused by fault-tolerant methodologies is indispens-
able yet extremely complex. Different optimization tech-
niques, when being used simultaneously, can conflict and
offset each other’s desired goals, which presents various
design trade-offs. For example, channel buffers [7], [11],
[12] replace the power-consuming router buffers with link
storage to save power, but result in performance loss due
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to the limited throughput of link storage. Power-gating
techniques [13], [14], [15] are proposed to take advantage of
idle router periods to save power; however, they incur pro-
hibitive wake-up latency. Dynamic voltage and frequency
scaling [13], [16] intends to balance power savings and
network throughput, but it can lead to increased transient
faults [17]. Due to the explosion and complexity of the
design space, we intend to use machine learning techniques
to optimize the dynamic interactions of different techniques
and automatically learn an optimal control policy to ad-
dress the challenges of simultaneously decreasing power
consumption, increasing performance, and improving reli-
ability.

In this paper, we propose CURE, a learning-based
NoC design framework, that handles permanent and tran-
sient faults at both the gate-level and link-level in a
high-performance, low-power-consumption manner. CURE
uniquely utilizes a per-router deep reinforcement learning
(DRL)-based [18], [19], [20] control policy to explore the
dynamic interactions among NoC components and system-
level performance metrics as well as optimizing the trade-
offs at runtime. The major contributions of this paper are as
follows:

o Improved Inter-Router Channel Design: We improve
our previous proposed channel buffers [8] by design-
ing reversible multi-function adaptive channel (RMC)
buffers. RMC buffers have three basic functions: (1) for-
ward/backward regular repeaters for flit propagation,
(2) forward/backward buffers for link storage, and (3)
forward/backward re-transmission buffers for handling
faults. RMC is beneficial in several ways. First, with the
additional storage available on the inter-router channel,
dynamic power consumption for on-chip storage is re-
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duced at high network loads without any performance
degradation. Second, RMC provides flexibility for im-
proving reliability at the link-level via re-transmission
buffers and reversing the propagation direction to avoid
faulty links. Third, the reversibility of RMC enhances
performance by allowing the NoC to dynamically adapt
to traffic because it provides extra link bandwidth in a
specific direction at high network loads. Additionally, we
utilize the bypass route proposed in [8], for the purpose
of enhancing reliability, to retain NoC connectivity when
permanent faults occur on RMCs.

¢ Robust Router Microarchitecture Design: We signifi-
cantly improve the NoC robustness for both transient
errors and permanent faults. First, we propose per-
router self-diagnosis adaptive error control hardware to
detect/correct faults at the link-level. The proposed error
correction hardware adapts to the error level of each
port and dynamically deploys the most efficient error de-
tection/correction and flit re-transmission schemes with
minimized power and latency overheads. Additionally,
a low-cost, fault-vulnerable detector is implemented in-
side the error control hardware to detect malfunctions
of the error control hardware itself. Second, we modify
the circuitry of the router to mitigate transient errors and
permanent faults that occur in the routing pipeline stages
at the gate-level. Additionally, we propose a power-
gating scheme that dynamically powers off NoC com-
ponents (router buffers, crossbar, error control hardware,
etc.) when needed to achieve power savings and mitigate
aging effects.

¢« DRL-based Control Policy Design: We propose a set
of unique operation modes for each router with a DRL-
based control policy to handle the dynamic interactions
and optimize the trade-offs. The goal of dynamically uti-
lizing different operation modes is to achieve improved
performance, maximized power savings, and enhanced
reliability. At runtime, per-router DRL agents observe
and learn from the entire NoC environment and auto-
matically evolve optimal per-router control policies that
select the optimal operation modes at any given time.

We evaluate the performance of the proposed CURE
architecture using a modified Booksim?2 [21] simulator with
PARSEC benchmarks on an 8 x 8 2D mesh architecture. We
show that the proposed CURE provides significant power
savings, enhanced reliability, higher performance, and lower
area overhead compared to multiple state-of-the-art NoC
designs with power-saving and fault-tolerant mechanisms.

2 CURE MICROARCHITECTURE

In this section, we demonstrate the architectural innovations
of the proposed framework. The overall microarchitecture
of the proposed design is shown in Fig.1. The proposed
design consists of inter-router links based on reversible
multi-function channels (RMCs), a fault-tolerant router de-
sign, dynamic fault-secure error correction hardware, and
a router bypass route for power savings and stress man-
agement. Additionally, a DRL-based controller is located in
each router to handle the dynamic interactions and optimize
the trade-offs. The implementation of RMCs is described in
Section 2.1. The fault-tolerant router design is presented in
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Section 2.2. The adaptive error correction (ECC) hardware is
presented in Section 2.3, and the bypass route is discussed
in Section 2.4.

2.1 Reversible Multi-Function Channels (RMCs)

Although previous research [7], [11], [12] has shown that
the excessive power consumption of router buffers can be
reduced by moving storage to inter-router links or channels,
the performance loss has not been thoroughly considered.
In this paper, we borrow the idea of reversible links in
[7] and extend the multi-function adaptive channel (MFAC)
buffers in [8] to reversible multi-function adaptive channel
buffers (RMC buffers), with the objective of improving
network performance. With the newly designed channel
architecture, RMC storage, links, and router storage are
dynamically allocated according to traffic patterns to reduce
power consumption. As shown in Fig. 2, each RMC buffer
consists of an inverter and two tri-state transistors to enable
store/propagation and four transmission control gates to
reverse the link direction. The reversibility of RMC allows
the links to adapt to different traffic loads for enhanced
network throughput and the wear-out on different links
for enhanced reliability. Each RMC between two adjacent
routers has four physical links, and the channel buffers are
evenly allocated on those links.

Next, we use an RMC controller to dynamically and
independently configure the transmission/buffer functions
of the physical links to perform multiple RMC functions,
as shown in Fig. 3. As described in detail in Section 2.1.1,
RMCs can function as (1) forward/backward transmission
repeaters, (2) forward/backward link storage, and (3) for-
ward/backward re-transmission buffers. The dynamic se-
lection of RMC functionalities is explained in Section 3.
Because our design may lead to a latency penalty (due to the
control overhead of the RMC buffers) and potential conges-
tion (due to the head-of-line blocking of router buffers), we
use dynamic router buffer allocation to maximize network
throughput, as detailed in Section 2.1.2.

2.1.1  RMC Buffer Functionalities

Previous designs [8], [12] show that tri-state transistors can
be used for propagating or storing flits. Fig. 2 shows the
proposed RMC buffers based on those tri-state transistors.
The proposed RMC between two adjacent routers consists
of four physical links, with four buffer stages per link. Each
physical link can be used for either storage or transmis-
sion as regular repeaters, in both directions, controlled by
the additional four transmission gates. The direction and
functionality of each RMC link are configured by the added
RMC controller. The RMC controller first uses the a single-
bit reversal (rev and rev’) signal to enable/disable the four
transmission gates. In this way, the link can be configured
in a specific direction. For example, when the rev signal
is high, the RMC bulffer will store/propagate flits forward.
After configuring the direction, the RMC controller will send
a function selection signal along with the 1-bit congestion
signal from the downstream router to enable one of the
functions of the RMC buffer. The RMC buffer can implement
three basic functions in both directions, namely, link storage,
transmission repeaters, and re-transmission buffers, which
are illustrated in Fig. 3 and discussed below.
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Fig. 1. CURE architecture design. CURE consists of (a) a reversible multi-function adaptive channel (RMC) between adjacent routers, (b) a new
fault-tolerant router design with modified VA & SA & ST (crossbar) and adaptive error detection/correction hardware, (c) a router bypass route, and

(d) a reinforcement learning (DRL)-based control policy.
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Fig. 2. Proposed reversible multi-function adaptive channel (RMC). Each
RMC consists of four physical links with four buffer stages per link.

(1) Forward/Backward Transmission Repeater (Fig. 3(a)): In
this case, the RMC buffer links are configured as repeaters.
When the RMC controller is set to forward the congestion
signal and the 1-bit congestion signal is low, the transistors
connected to GND and Vj,4 are enabled, allowing the RMC
to act as a transmission channel.

(2) Forward/Backward Link Storage (Fig. 3(b)): In this
case, the RMC buffer links are configured as link storage.

When the RMC controller is set to forward the congestion
signal and the 1-bit congestion signal is high, the transistors
connected to GND and Vj,; are disabled. Flits are then
buffered in the transistors’ capacitance.

(3) Forward/Backward Re-transmission Buffer (Fig. 3(c)):
This functionality can only be activated when at least two
physical RMC links are in the same direction. In this case,
we use one of the RMC buffer links to store flits for re-
transmission purposes, whereas all other RMC buffer links
are used for transmission. In conventional re-transmission-
based error control design, a copy of the transmitted flit is
stored in the local re-transmission buffer (in the upstream
router) until it receives an acknowledgment (ACK) message
back from the downstream router. The implementation of
local re-transmission buffers can lead to excessive power
and area overhead, especially when these re-transmission
buffers are underutilized in low-error scenarios. Therefore,
replacing the traditional in-router re-transmission buffers
with RMC bulffers is beneficial because the original flit will
only be stored when needed (under higher error rates).
Under this condition, the RMC controller will send the
same packets/flits to both RMC buffer links. The RMC
controller configures one of the RMC bulffer links for storage
(by applying a “hold” signal) and the other RMC bulffer
links for forwarding the flit (regular transmission). Upon
receiving a NACK signal, the RMC controller releases the
flit for re-transmission. If an ACK signal is received, the flit
is discarded because the original transmission is error-free.

2.1.2 RMC Buffer Allocation and Flow Control

In CURE, to ensure connectivity in all directions, at least
one of the four physical links in each RMC is allocated to
each direction. For instance, as shown in Fig. 2, the top
link is always facing -X, while the bottom link is facing +X.
However, the middle links can be dynamically configured to
face either direction. Therefore, the RMC has three different
configurations (with the top link always facing -X, and the
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Fig. 3. Multi-function adaptive channel (RMC) buffers assume three different functions: (a) forward/backward regular repeaters for flit transmission,
(b) forward/backward link buffers for storage on the link itself, and (c) forward/backward re-transmission buffers to store a copy of error-free flit for

fault-tolerance.

bottom link always facing +X):(1) the middle links are facing
-X and +X, (2) both the middle links are facing -X, and
(3) both the middle links are facing +X. For the ease of
explanation, we name these three configurations RMCa.2,
RMCs.1, and RMC; .3, according to the link number of each
direction.

As mentioned above, determining which direction to
allocate the RMC links is critical. Network traffic is mea-
sured using link utilization and buffer utilization values
monitored by the corresponding router. The RMC controller
analyzes the network throughput in each direction, using
the number of propagated packets, and calculates the ratio
of these two throughput numbers. The RMC controller will
allocate the RMC links with the configuration that is nearest
to the ratio. For example, if the ratio of the -X traversal to the
+X traversal is 2.6, the RMCj3.; configuration will be utilized.

After allocating the direction of RMC links, the RMC
buffers will be allocated using a unified buffer state table
(BST), as shown in Fig. 4. The proposed BST is router-
associated and shared by all the input ports within the
router and remains accessible even if the router is power-
gated (power-gating information is recorded in the yellow
and orange entries shown in Fig. 4). The proposed BST
is a modified version of the conventional virtual channel
(VQC) state table. The conventional VC table consists of the
following information, or entries: the VC identifier (VC),
read pointer (RP), write pointer (WP), allocated output port
(OP), output VC (OVC), status (Stat), and credit count (CR).
In the conventional VC state table, the header flit carries
the packet information for route computation (RC) and VC
allocation. The VC state table allocates a free VC slot to
the header flit and records the VC information (VCID) and
output information (output VC and output port). The body
flits of the packet simply follow the VCID to find the correct
output port from the VC state table. Thus, the packet is
routed correctly.

In CURE, we modify the VC state table and implement
BST to support RMC channel buffers and record routing
information when the router is power-gated. Compared to
input-port-associated VC state tables, the proposed BST is
router-associated and shared by all input ports within the
router. Other than the entries of the conventional VC state
table, the proposed BST also consists of additional entries for
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Fig. 4. Proposed unified buffer state table (BST). The green arrows
indicate buffer slot allocation and credit signals by BST, while congestion
signals are shown with red arrows.

allocating channel buffers: input port identifier (Port) that
indicates the input port of the incoming flit, downstream
router status (DRS) that indicates if the downstream router
is power-gated, a channel buffer pointer (CBP) and channel
buffer credit (CBC) that indicate the occupancy status of
the associated RMC buffers. We also create two entries,
OPX and OPY, to replace the conventional output port (OP)
entry to support adaptive XY/YX routing. To enable BST
functioning when the router is power-gated, we consider a
separate supply voltage that is not powered-off for BST.

The flow control is simple. While the router is powered
on, the body flits simply follow the VC and output port
(OP) information carried by the header flit using the BST.
Similarly, when the router is power-gated, the BST also
records the VC and OP information of the header flit. Thus,
the body flits can be routed to the associated output port
by looking up the information. When the flit leaves the
bypass switch, a credit is sent back to its upstream router
for updating the credit information. This guarantees that
the flow control operates normally, irrespective of whether
the router is powered on or off. The BST is powered by
a separate voltage supply. Additionally, the congestion con-
trol block monitors and updates the BST by recording all the
available router buffer and RMC buffer slots. If all the router
buffer slots and RMC buffer slots of an input direction are
occupied, a congestion signal will be triggered.

To further balance traffic and utilize RMC resources,
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we propose an adaptive XY/YX routing algorithm to mit-
igate traffic in high-intensity ports/links to underutilized
ports/links after RMC is configured. This can provide more
routing options when flits compete for the same output port.
At the RC stage, for a packet from the local injection port,
the RC unit calculates the output ports out of both the XY
and YX routes and stores the results in the corresponding
VC state table entry. For a packet from other input ports,
the routing identification bit in its head flit decides which
routing computation unit is used. Because XY and YX routes
can be calculated simultaneously with symmetric logic, the
proposed RC unit does not introduce extra delays in the
RC stage. The VC allocation stage utilizes the unified BST.
All VC states are stored in the unified BST. The OP entry
is extended to two parts: the output port for XY routing
(OPX) and the output port for YX routing (OPY). For a
packet newly injected from the injection port of the current
router, the information of the output ports of both XY and
YX routing is useful in the VA stage. For a packet just
passing by the current router, the routing algorithm has
already been determined; thus, only one of two output ports
is valid. The other output port will be ignored based on
the additional routing identification bit in the head flit. The
proposed routing scheme is deadlock-free.

Note that in the 4-pipeline-stage router, the arbitration
logic for VA/SA stages dominates the critical path and
determines the minimum clock period. Using the Synop-
sys Design Compiler, we determined the critical delay of
VA/SA to be 0.318 nsec (VA)/0.386 nsec (SA) for con-
ventional routers and 0.246 nsec (VA)/0.453 nsec (SA) for
CURE. Both of the critical delays are fulfilled within 0.5nsec
clock (i.e. 2.0GHz clock frequency).

2.2 Fault-Tolerant Router Design

A typical NoC router consists of input/output ports,
buffers, routing logic, and a crossbar that connects the input
ports to output ports for packet routing. The conventional
router has four pipeline stages: routing computation stage
(RC), virtual channel allocation stage (VA), switch allocation
stage (SA), and switch traversing (ST) , which is also known
as the crossbar stage. Permanent faults occasionally occur
in the last three stages if the corresponding hardware (i.e.,
arbiter, switch, link, and crossbar) is faulty [3]. In this paper,
we propose a new router design that can tolerate permanent
faults in the VA, SA, and ST (crossbar) pipeline stages.

VA and SA Stages. The CURE architecture uses the
unified BST to allocate VC and switches. Conventional VA
has two stages. In the first stage, each input VC that has
a head flit arbitrates for an empty VC at the downstream
router using the RC results. In the second stage, head flits
across different input VCs that have been allocated the same
virtual channel in the downstream router compete with each
other. Similar to the VA stage, the SA stage also has two
stages: the first stage decides which VC of an input port
can propagate its flit to the crossbar stage, while the second
stage resolves the competition between VCs of different
input ports trying to access the same output port. Each of
these stages is composed of a set of arbiters associated with
a specific VC. Permanent faults may occur when any of the
arbiters are faulty.
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In this paper, several simple MUXes/DEMUXes are
added to the conventional VA and SA stages to allow the
router to bypass the faulty arbiter and borrow the unoc-
cupied arbiter to perform VC and switch allocation. We
modified the SHIELD [3] architecture to fit the proposed
CURE using RMC bulffers and unified BST. The proposed
architecture is shown in Fig. 5. As shown in Fig. 5, in the
VA and SA stages, arbiters from the virtual channels of the
same input port can be shared.

ST (Crossbar) Stage. A crossbar is considered faulty if
any of the MUXes/DEMUXes located in the crossbar are
faulty and the packet fails to be forwarded to the output
port. To overcome such faults, additional MUXes and DE-
MUXes are added to each output port to create a backup flit
ejection path. The modified crossbar is shown in Fig. 5.(c).
The crossbar is fault-free as long as either the original path
or the backup path is not faulty.

2.3 Fault-Secure Adaptive ECC Hardware Design

Conventional static error correction hardware is either not
power efficient or not powerful enough to handle transient
faults: lightweight error control schemes (e.g. end-to-end
CRC) can lead to excessive re-transmission traffic at high
error rates, and powerful error correction schemes (e.g.
double-error correction triple-error detection (DECTED))
are power consuming. We use three existing static error con-
trol schemes, namely end-to-end CRC, per-hop SECDED,
and per-hop DECTED, to evaluate the trade-offs between
NoC performance metrics of different static error mitigation
techniques. The evaluation result is shown in Fig 6. As
shown in Fig 6, for low error levels, SECDED and DECTED
both negatively impact system performance due to their en-
coding and decoding overheads. However, as the error level
increases, it is beneficial to deploy SECDED and DECTED to
mitigate re-transmission packets. Therefore, there is a strong
need for a dynamic error control hardware that can adapt
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Fig. 7. Proposed fault-secure adaptive error control hardware. (a) Fault-
secure adaptive error control hardware, including encoders located in
the router’s output port and decoders located in the router’s input port.
SECDED is active when logic circuits in green and blue are enabled,
DECTED is active when logic circuits in green, orange, and blue are
enabled. The red arrow shows flits with CRC enabled. (b)Proposed
ECC fault detector. The green OR gates detect malfunctions in ECC
hardware, while the yellow OR gates indicate if a permanent fault occurs.

to different error levels and apply the most efficient error
mitigation technique at runtime. To this end, we propose
a per-router-based adaptive error control hardware to mit-
igate soft errors in RMC links for balanced NoC power,
performance, and reliability. Additionally, since transistors
are less reliable with aggressive technology scaling, the
combinational logic of ECC hardware is also vulnerable to
faults. Thus, we also enhance the router with self-diagnosis
function to ensure that the error control circuitries (i.e., ECC
encoder and decoder) are fault-secure.

The proposed adaptive error correction hardware is
shown in Fig. 7. The proposed error control hardware can
be configured as end-to-end CRC, per-hop SECDED, and
per-hop DECTED. At runtime, the ECC hardware dynam-
ically deploys the most appropriate error control scheme
guided by the DRL-based control policy discussed in Section
4. We reinforce the fault-prone ECC hardware design by
proposing a self-diagnosis ECC fault detector to achieve
fault-tolerance in both the communication channels and
the ECC circuitry. The proposed self-diagnosis detector can
verify the correctness of the ECC hardware operations using
low-density parity-check (LDPC) codes [22]. As shown in
Fig. 7.(a) and (b), each ECC encoder, decoder, and corrector
is assigned to an ECC fault detector. The detector applies
LDPC codes to each syndrome vector (the 9-bit Hamming
code Cj to Cy) from the outputs of different ECC hardware.
The circuitry details of the proposed ECC fault detector are
shown in Fig. 7.(c). The last OR gate has 12 inputs. The
first 9 inputs are the required LDPC input. Because LDPC
codes are proven to detect all the error combinations in the
9-bit syndrome vector [23], the proposed detector can detect
malfunctions in the ECC hardware due to transient errors.
To enhance the tolerance of the ECC hardware to permanent
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Fig. 8. Microarchitecture of a bypass route in each router. An example
of the constructed bypass ring is shown on the left side.

faults, we uniquely add three more inputs to the last OR
gate of the error detector. These three bits can indicate the
location of the faulty bit in the 9-bit Hamming code. If an
error occurs in the same bit repeatedly, the corresponding
gates in the ECC hardware will be marked as faulty, and the
specific faulty gate will be power-gated, while the bit-level
operations will be performed by the other underutilized
gates (e.g. the XOR gates for DECTED). Additionally, note
that the proposed ECC fault detectors are only activated
when the SECDED/DECTED scheme is enabled.

2.4 Router Bypass Route Design

In this paper, we modify the stress-relaxing bypass tech-
nique originally proposed in [8], which proactively power-
gates and bypasses the NoC router to save power and
prevent overheating by adding an extra escape link. All of
the inter-router escape links together construct a bypass-
ring network to retain connectivity when there are a sig-
nificant number of failures. The bypass-ring network fully
connects each router in the NoC. An example of a chip-level
bypass ring in a 4 x 4 2D mesh is demonstrated with red
arrows on the left-hand side in Fig. 8. When all the possible
links are faulty in one direction (i.e., all the corresponding
RMCs are faulty), the escape link will be activated. Each
escape link has one single-flit latch as the link in the stress-
relaxing bypass route. The incoming flit will be stored at that
single-flit latch and propagated using a round robin scheme.
In this way, packets can pass through the faulty router
and proceed to the next router. In addition, the proposed
design continues to utilize the BST for routing information
while the router is bypassed. This retains the connectivity of
that direction and eliminates resource starvation to prevent
deadlock. In this way, the new bypass route with escape
links can further enhance reliability in the presence of faults.
Additionally, to reduce the area overhead of the cross-router
bypass-ring network, the ring network does not support
bypassing in all directions, which means that each network
interface can accept packets from only one specific upstream
router and forward packets to specific downstream router.

3 PROACTIVE OPERATION MODES

In this section, we propose ten proactive operation modes (1
power-gating mode and 9 fault-tolerant modes) for CURE
routers. Each operation mode has various configurations of
RMC, adaptive error control hardware, and power-gating
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strategies. Each CURE router occasionally and indepen-
dently selects and deploys an operation mode proactively
using a DRL-based control policy (described in Section 4).

The operation modes are detailed below.
e Operation Mode 0 - Power-Gating Mode: In this mode,

the router is power-gated, while the bypass route is
enabled. The RMC channel is configured as 2:2 for both
directions, and the RMC buffers are used to store the
incoming flits. This operation mode is activated either
when the router is underutilized or when a high risk
of overheating is predicted. This mode mitigates perma-
nent faults and saves static power.

¢ Operation Modes 1, 2, and 3 - CRC-Only Mode: Op-
eration modes 1, 2 , and 3 have different RMC direction
configurations: 2:2 for mode 1, 1:3 for mode 2, and 3:1
for mode 3. However, these operation modes share the
same error control configurations. In these modes, the
RMCs are configured as storage buffers, and the entire
adaptive ECC hardware is power-gated, so that only
CRC is enabled. These operation modes are beneficial to
save power and eliminate ECC computational overhead
when the error level is low.

« Operation Modes 4, 5, and 6 - Per-hop SECDED Mode:
In these modes, the router’s adaptive ECC hardware is
partially activated to perform per-hop SECDED. This
configuration is beneficial when SECDED can handle
most of the faults. Otherwise, it will either lead to un-
necessary power and latency penalties (when the error
level is low) or excessive re-transmissions (when errors
cannot be corrected by SECDED). The RMC bulffers are
configured as re-transmission buffers. Similar to opera-
tion modes 1, 2, and 3, the RMC direction configurations
are set to 2:2 for mode 4, 1:3 for mode 5, and 3:1 for mode
6.

« Operation Modes 7, 8, and 9 - Per-hop DECTED Mode:
In these modes, the router activates the entire adaptive
ECC hardware to enable DECTED. This is the situation
where the flits are more likely to contain errors of 2
or more bits. The RMC buffers are configured as re-
transmission buffers. Similarly, the RMC direction con-
figurations are set to: 2:2 for mode 7, 1:3 for mode 8, and
3:1 for mode 9.

The dynamic selection of operation modes is performed
by each router independently in a sequence of discrete
time steps using the DRL-based control policy presented
in Section 4. At each time step, each router decides which
operation mode to apply for the following time step and
passes the decision to the downstream router. In this way,
the downstream router will be informed to configure the
ECC decoder located in the corresponding input port to ap-
ply the correct ECC coding, such that it is synchronized with
the ECC coding of the upstream router’s encoder at output
port at the next time step. As demonstrated, the proposed
dynamic operation modes allow individual routers to utilize
the most suitable technique at runtime, resulting in greater
benefits for the entire network.

4 PROPOSED DEEP REINFORCEMENT LEARNING
(DRL) BASED CONTROL PoLicy

We present a new per-router deep reinforcement learning
(DRL)-based control policy to dynamically select operation
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Category

Features

Description

Router Input
Related Metrics

1. +X link utilization

Input flits/cycle of +X input port

2. —X link utilization

Input flits/cycle of -X input port

3. +Y link utilization

Input flits/cycle of +Y input port

4.-Y link utilization

Input flits/cycle of —Y input port

5. Local port link utilization

Input flits/cycle of local port

6. +X buffer utilization
7. —X buffer utilization
8. +Y buffer utilization
9.-Y buffer utilization

the buffer utilization of +X input port

the buffer utilization of -X input port

Buffer

Related Metrics the buffer utilization of +Y input port

the buffer utilization of —Y input port

10. Local port buffer utilization

the buffer utilization of local port

Router Output
Related Metrics

11. +X Link utilization

Output flits/cycle of +X input port

12. =X Link utilization

Output flits/cycle of -X input port

13. +Y Link utilization

Output flits/cycle of +Y input port

14.-Y Link utilization

Output flits/cycle of —Y input port

15. Local port Link utilization

Output flits/cycle of local port

16. +X RMC Previous Mode
17. -X RMC Previous Mode
18. +Y RMC Previous Mode
19. -Y RMC Previous Mode
20. Temperature

Operation mode at the last timestep

RMC

. Operation mode at the last timestep
Related Metrics

Operation mode at the last timestep

Operation mode at the last timestep

Other Metrics Local router temperature in °C

Fig. 9. Router attributes selected in the state vector.

modes that can lead to the maximum system-level perfor-
mance. Reinforcement learning is an online learning algo-
rithm that learns and optimizes the behavior of autonomous
RL agents [20](e.g. routers) from the dynamic interactions
between the agents and the environment (e.g. NoC system)
at runtime. Specifically, in CURE, each router (agent), acts
as a learner and a decision-maker and interacts with the
NoC system (environment), in a sequence of discrete time
steps t = 0, 1, 2, 3, and so on. At time step t, the router
observes the current state by extracting runtime system
attributes(e.g. buffer utilization, temperature, etc.), takes an
action by selecting one of the proposed operation modes
and applies it at the next step t' = t + 1. Next, at time
step t+1, upon taking the action selected in the previous
step, the NoC attributes change and result in a new state s'.
The new state is fed back to the agent, and the time step
is incremented. In addition to observing the new state, the
agent also receives a reward r. A policy m maps states to
actions, specifying how to choose actions given the state
of the environment to maximize the cumulative reward.
For the router, the cumulative reward will be a function of
energy, performance, and reliability over the entire sequence
of actions. An RL algorithm continually evolves the policy
based on the router’s past interactions with the NoC system.

Design Space and Action-Value Function. In CURE, the
state space S is defined as a vector of several NoC system
metrics, or features, listed in Fig. 9. These features contain
input-related metrics (attributes 1 to 10), output-related
metrics (attributes 11 to 15), RMC related metrics (attributes
16 to 19), and local operation temperature (attribute 20). At
each time step, the agent takes an action according to the
monitored state. The action space A = {ag,a1,az,...,a9}
contains the ten operation modes from which the routers
can select.

The goal of the agent is to optimize its long-term return,
which is represented by the discounted sum of future re-
wards. The return at time step ¢ is defined as:

Ry = 71 + Yreg2 +72Tegs + oo 1)
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The variable v (where 0< v <1) is a discount rate, which
determines the impact of future rewards on the total return:
as 7y approaches 1, the agent becomes less near-sighted by
giving more weight to future rewards.

In this paper, with the goal of simultaneously improve
performance, energy-efficiency, and reliability, we design
the reward function for router ¢ at time step ¢ as:

ri,e = —log, (Latency; ) —logg (Power;)—logy (Agingi,)
@

The Latency refers to the average end-to-end latency
of the specific router i, Power contains both static and
dynamic power consumption. Additionally, the aging factor
is calculated using the aging model, which is described in
detail in Section 5.1. The ¢, 3, and )\ is used to emphasize the
importance of each individual desired goal. In this paper, we
set all three parameters, o, 3, and A, to 1.

Deep Q-Learning Approach. In DRL, a model of the
environment, specified through a probability distribution
DP(St41,Te41|8t, ar), characterizes how the state of the en-
vironment changes as a result of an agent action, and the
reward that the agent receives after each action. Corre-
spondingly, DRL agents compute an action-value function
Q7 (s,a) that estimates the return that they are expected to
receive in this model of the environment if they start in state
s, take action 4, and follow the policy 7 for the remaining
actions.

To find the optimal Q-value function Q*(s, a) that max-
imizes the expected return, we use the tabular Q-learning
algorithm [18]. Q-values are initialized with zeros for all
possible (s, a) pairs at the beginning. At each time step, the
Q-learning algorithm chooses actions based on the current
Q such that, over many time steps, all actions are taken in
all states. After taking an action 2 and observing the reward
r and new state s, the action-value entry Q(s, a) is changed
using the following temporal difference rule:

Q(s,a) = (1 _a)Q(S7a)+O‘[r+’VH}3XQ(S/7a/)] 3)

The learning rate a can be reduced over time and deter-
mines how well Q-learning will converge. It can be shown
that for appropriate values of o, Q-learning converges to the
optimal Q-value function Q* and its corresponding optimal
policy 7* [18]. To explore unvisited regions of the state-
action space, an e-greedy policy is also applied to 7*, where
agents also have a probability of ¢ to select a random action
rather than always taking the action with the maximum Q-
value [24].

Note that we intentionally design a reward function with
a negative value to achieve a better high-level performance
of RL. Because the Q-values of all the visited state-action
pairs are negative and all the unvisited pairs have Q-values
equal to zero, the RL agent will always select unvisited state-
action pairs (zero is greater than any negative number).
It allows the RL agents to explore the state-action pairs
as much and as fast as possible, which leads to shorter
convergence time for optimal decision making.

In conventional RL, the optimal policy 7* is recorded
in a state-action mapping table called Q-table, where all Q-
values are stored. As mentioned, each state vector consists

( Agent (Router) A

Lookup
State Vector

Select Action
-~ \with Max Q

J piemay

\)---------

Update Q value: Q(s,a) = (1-a)Q(s,a)+ a[r+ ymaxQ(ga’)]

Environment (NoC)

Fig. 10. Q-Learning process. For time step t, the action ag with the
maximum Q-value of current state s, is selected. The reward for action
ap will be calculated after ag impacts the NoC environment. The Q-value
will be updated following the Q-value updating rule. « is a learning rate
, and « is the discount rate.

of a number of features. When the RL agent observes any
new state-action pair, it creates a new entry in the Q-table
to record its actions and associated Q-values. Although the
feature values are discretized into limited bins, the area
consumption for the Q-table is excessive. To address this
problem, we implement deep Q-learning by replacing the
state-action table with an offline-trained artificial neural
network (ANN) to reduce the hardware costs. The ANN
calculates the state-action value rather than storing the
entire state-action table in the router, thus eliminating the
storage space for state-action pairs.

In CURE, each ANN consists of 20 neurons at the input
layer, 30 neurons at the hidden layer, and 10 neurons at the
output layer. For training, we use a cycle-accurate network
simulator to simulate the dynamic interactions and the
online process of reinforcement learning. At this stage, Q-
values of different state-action pairs are explored using real-
world applications. All the visited state vectors and their
corresponding Q-values (calculated with the reward func-
tion) are recorded as training sets for the ANN. Specifically,
the attribute values of the state vector are ANN inputs, and
the Q-values are the desired outputs. During each time step,
similarly to updating the Q-value using reward values in
conventional RL, the ANN follows the Q-value update rule
and record AQ) as the output error. Then, it uses mini-batch
gradient descent to back propagate this error to the hidden
layer to tune the weights. The training time is not counted
to the timing overhead of the proposed NoC system. During
the testing (or inference) phase, the ANN monitors the
attribute values and uses the input values and weights to
calculate 10 Q-values. The action with the highest Q-value
will be selected.

The timing and area overheads of the proposed deep Q-
learning are discussed in Section 6.4.

The Working of the Proposed RL-based Controller.
Fig.10 demonstrates the working of the RL-based control
logic when running a benchmark. At each time step, the
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process goes through several stages. In the first stage, the
router uses the feature values Fi, Fs, ..., Foy in the state
vector s as inputs of the ANN. In Fig. 10, we assume
current state s matches state s, in the mapping table. In
the second stage, the ANN calculates the Q-values of all
possible state-action pairs in the current state entry, and the
router selects an action a, which has the maximum Q(s, a)-
value for the next time step (we assume that ag in Fig.10
has the maximum Q-value). Upon taking the action 4, the
NoC system transits to a new state s’. In the last stage of
the current time step, the NoC system provides a reward
r (defined in 2) to the router. The reward will be used to
update Q(s, a). Each router will repeat all of these stages at
each time step.

The initialization of the per-router controller and the
state-action mapping table will be discussed in Section 5.2.

5 EVALUATION METHODOLOGY

In this section, we present the fault injection model used
in our experiments to inject timing errors into NoC, the
simulation setup, and the benchmarks that we use. Faults
that occur in the routing table and machine learning module
are beyond the scope of this paper.

5.1

To quantify the reliability improvement of the proposed
designs for timing errors, we first create a transient error
injection model to realistically produce a probability of
timing errors for each link. The proposed transient fault
injection model is a combination of the existing VARIUS [25]
fault model and HotSpot [26] thermal model. At runtime,
first, HotSpot uses the values of router supply voltage,
operation frequency, and link utilization to obtain router
operating temperature at runtime. The temperature values
are fed into the VARIUS transient error model to generate
the probability of timing errors (R.) for each transmitted bit.
Using R., the probability of which n-bit flit is faulty can be
calculated as follows:

Pfault =1- (1 - Re)n

Fault Injection Models

(4)

To assess the reliability improvement for permanent
faults, we utilize the permanent fault model proposed in [8].
Specifically, we model and calculate the aging factor in (2) by
correlating the shift in the threshold voltage of the transistor
(AVip). The AV, is calculated using both AV, yprr given
by [27], [28] and AV4p_gcr given by [29], [30].

We model the aging factor given in (2) as follows:

AVy, = AV, _nBr1r + AVin_bver
)

AV,
Aging =1+ th

Vino
Note that the aging factor is designed to have a value greater

than 1 such that it can be used in the reward function.

x 100%

5.2 Simulation Setup

We evaluate our proposed architecture using a modified ver-
sion of the cycle-accurate network simulator Booksim2 [21].
We also use Netrace [31] to capture cycle-accurate bench-
mark traces for the network simulator. Table 1 shows the
simulation setup.
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Table 1
Simulation Environment Setup

# of cores 64 out-of-order CPUs @ 32 nm
Voltage and Frequency | 1.0 Volt, 2.0 GHz
NoC Parameters 8 x 8 2D Mesh,
4-stage routers
Packet Size 4 flits
Flit Size 128 bits
Cycle Delay 4 cycle to L1 cache
8 cycle to L2 cache

160 cycle to main memory
4RB-4VC-0CB (SECDED, SHIELD, Vicis)
Avg. 8CB, 2 Directions (QORE)
2RB-4VC-8CB (IntelliNoC)

Avg. 2RB-4VC-8CB, 2 Directions (CURE)

Buffer Numbers* of
Different Technologies

*RB: router buffer, VC: virtual channel, CB: channel buffer

As mentioned, DRL parameters (c,7, and €) and ANN
setups (e.g. neuron numbers) can impact the performance
of DRL [32], [33]. In this paper, we set ¢, v and € to 0.1, 0.9
and 0.05, respectively. The operation modes of all routers
are initialized to mode 1.

Workloads from PARSEC benchmarks [34] are tested.
The benchmarks from PARSEC are transformed into trace
files that contain trace format packet injection/ejection
events and offer runtime information (such as time, packet
size, transmission source, destination, and event type). Be-
cause CURE is the first NoC design framework that is fault-
secure to both link failure and router failure, it is difficult
to find a single state-of-the-art technology to compare with.
Therefore, we conduct two sets of experiments to evaluate
the performance of CURE in Section 6. In Section 6.1, we
compare the performance of the proposed RL framework
to the performances of the following state-of-the-art tech-
niques: a static baseline using SECDED, QORE [7], and
IntelliNoC [8] while link failures are injected. In Section
6.2, we compare CURE with SHIELD [3] and Vicis [4] while
intra-router permanent faults are injected. For the RL-based
IntelliNoC and DRL-based CURE, we train the per-router
policy using a subset of PARSEC (blk, dedup, fre, and
swa). Then, we use the remaining applications in PARSEC
to test performance. The testing phase for each benchmark
lasts a full application execution time. The control policy is
dynamically updated by applying the temporal difference
rule (3) every 1000 cycles.

6 EVALUATION RESULTS AND ANALYSIS
6.1

In this subsection, system-level performance metrics are
evaluated when link failures are injected. Before runtime,
permanent faults are randomly inserted into a percentage of
links with a probability of 5%. At runtime, transient errors
are injected into the links using the error injection model
presented in Section 5. The evaluation results are presented
below.

Execution Speed-up: The speed-up is obtained by cal-
culating the ratio of the full application execution time of
various techniques (baseline, QORE, and IntelliNoC) to the
execution time using the proposed CURE technique running
different benchmarks. The speed-up comparison is shown

Performance Analysis With Faulty Links
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Fig. 11. Speed-up of full application execution time comparison, normal-
ized to the SECDED baseline (higher is better).
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Fig. 12. Network latency comparison using average end-to-end latency,
normalized to the SECDED baseline (lower is better).

in Fig. 11. As shown in Fig. 11, CURE achieves the largest
speed-up of all evaluated techniques. QORE achieves a 14%
speed-up over the SECDED baseline since the dual-direction
links can improve the NoC throughput by dynamically
allocating the limited link bandwidth for unbalanced traffic.
IntelliNoC results in an average speed-up of 18% due to the
ability to reduce ECC overhead and re-transmission traffic.
However, in some benchmarks (i.e., fer and vips), IntelliNoC
achieves worse performance than QORE. This is because
IntelliNoC’s fixed-direction MFAC can be the bottleneck
when multiple link failures occur on the same channel.
However, because CURE does not have such limitations, it
successfully accelerates benchmark execution by 27%.
Network Latency: We define network latency as the
average end-to-end latency of all transmitted packets of the
full execution of each benchmark application. To measure
the end-to-end latency, first, when a packet is injected from
the source node, the injection time is recorded. Second,
when the packet reaches the destination node and accepted
by the destination node (after passing the error checking),
the packet acceptance time is also recorded. The end-to-
end latency for that packet is the time difference between
injection time and acceptance time, which is recorded using
the number of clock cycles. Fig. 12 shows the normalized
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Fig. 13. Energy-efficiency comparison, normalized to the SECDED
baseline (higher is better).
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Fig. 14. Overall static power consumption comparison, normalized to the
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Fig. 15. Overall dynamic power consumption comparison, normalized to
the SECDED baseline (lower is better).

network latency for different techniques. CURE achieves
an average of end-to-end latency reduction of 39%. Note
that QORE only achieves a 9% latency reduction over the
baseline due to the timing overhead of channel buffer al-
location and static error control scheme. Techniques with
RL-based policies (i.e. IntelliNoC and CURE) both achieve
latency reductions of over 30%, which implies that dynamic
proactive policy such as the RL-based policy can minimize
re-transmission and thus improve overall latency.
Energy-Efficiency: We define energy-efficiency as:

Energy- Efficiency = [(Pstatic + denamic) X Teﬁcec] -
(6)
Psiatic and Pyynamic are static and dynamic power con-
sumption, respectively. We first model the static power with
Synopsys Library Compiler for the designed NoC. Since
Synopsys cannot evaluate the dynamic power accurately
for different benchmark applications, we fed the static
power parameters captured by Synopsys to DSENT [35]
power model. During application execution, DSENT calcu-
lates the average dynamic power by the number of buffer
writes, crossbar, and VA/SA activities within full applica-
tion execution time. T,,.. is the benchmark execution time.
Fig. 13 shows the energy-efficiency measurements for all
techniques studied and normalized to the SECDED baseline.
CURE improves energy-efficiency by 92% compared to the
baseline, while the energy-efficiency improvements using
QORE and IntelliNoC are 36% and 77%, respectively.
Overall Static Power Consumption: Fig. 14 shows
the overall static power consumption for the various tech-
niques. QORE reduces static power consumption by 11%
due to the elimination of router buffers. IntelliNoC achieves
a static power reduction of 27% thanks to its power-gating
and bypass scheme. Similar to IntelliNoC, the use of power-
gating and bypass is beneficial in CURE. However, due
to the extra logic and circuitry in the modified ECC and
pipeline stages, the proposed CURE only achieves a static
power reduction of 24%.
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permanent fault rates in router.

Overall Dynamic Power Consumption: As discussed,
dynamic power consumption can be lowered by reducing
the number of router buffers and/or by mitigating faults
and reducing the number of re-transmissions. CURE, using
RMC and dynamic error control, is able to significantly
reduce re-transmission traffic. Consequently, CURE out-
performs all other techniques in reducing dynamic power
consumption as shown in Fig. 15.

6.2 Performance Analysis With Intra-Router Failures

In this subsection, permanent faults are injected into the
router circuit (including VA, SA, crossbar, and ECC hard-
ware). Before runtime, faults are randomly inserted into a
percentage of the router components ranging from 5% to
15%. At runtime, transient faults are injected only to the
links using the proposed error injection model. The transient
fault-handling technique used by SHIELD and Vicis is static
SECDED, while CURE utilizes the proposed adaptive error
control hardware. The network latency and energy effi-
ciency of different techniques are evaluated, and the results
are normalized to the static SECDED baseline. Because the
SECDED baseline cannot tolerate router failures, the intra-
router error rate is set to 0% for the baseline.

Network Latency: Fig. 16 shows the normalized net-
work latency for different techniques at various error rates.
The proposed CURE framework achieves at least 30% net-
work latency reduction under 5%, 10%, and 15% router
failure rates. However, both of the other fault-tolerant tech-
niques incur excessive network latency.
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Mean-Time-To-Failure (MTTF)
(Normalized)

SECDED QORE IntelliNoC SHIELD vicis
Techniques

CURE

Fig. 18. Mean-time-to-failure (MTTF) comparison, normalized to the
SECDED baseline (higher is better).

Energy-Efficiency:  Fig. 17 shows the normalized
energy-efficiency for different techniques. The energy-
efficiency of all the techniques tends to decrease as the error
rate increases. However, there are some exceptions to Vicis.
When the error rate exceeds 10%, Vicis re-configures itself
less often, which can significantly reduce execution time.
As shown in the figure, the proposed CURE framework
achieves the highest energy-efficiency among all the other
techniques. This result implies that the use of channel
buffers and adaptive error control hardware can substan-
tially reduce power and execution time.

6.3 Reliability Inprovement Analysis

We use mean-time-to-failure (MTTF) to evaluate the reli-
ability of the proposed design for permanent faults [36],
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[37].Fig. 18 shows the normalized MTTF comparison. As
shown in Fig. 18, the proposed CURE framework is 7.7 x
more reliable than the baseline router which is unprotected
from permanent faults, while the highest normalized MTTF
value of other fault-tolerant designs is 4.6x (SHIELD). This
improvement is achieved thanks to the reduced operation
temperature by the RL-based control policy and the modi-
fied pipeline and ECC hardware in each router.

6.4 Overhead Analysis

We evaluated the area overhead of each technique with
Synopsys and 32nm technology library with the supply
voltage set to 1.0 Volt, and clock frequency set to 2.0 GHz.
The area overhead is shown in Table.2.

As shown in this table, IntelliNoC, QORE, and CURE
consume less area than the baseline due to the use of link
storage. Due to the additional circuitry design, Vicis has
the largest area overhead. CURE and IntelliNoC incur ad-
ditional area overheads thanks to the RL-based controlling
modules. The area overhead of the DRL-based controller
includes the area consumption of both ALUs (adder, mul-
tiplier, and Sigmoid function) and SRAM for calculating,
updating, and storing the ANN. The simulation shows
that the area overhead for ALUs and SRAM are 992.2,m?
and 838.6um?, respectively. This implies 0.8% and 0.7% of
the area consumption of the baseline router. Therefore, the
area cost is reduced as compared to the 4% area overhead
of table-based RL in previous designs. Moreover, CURE
requires additional timing overhead for calculating the Q-
values using ANN. Using [38], it shows that at each time
step, the timing overhead of CURE is estimated to be 160
ns. Using the similar method as [39], this latency can be
overlapped by a large time step. Specifically, we use two sets
of different intervals for monitoring the attributes and the
controlling to minimize the negative effect of this latency.
The two sets of intervals are offset by the ANN computation
time, which can pipeline the overhead effectively. By doing
so, the ANN control computing does not block either the
monitoring process or the controlling. Therefore, the use of
ANN will not negatively impact the overall performance
metrics. Additionally, the timing overheads for the MFAC
(IntelliNoC) and RMC (CURE) configurations are both es-
timated around 45 to 50 cycles. Furthermore, The control
logic of the proposed DRL consumes an additional 0.26 mw
power, which implies 4% of the static power consumption
of the baseline router.

6.5 Sensitivity Study

Impact of Input Data Size: In this test, we explore the
impact of different input data sizes. The evaluation result
illustrated in Fig. 19 shows that as input data size increases,
the performance metrics remain the same. This is because
the traffic patterns, network intensity, and workload allo-
cations for the same benchmark processing phase are the
same, for different data input sizes. However, by reducing
the NoC size to a 4 x 4 mesh, which incurs a higher
network intensity, the proposed adaptive ECC hardware
can achieve better network performance, as compared to
the static SECDED baseline.
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Impact of Time Step Length: In this test, we varied the time
step ¢ starting from 200 to 10,000 clock cycles. The evaluation
results are illustrated in Fig. 20(a). As shown in Fig. 20(a),
a longer cycle time (10K cycles) has a negative impact
on performance due to coarse-grain control. Meanwhile,
aggressively reducing the length of time steps (200 clock
cycles) also leads to a degradation in performance because
the computational overhead of DRL-based control policy
will dominate performance.

Impact of Discount Rate «y : Fig. 20(b)indicates impact of the
discount rate -y on the energy-delay product (EDP). A lower
EDP indicates better performance. The blackscholes (blk)
application in the PARSEC benchmark is used in this test.
As shown in Fig. 20(b), the system EDP initially improves
with larger v, yet aggressively increasing < can also lead
to Q-learning failing to converge, which negatively affects
the system performance. The best performance is achieved
when v equals 0.9.

Impact of Exploration Probability € : Fig. 20(c) shows the
impact of € values on the system EDP. When ¢ is 0, the
router always selects the initial mode most of the time. As €
increases from 0 to 1, the router tends to explore new state-
action pairs more frequently. Further, when € equals 1, the
router will take actions entirely at random. As shown in
Fig. 20(c), the best EDP is achieved when e equals 0.05.
Impact of the Hidden Layer Size of the ANN Because
the number of neurons used in the hidden layer of the
ANN can affect the accuracy of calculating Q(s, a), thereby
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Table 2
Area Overhead Comparison (um?2)*.

[ | Baseline | QORE [ SHIELD | Vicis [ IntelliNoC | CURE |

Router 1248.3 - 1248.3 1248.3 1248.3 1248.3

Buffer x16 /port x16 /port | x16 /port x8 /port x8 /port
Control logic 9004.7 9662.4 12066.3 41712.0 9004.7 11613.6

& Crossbar

Channel 136.7 5948.4 136.7 136.7 2869.6 2974.2
ECC 33254 33254 33254 33254 3940.3 4058.1
Total 119807.0 79764.4 83953.1 152514.3 89313.7 89256.2
%Change - -33.4% +2.6% +27.3% -25.4% -25.5%

impacting the decision making of the DRL controller, we
vary the size of the hidden layer to study its impact on
calculation accuracy, as shown in Fig. 20(d). Fig. 20(d) shows
that the calculation accuracy improves as the hidden layer
size increases. To save area consumption and reduce the
timing overhead of the ANN, we select the hidden layer
of 30 neurons.

7 RELATED WORKS

There has been considerable work in improving the energy-
efficiency and reliability in NoCs. In the following, we
briefly highlight some of the directly relevant works.

Power-Saving Designs for NoC: Because static power
consumption has become a substantial portion of overall
network power, power-gating (PG) techniques that power
off underutilized network components have been shown to
be effective for static power savings [14], [15], [40]. How-
ever, conventional power-gating schemes for routers tend
to substantially increase network latency due to a reduced
number of active routers in the network and extra control
overhead in managing power-gating. Another approach
proposed for reducing network power is reducing router
buffers. Michelogiannakis and Dally [11] and Kodi et al. [7],
[12]have shown that eliminating router buffers is beneficial
for both static and dynamic power reduction. However,
simply replacing router buffers with channel buffers leads
to penalties in network congestion and latency [7], [11], [12].
Fault-Tolerant Designs for NoC: In NoC, both transient and
permanent faults can manifest during transmission. CRC [6]
is a basic transient fault detection technique that is often
used for NoCs. Flits are encoded by a local CRC encoder
in the router before transmission, and are decoded by the
destination CRC decoder to perform error detection. If the
destination router detects errors, a re-transmission request
is sent to the source router to re-transmit the flit. To mitigate
transient faults, per-hop error correction codes (ECCs) are
generally deployed. SECDED is one of the most commonly
used ECC techniques in NoCs [4]. To handle permanent
faults caused by transistor aging [29], a number of tech-
niques have been proposed using load-balancing [7], cir-
cuitry redundancy [37], and adaptive routing techniques [4]
among others. Note that most of the techniques are static
in nature, with CRCs or SECDEDs being deployed all the
time, regardless of whether faults are present. Reliability-
enhancement mechanisms based on static techniques have
been shown to require excessive power consumption, and
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longer delays, thereby significantly degrading NoC perfor-
mance [17], [37], [41].

Learning-Enabled NoC Designs: Multiple machine learn-
ing techniques have been introduced to balance design
trade-off or predict traffic in NoCs. These works target
achieving high power efficiency [8], [24], [39], [42], [43],
[44], [45], [46], and enable fault-tolerant design [5], [8], [46].
For example, [45] discovers that the wake-up latency of
PG and performance degradation of using DVES are the
bottlenecks of implementing PG and DVFS simultaneously.
Hao et al. [45] have shown that applying machine learning
to handle the dynamic trade-offs of DVFS and PG can
achieve optimal power savings. [46] introduces a proactive
fault-tolerant mechanism to optimize energy efficiency and
performance with reinforcement learning (RL). Further, [8]
proposes to use channel buffers to achieve higher power
savings in addition to [46]. We extend these existing works
by proposing link reversibility, adding hard error tolerance,
and using DRL to reduce control overhead.

8 CONCLUSION

In this paper, we propose CURE, a learning-based NoC de-
sign that can simultaneously improve performance, energy-
efficiency, and reliability. CURE consists of reversible multi-
function adaptive channel, enhanced fault-tolerant router
circuitry, ten unique operation modes, and a DRL-based
dynamic control policy. With DRL, each router learns from
the NoC behavior and updates a control policy to select an
optimal operating mode at any given time. The experimen-
tal results illustrate that CURE decreases network latency
by 39%, improves energy efficiency by 92% over the static
SECDED baseline. Using the mean-time-to-failure (MTTF)
metric, we show that the proposed framework is 7.7x more
reliable than the baseline NoC architecture.
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