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1. Introduction

The Penrose-Fife model has been used to describe dentritic crystal growth in a binary mixture [1]. This
model is thermodynamically consistent in that the internal energy is conserved while the total entropy of
the system increases in time. Several numerical approximations have been proposed to solve the model, in
particular, a linear, finite difference approximation based on the energy quadratization strategy has been
recently proposed to solve it, which preserves the internal energy and the entropy-production-rate [2]. We
refer readers for more references on this topic to [2]. In this letter, we present a complementary approach
to devise a linear, second order, energy and entropy-production-rate preserving scheme for this model,
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exploiting its thermodynamical consistency. Specifically, we employ two auxiliary scalar variables (SAV) to
quadratize the total entropy into a quadratic form, from which we devise a linear, entropy-production-rate
preserving scheme. The scheme can be effectively decomposed into a series of Poisson equations, amenable
to fast solvers, making it a potentially efficient scheme. This letter outlines the scheme and its hierarchical
solution procedures, and proves the entropy-production-rate preserving property as well as solvability of the
linear system.

2. Thermodynamically consistent phase-field models for dendritic crystal growth and its SAV
reformulation

The version of the thermodynamically consistent phase field model for dentritic crystal growth was derived
and studied in [2]. In this model, a phase field variable ¢ is used to denote the material phase: ¢ = 1 denotes
the solid phase and ¢ = 0 the liquid one. We denote the bulk internal energy by e, the bulk entropy by s,
and the conformational entropy by s1, respectively. The total entropy is given by S = [, [s1(V$)+5(¢, e)]dr
where (2 is the material domain, s; = f% |k (6) V¢|2, K is the anisotropy of the conformational entropy given
by kK = 1+e4cos (m (6 — 0p)) in 2D, m is the number of folds in space, and ¢4 is a parameter for the strength
of anisotropy and 6 is a constant rotation angle. We assume there is no entropic flux across the material
domain so that n- By = 0, where B, = %qﬁt — %q is the entropic flux, q is the flux of the internal energy,
and n is the unit external normal to the boundary of 2.

The governing system of equations in the model is given by

0= 35 = Q)Y (8) ~ F'(8) + &V - (k|VoI* 325 + k2V0) | (1)
e = —V - (D,T?V3E).

where T is the absolute temperature, D,, > 0 is the heat conductivity and 7 = 7 (0 (¢)) > 0 is the relaxation
time coefficient.

For the thermodynamically consistent model, we aim to develop a linear, structure-preserving approxi-
mation using the SAV entropy quadratization technique [3]. We introduce two scalar auxiliary variables for
this purpose

U:\//Q(eg(ﬁQ—k0)|V¢|2+23>dr,q:\//Q (2 —8——¢2 =2 2+A))dr. 2)

Using the new variables, we transform the total entropy into a quadratic form

2k c e 1 1
S = /( ‘ 0|v¢| 02 =L 2+A+B>dr—2U2—q27 (3)

2

where Cy, C1, A, B are user-specified constants to ensure U and q are real-valued. The variational derivatives
are given by

38 5S
7 = ?kgA¢p — Cop+ V - [UH] —49 5o = —Che — gh. (4)

Let Ty be critical temperature, er,(T') the internal energy at the liquid phase, Lo, L1 parameters in the
energy, and C}, the specific heat for the liquid phase. Then,

g(¢.€) = 5%, h(¢,e) = 51, Ly = € (k2 — ko) [Vo|* + 2B, H (V¢) = 55 5<%,
k =1+ eqcos(m (0 —bp)),
s(pe) = %+f§¥ LE de 1 (p(¢) — 1) Q(T) — F(8),F(¢) = 16% (1 — ¢)°, De (¢,¢) = DuT?,
T (¢,e) = W[ —er(Ta) +CrTy — (p(¢) — 1)(Lo — L1Tar)], (5)
p (@) =30 (L7~ 1ot + 397
Q(T) = (Lo — iTw) (% = 74 ) + (L) T = inTr) e = ep, (Tar) + Cp (T = Tay) +
(p(¢) = 1) (Lo + L1 (T —Twr)) -



144 Y. Zhao, J. Li, J. Zhao et al. / Applied Mathematics Letters 98 (2019) 142-148

We add time derivatives of U and ¢ to (1) to arrive at the reformulated equation system of the model

==V (D v (‘fss)) =-V. (DeV(—Cle — qh)), (6)
= [oH-(Vo)dr, q = [, (96¢ + he)dr,

where H = av¢ These equations will be supplied with initial conditions: ¢ (x,y,t =0) = ¢ (x,y),
e(x,y,t =0) = eg(x,y), where ¢y and eq are prescribed functions, and physical boundary conditions:
n- (UH+ eszng) =0 and n-V(Cie + gh) =0 or periodic boundary conditions. In this letter, we present
our results for periodic boundary conditions for simplicity. For the Neumann physical boundary conditions,
the result is valid as well. If the boundary condition induces entropy changes, the boundary effect will have
to be accounted for in entropy production, which is a new problem. We note that this model conserves the
internal energy and has a positive entropy production rate

dS
—/ edr =0, — / ( (¢¢)* — ) dr = / (T(¢)* + V(Cie + gh) - DeV(Cre +gh))dr > 0. (7)
Q
3. Numerical algorithms—energy stability and solvability

We now proceed to develop an efficient, linear, structure-preserving scheme for (6). We first present a
semi-discrete scheme in time and then discuss its spatial discretization using a finite element method later.

Scheme 1 (Semidiscrete Energy Stable Scheme). After obtaining (¢™,e™), (¢" "1, e" 1), we compute
(¢ntL, entl) using the following scheme:

7in+1/25t(¢)n _ %n-i—l/? _ 62k0A¢n+1/2 _ Co¢n+1/2 IV [Un+1/2ﬂn+1/2] _ qn+1/2gn+1/27

Si(e)" =—V- [ﬁe"+1/2v (%n+1/2)} —_v. (D"+1/2V (—Cle”H/Z _ qn+1/2Bn+1/2)> ’ ()
s(U) = [,H Y2 5,(Vo)dr, 6.(q)" = [,, (g"F/26:(¢)"™ + h"T1/25,(e)") dr,
n o) t1_(e)" n n n -\n+1/2 n n—
where (o) = O (@) 2 = 4 (o) (o)) (o) = L (3(0)" = (0",

n+1

We rewrite the first two equations in (8) by eliminating U"*! and ¢ as follows,

A1¢n+1 +dn <Hn+1/2 v¢n+1>+dn[< —n+1/2 ¢n+1> <Bn+1/2’en+1>] — 7117

Ayen+l +dn[< “n+1/2 ¢n+1> <hn+1/27 n+1>] = b2, (9)

where A; =1T— 7W62k0A+ 2 otCo A = Ao V-(D V), by = o7 AL e A
~ S mr2Cod" + S AUV - [HMHZ] - St n+11/2v' [Hr 2] (HMH2, Vgm) — n+1/2Atqn9n+1/2
+%§Zi;z (G172, 6m) + (Rn 12, em)], by = e + Aty - (ﬁen+1/2Ve") A"V - (D n+1/2vhn+1/2)
_atg . (p, +1/2an+1/2)[<§n+1/2’¢n> + (A2 en), dp = _%WTIWV' [Er+1/2), dp = At %,
dy = -4tV (D nH/?VB"H/Q), (u,v) = [, uvdr, (a,b) = [, a-bdr. Multiplying the two equations in (9)

by AT! and A;' and taking the inner product with V - H**1/2 g"+1/2 and h"+1/2 respectively, we obtain
two equations

+ <I:In+1/2 v (A_ld?)>) <I:In+1/27v¢n+l> 4 [<§n+1/2’¢n+1> + <]_.Ln+1/2’en+1>}
H" /2 v (A7 dy)) = (HMH/2,V (A7'r)),
1+ < n+1/2 A ldn> <hn+1/2 A 1dn>)[< n+1/2 ¢n+1> <}_Ln+1/2’€n+1>]_|_
n+1/2 A ldn> <Hn+1/2’v¢n+1> <hn+1/2,A 1bn> <§n+l/2,A1_1b;L>.

(1
(
(
(9
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The terms A7 d} =y, A7y = 0y, AT0Y = 0y, Ay'dy = nf and Ay 10 = nP are evaluated by solving
weak problems:

(A, &) = (d, &), (A, &) = (d5, &), (Ang, &) = (b1, 61) , V6 € HY (), (11)
<A2774711’£2> = <d§,€2> ’ <A277g7£2> = <b37§2> ,Vﬁg € Hl (‘Q) .

Applying the Lax—Milgram theorem, we can easily establish that each equation in (11) admits a unique
solution in H' (2) with periodic boundary conditions.

Next, we discretize (9), (10) and (11) in space using the finite element method based on a conforming
C° element [4,5]. We consider a triangulation .7, over domain 2 = |J,; T}, i.e. the set {2 is subdivided into a
finite number of subsets T;. We use a finite-dimensional space V}, = {u eC (_Q) ulr, = Py (T;) \VT; € ﬂh}
of piecewise polynomial functions u satisfying the periodic boundary conditions, where Py (T;) are the
restrictions of the polynomial functions to T; € 7}, with degrees not higher than k. It is a finite dimensional
subspace of the test and trial space in H' (£2) [6]. We present the fully discrete scheme below.

Scheme 2 (Fully Discrete Finite Scheme). The scheme consists of 7 hierarchical steps.
Step 1. Compute integrals <H"+1/2 V¢"> and [< ”+1/2,¢h> < prtl/2 62>] using a composite formula
consisting of Gaussian quadratures in elements.
Step 2. Ewaluate the discrete functions: (n7),,, (03)n, (05)n, (M3), and (ng), € Vi by solving:
(A1 (1) 5 (€1)p) = ((dT)y,  (€1)1)

(A
(A1 (5)5 5 (§1)p) = ((07)» (€1)p,) - (A
(A2 (05)y, + (§2)p) = ((0%), 5 (€2)1,) » Y (

Step 3. Compute integrals < H /2 V(n?)h>, <ﬂ2+1/2,V(n§) > <I:IZ+1/27V(77§1) > <gZ+1/2 (n?)h>,

<§Z+1/2 (ng)h>,<§,? 1/2 (773)h>, <hn+1/2 %) > <hn+1/2 (), > using the composite formula
consisting of Gaussian quadratures.

Step 4. Solve z1 = < a2 V¢”+1> and To = [<gZ+1/27 Z+1> + <BZ+1/2 eZ+1>] from

1+ <Hn+1/2 v (nt ,L> <ﬁn+1/2 vV (n3) h> _ |:931:|
<9:+1/2>(77?)h> <g:+1/27(772 > <hn+1/27(774 > 2o

3 Hn+1/2’v( EL N (13)
= <g:+1/2 (Vl:?)h> + <;Lz+l/2) (ng)h>
Step 5. Obtain qS”H and eh+ by solving:
(A6, (), <(b ) > V(1) € Vi, »
(Asep ™, (2),) = ( (b8 ) 2 ) V() € Vi,
where (E’f)h = (b7), — (d?)h< H /2 Vot —(dy), <7n+1/2 Z+1>+<BZ+1/2,€ZH>], (Eg)h =
(b3) — (A5, [(gh 2 074 + <h2“/2, z+1>1.
Step 6. Update U"H,qZ‘H via U”"'1 = U} + fg "+1/2 . (V¢Z+1—V¢Z) dr, ZH = qr +

T (G072 (77 = ) + B (o7 ) e

n+1 Hn+1 Den+1 n+1 thrl
h

Step 7. Compute s, . h and T[f“ by their definitions in (5).

Note that we use V}, as both the trial and test function space in the finite element discretization.
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Theorem 1. With periodic boundary conditions, the solution of the linear scheme exists uniquely for
sufficiently small At, satisfies the discrete energy conservation law and preserves the entropy-production-rate

preserving property:

Sn+1_5n
/ez+1dr=/e2 r, A% 50,0=0,1,2,..., (15)
., o At

2
where S} = [o[= 3% [VORI* = Q(#7)” = G-(ef)* + A+ Bldr — 5 (U)* — §(a47)*.

Proof. The solution existence and uniqueness for sufficiently small At is warranted by the solution existence
and uniqueness of the equations in Step 2, 4, 5. Energy conservation follows from the following identity

et lagr— eldr ntl_ n <~ n+1/2 _
f(l . At fQ = At - 1) = f.Q -V [Dez \ (_01624_1/2 - 924‘1/26]2"'1/2)} dr

(16)
~ n+1/2 n -n n
= fa(z —De,, / n-V (—C1€h+1/2 - gh+1/2qh+1/2> da = 0.
Then, we calculate the entropy increment:
gntl_gn 5 n+1/2 ntl n ~ n+1/2 ss\n+1/2 n—+1 n
b = <(5§)h ) h+ — o )+ <—V- [Deh v ((Tf)h )] 76h+ _eh> (17)

el
= (7 E0u0R 0 — 01 + (Bueh e — ef) 20,
It indicates the entropy increases and the rate of entropy production is preserved. [

Remark 1. For the physical boundary condition of the Neumann type, the results stand. In addition, high
order temporal discretizations can be obtained using collocation techniques leading to implicit Runge-Kutta
schemes. The spatial discretization, independent of the temporal discretization, can be done in any order
with a proper treatment of boundary conditions in principle.

4. Numerical results

The fully discrete finite element scheme is implemented using deal-II with periodic boundary conditions
in a rectangular domain 2 = [0, Ly] % [0, L, ], and mesh sizes h, = L, /N, and h, = L, /N,, where N, and
N, are the number of meshes in each direction [6]. The Gaussian quadrature in each element is implemented
using a 2nd order Legendre polynomial (a conforming C° element). In the mesh refinement test, we use
L, =L, =0.5625 and N; = N, = 16 and the initial value

V0.018—1/(2—0.5L5)2+(y—0.5Ly)2
5

¢ (x,t =0) = —0.5tanh < > + 0.5,
e (X,t = 0) =ey (TM) +Cy, (05TM — TM) + (p (¢ (x,t = 0)) — 1) (Lo + 14 (05TM — TM)) .

(18)

The parameter values used are A = 100, B = 1,00 = §,e = 0.01,m = 4,¢4 = ﬁ = 1—15, T=3,er(Ty) =0,
ko =1.0,Cr =06,Du=10"%L; =0,Lg =05Ty =1,Co =1,C; = 1,6 = 0.1. We observe the second
order convergence in time, which is shown in Table 1.

Then we use the code to simulate a benchmark crystal growth example in a rectangular domain with
L, =L, =4.5and N; = N, = 256. The initial values of ¢, e and the parameters used are the same as given
above except 6 = 0.01. In Fig. 1, the internal energy evolution and entropy evolution in time are plotted
with time step At = 0.004 and m = 4. It demonstrates that the numerical scheme indeed guarantees energy
conservation and entropy increase during time evolution.

Then we vary m = 4,5,6,8 and use ¢4 = in the simulations. Fig. 2 depicts snapshots of dentritic

1
m2—1
crystal growth patterns at four selected time slots, where we use blue to represent ¢ = 0 (the solid) and
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Table 1

Temporal mesh refinement test for the proposed scheme. Second order accuracy

is established.

Inner Energy of SAV method

Coarse At Fine At Lo Error of LS2 Order
0.5 0.25 0.0009733 1.8987
0.25 0.125 0.0002574 1.9447
0.125 0.0625 6.578¢—05 1.9781
0.0625 0.03125 1.649e—05 1.9972
0.03125 0.015625 4.101e—06 2.0052
a5
— SAV — SAV
—e.30
84
-850
% E) @ £ 00 % @ £ o 100

Time

(a) Inner energy

Time

(b) Entropy

Fig. 1. Internal energy and entropy evolution of the model computed using SAV method with At = 0.004 and m = 4. They show
that the energy is conserved and the entropy increases with time.

Fig. 2. Crystal growth of dendritic patterns with four folds. Snapshots of patterns at t =

At = 0.02 and m = 4.

200, 400, 600, 800, respectively, where

Fig. 3. Patterns of dendritic crystal growth with different folds at time ¢t = 800, where At = 0.02 and m = 4,5,6, 8.

red ¢ = 1 (the liquid). We also color-code temperature 7" at time ¢ = 800 in Fig. 3, where blue represents
T = 0.5 and red represents T" = 1.0. We observe the release of latent heat during the process of solidification,
the newly formed crystal region has higher temperature than the ambient liquid region. We note that all

the simulations are computed using adaptive meshes in Deal.ii, allowing better resolution of the details near

the interface.
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