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Rapidly emerging magnetic flux on the solar surface often indicates a greater likelihood of a solar flare (e.g. Leka &

Barnes 2003). In this study, we attempt to answer the following question: Is there a characteristic pattern in the time

evolution of magnetic flux or other physical parameters that distinguish flaring active regions from quiet ones?
In particular, we focus on deriving features that capture the shape, or trending behavior, of time series data. Others

(e.g. Lee et al. 2018; Liu et al. 2019) successfully predicted flares by studying moments of time series data (such as the

mean) or the last few points (by using a Long Short-Term Memory, or LSTM, network).

First, we assemble time series data for 17 different physical variables, such as the total magnetic flux, for every flaring

active region observed between May 2010 and August 2019 (4500 in total). For a complete list of physical variables,

see Table 3 of Bobra et al. (2014). We then segment these time series data into T-hour chunks (where T ranges from
2 to 24 hours) and ascribe each chunk into one of two classes: positive or negative. We define the positive class as T

hours before a C, M, or X-class flare, and the negative class as T hours during a flare-quiet period.

Second, we extract features from these segmented time series data. In our model, we fit basis splines (also known

as B-splines) to the data. These functions are defined below, where n is the order of the spline and t represents the

number of knots or break points within the time series. We used n = 3 and t = 11, which produces 7 coefficients. We

used these coefficients as features in our learning model.

The base case Bi,0(x) =







1 if ti ≤ x < ti+n

0 otherwise

Higher orders are defined recursively as Bi,k(x) =
x− ti

ti+k − ti
Bi,k−1(x) +

ti+k+1 − x

ti+k+1 − ti+1

Bi+1,k−1(x)

Third, we use a machine learning algorithm for binary classification called a Support Vector Machine (SVM; Cortes
& Vapnik 1995). An SVM works by first defining an N-dimensional feature space, where N is the number of features.

In our case, each example (or flaring active region) includes 119 features (from time series data for 17 different physical
variables, each characterized by 7 coefficients) and a label (positive or negative). The SVM then plots all the examples

in the training data within this feature space. Finally, the SVM identifies a decision boundary within the feature space

that best separates the positive examples from the negative ones. After training the SVM, we use it to predict the

outcome of an unlabeled example. In other words, we use the SVM to predict whether a given T-hour chunk of time

series data will culminate in a solar flare.
Our results are shown in Figure 1. We find that the B-spline fits of the active region area, total unsigned current

helicity, total magnetic free energy, and the total unsigned flux time series best predict flaring activity. We also find
that prediction accuracy increases with lag time, which indicates that several hours of time series data is necessary for
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