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Short hydrogen bonds (SHBs), which have the donor and acceptor separations below 2.7 Å, occur extensively in small
molecules and proteins. Due to their compact structures, SHBs exhibit prominent covalent characters with elongated
Donor–H bonds and highly downfield (> 14 ppm) 1H NMR chemical shifts. In this work, we carry out first principles
simulations on a set of model molecules to assess how quantum effects determine the symmetry and chemical shift of
their SHBs. From simulations that incorporate the quantum mechanical nature of both the electrons and nuclei, we
reveal a universal relation between the chemical shift and the position of the proton in a SHB, and unravel the origin
of the observed downfield spectral signatures. We further develop a metric that allows one to accurately and efficiently
determine the proton position directly from its 1H chemical shift, which will facilitate the experimental examination of
SHBs in both small molecules and biological macromolecules.

I. INTRODUCTION

The three-dimensional architecture of proteins often cre-
ates specialized structural elements, notably hydrogen bonds
that are much shorter than those typically observed in the
condensed phases.1–6 These short hydrogen bonds (SHBs)
have the donor-acceptor heavy atom distances, R, below
2.7 Å and are associated with a wide variety of biological
processes, ranging from enzyme catalysis to cellular signal
transduction.7–14 For example, X-ray and neutron diffraction
experiments have revealed that in the presence of the an an-
tibiotic ligand, a SHB forms between two catalytic residues in
the enzyme aminoglycoside N3-acetyltransferase-VIa.12 This
SHB, which has R of 2.57 Å and the proton almost equally
shared between the donor and acceptor atoms, is proposed
to facilitate the enzymatic acetyl transfer reactions and me-
diate the bacterial antibiotic resistance.12 From a statistical
analysis of the top 1% highest-quality structures in the Pro-
tein Data Bank (PDB),15,16 we have recently shown that SHBs
are prevalent in biological macromolecules and many of them
exist in the active site of proteins, indicating their functional
importance.6

In a SHB A–H· · ·B, the donor and acceptor atoms reside
much closer than the sum of their van der Waals radii. As
such, SHBs exhibit prominent covalent characters, in stark
contrast to the standard description of hydrogen bonds as
classical dipole-dipole interactions. For example, electronic
quantum effects such as exchange repulsion, induction and
dispersion play major roles in determining their interaction
energies.5,17,18 By examining 3665 SHBs that form from
amino acid side chains, we find that the barrier for proton
transfer decreases with R and hence nuclear quantum effect,
such as zero-point energy and tunneling, can significantly al-
ter their properties.6 In particular, when R is between 2.4
and 2.6 Å, one enters the low-barrier hydrogen bond regime
where the zero-point energy of an O–H or N–H bond be-
comes comparable to the potential energy barrier and allows
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the proton to be delocalized in the hydrogen bond.7,8,19 The
quantum nature of the SHBs manifest as distinct geometric
and spectroscopic properties. For example, it is well known
that the A–H covalent bond is significantly elongated when
R decreases.20,21 From neutron diffraction of small molecule
crystals, researchers have observed symmetric O–H· · ·O hy-
drogen bonds that has the proton centered between the O
atoms when R is below 2.45 Å.20–25 Accordingly, the stretch-
ing frequency of an A–H bond shifts from its regular value of
about 3500 cm−1 to below 800 cm−1 when R reduces from
2.8 to 2.4 Å.26–30

One of the most distinctive features of SHBs is their far
downfield 1H chemical shifts, δH , in the nuclear magnetic
resonance (NMR) spectra. While hydrogen atoms in typical
functional groups have δH below 10 parts per million (ppm),
lengthening of the A–H bonds in SHBs deshields the pro-
tons and shifts their δH values to more than 14 ppm.7,8,14,31–36

For example, serine proteases utilize a highly conserved Asp–
His–Ser triad in the active site to catalyze the hydrolysis of
peptide bonds37 and the length of the Asp–His hydrogen bond
is often below 2.7 Å.6 The δH values of this SHB vary from
18.6 to 19.0 ppm in chymotrypsin, a classic serine protease,
depending on the structure of the inhibitor in the active site.38

Similarly, the Asp–His SHB exhibits a chemical shift of 17.4
ppm in subtilisin E and 19.9 ppm in a serine protease from the
Dengue type II virus.13,39 Accompanying the downfield δH ,
one often observes small deuterium (D) fractionation factors
from the NMR experiments of SHB-containing proteins. As
the fractionation factor is the equilibrium constant for the H/D
isotope exchange between protein and water, a value lower
than 1 suggests that the lighter isotope H is enriched in the bi-
ological SHB while the heavier D is more likely to exist in the
solvent molecules. Note that the fractionation factor would be
1 if the nuclei were classical particles, and hence it directly
uncovers the impact of nuclear quantum effects on the struc-
tures and properties of biological SHBs.8,31,32,38,39

Despite the importance of SHBs in proteins, dissecting their
symmetry and 1H chemical shifts is highly challenging due to
the experimental difficulty to probe specific protons in a large
biomolecule. To tackle this problem, researchers have exam-
ined a series of organic and inorganic small molecules that
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contain a single SHB to unravel the common properties of
these compact structures. A famous example is the compound
1,8-bis(dimethylamino)naphthalene (DMAN), also known by
its trade name Proton Sponge.40,41. DMAN is an excep-
tionally strong base with pKa = 12.3 and has a weak nu-
cleophilic character due to its highly strained structure.40,41

Protonation releases this steric strain and the resulting cation,
DMANH, contains a stable intramolecular N–H· · ·N hydro-
gen bond with R of 2.55–2.63 Å and δH > 17 ppm.42,43 Other
examples include the salts of hydrogen maleate (HM)7,38,44

and 4,5-dihydroxynaphthalene-2,7-disulfonate (DHND),45,46

which serve as model systems for the O–H· · ·O type SHBs,
and cis-urocanic acid (CUA), which has been designed to
mimic the Asp–His SHB in serine proteases.7 The chemical
structures of the 4 model molecules are depicted in Fig. 1.
By measuring the X-ray diffraction patterns and NMR spec-
tra of these small molecules, researchers have identified a
strong correlation between δH and R and utilized this rela-
tion to obtain the hydrogen bond lengths in proteins.32,46–50

However, as the lengths of the O–H or N–H bonds are only
available for a few systems, how δH depends on the proton po-
sitions in the SHBs has not been established. While electronic
structure calculations have provided crucial insights into this
problem,51–53 they are carried out on the optimized configura-
tions of the small molecules or proteins and hence neglecting
the critical influences from structural fluctuations and nuclear
quantum effects.

FIG. 1. Chemical structures of the model molecules that contain
intramolecular SHBs.

In this work, we consider DMANH, HM, DHND and CUA
in organic solvents and aqueous solutions and utilize ab ini-
tio molecular dynamics (AIMD) and ab initio path integral
molecular dynamics (AI-PIMD) simulations to investigate
how quantum effects determine the symmetry and chemical
shifts of their SHBs. As shown in Fig. 1, these molecules form
stable intramolecular hydrogen bonds with R < 2.6 Å and
exhibit large downfield 1H chemical shifts, providing excel-
lent models for N–H· · ·N, O–H· · ·O and O–H· · ·N SHBs in
proteins.7,43–45,54–57 The first principles simulations evolve the
nuclear motion from on-the-fly electronic structure calcula-
tions and allow the chemical bonds to dynamically form and
break as the conformations of the compounds fluctuate. In ad-
dition, AI-PIMD simulations effectively incorporate the quan-

tum nature of the nuclei using the path integral formalism of
quantum mechanics, which exploits the isomorphism between
the partition function of a quantum mechanical system and a
classical system of ring polymers.58–60 Hence a direct com-
parison between the AIMD and AI-PIMD trajectories unrav-
els how the interplay of electronic and nuclear quantum effects
impacts the structure, proton sharing conditions and 1H chem-
ical shifts of the SHBs. By extracting representative config-
urations from the simulations, we further establish a relation
between δH and the position of the proton and elucidate the
origin of the highly downfield chemical shifts for the SHBs.

II. COMPUTATIONAL METHODS

We obtained the structures of the 4 model molecules from
the Cambridge Structural Database61 and solvated them us-
ing the Amber 2016 software package62 to form the following
systems: DMANH in acetonitrile and in water, HM in ace-
tone and in water, DHND in water and CUA in dimethyl sul-
foxide (DMSO). The solvation was carried out by placing 1
DMANH, HM and CUA in 86 acetonitrile, 62 acetone and
66 DMSO molecules, respectively. The aqueous solutions
of DMANH, HM and DHND contained 1 solute molecule in
151, 185 and 160 waters, respectively. As DMANH, HM and
DHND possessed net charges, sodium or chloride ions were
added to neutralize the system. For each solvated structure,
the simulations were performed in a cubic box with periodic
boundary conditions, and the box length varied between 17
and 25 Å to ensure that the system had the correct solvent
density at the temperature of the corresponding experimental
NMR measurements. The simulation temperatures were 300
K for DMANH in acetonitrile and CUA in DMSO, 298 K for
DMANH in water, 268 K for DHND in water, and 308 K for
HM in acetone and water.7,44,45,54–57

As a first step, we equilibrated the systems with classi-
cal molecular dynamics (MD) simulations using the Amber
2016 package.62 The potential energies of the solute and or-
ganic solvent were modeled using the general AMBER force
field63 and the water molecules were described with the TIP3P
model.64 The SHAKE algorithm was used to constrain all
the bonds that involved hydrogen atoms,65 and the particle-
mesh Ewald method was implemented to treat long-range
electrostatic interactions.66 After energy minimization, each
system was equilibrated with a constant pressure at 1 bar and
a constant temperature using the Langevin thermostat67 and
Berendsen barostat.68 The equilibration was carried out for 4
ns with a time step of 2 fs. We took the final configuration of
each system from the MD simulations and used them for the
first principles simulations.

AIMD and AI-PIMD simulations were performed using the
Quickstep module in the CP2K package69 for the on-the-fly
evaluations of the electronic structures and the i-PI software70

for the propagation of the nuclear motion. For each sys-
tem, the electronic structures were described using the BLYP
density functional71,72 with the D3 dispersion correction.73

The Goedecker-Teter-Hutter pseudopotentials74 were chosen
to describe the core electrons and the DZVP-GTH plane-wave
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basis set with a cutoff of 300 Ry was used for the valence
charge density. The simulations were performed in the canon-
ical ensemble at a time step of 0.5 fs. In AIMD simulations,
the stochastic velocity rescaling method75 was applied to keep
the temperature at the desired values. In AI-PIMD simula-
tions, each atom was represented by 6 ring polymer beads us-
ing the path integral generalized Langevin equation method.76

Each system was equilibrated for 10 ps, followed by AIMD
simulations for 50 ps or AI-PIMD simulations for 25 ps.

From the AIMD and AI-PIMD simulations of DMANH,
HM and DHND in aqueous solutions, we analyzed the hy-
drogen bonds between the solute molecules and water. We
considered a pair of A–H· · ·B to be hydrogen bonded if its R
< 3.5 Å and the A–H–B angle θAHB > 135◦. For all systems,
we also calculated the average residence time of a proton in a
SHB. Here we defined the residence time as the duration that
the proton was closer to the donor or acceptor side before hop-
ping happened, and the reported values were averaged over the
donor and acceptor atoms and over the simulation trajectories.

To compute the 1H NMR chemical shifts of the model
molecules, we extracted configurations of the solute-solvent
clusters every 100 fs from the AIMD simulations, and every
50 fs from the AI-PIMD simulations by randomly selecting
one ring polymer bead. We included all solvent molecules
that were within 5.5 Å of any atom of the solute and the
resulting clusters contained 143–330 atoms. We then com-
puted the 1H NMR chemical shift of the solute-solvent clus-
ters using the Gauge-Independent Atomic Orbital (GIAO)
method,77–79 as implemented in the Gaussian 16 software
package.80 The calculations were carried out using the B3LYP
density functional,81 the D3 dispersion correction73 and the 6-
31+G(d,p) basis set. The δH value of tetramethylsilane (TMS)
at the same level of theory is 31.6 ppm and is subtracted from
the values of the molecules to produce the chemical shifts.
To elucidate the electronic quantum effects in the SHBs and
how they lead to the downfield chemical shifts, we carried out
the Natural Bond Orbital (NBO) analysis of DMANH with the
NBO 6.0 software.82 Here we used the optimized structures of
DMANH and scanned the lengths of the A–H or B–H bonds in
the gas phase. For each scanned configuration, we optimized
the position of all the H atoms while maintaining the positions
of the heavy atoms, and then conducted NMR and NBO calcu-
lations. To decompose the total chemical shift into contribu-
tions from covalent bonds and hydrogen bonds, we repeated
the NMR calculations on the compound N,N-dimethylaniline,
which was chosen to model the donor and acceptor groups in
DMANH. For this purpose, we removed the atoms from the
other half of the DMANH molecules and added two H atoms
to saturate the bonds of the C atoms in N,N-dimethylaniline.
The coordinates of these H atoms were optimized while the
positions of all the other atoms were fixed. We then took the
same proton positions in the hydrogen bond of DMANH in
the scan process and carried out NMR calculations. The over-
all shielding constant from covalent bonding was computed
as the sum of the chemical shifts from the donor and acceptor
groups. The shielding constant of hydrogen bonding was cal-
culated as the difference between the total shielding and that
from covalent bonding.

III. RESULTS AND DISCUSSION

A. Geometry and symmetry of the intramolecular SHBs

In a symmetric hydrogen bond, the proton is centered be-
tween the donor and acceptor groups. It has been proposed
that the formation of a symmetric hydrogen bond requires 1)
a short distance between the hydrogen bond partners (R ≤ 2.5
Å), 2) a matched proton affinity of the donor and acceptor
atoms, and 3) a non-aqueous environment.83,84 By examining
the 4 model molecules, we will elucidate how these criteria
arise from the quantum nature of the hydrogen bonds.

As a first step, we evaluate the impact of R on the geometry
and symmetry of the SHBs and use a coordinate ν to charac-
terize the proton positions in these compounds. For DMANH,
HM and DHND, we define ν = dX1H − dX2H , where X is N
or O and dX1H and dX2H are the distances from the hydrogen
atom to the two equivalent heavy atoms in the SHBs. For
CUA, we take this coordinate as ν = dOH − dNH . From its
definition, ν = 0 means that the proton equally bridges the
donor and acceptor groups, leading to a symmetric hydrogen
bond, whereas a negative or positive ν shows that the proton
is closer to the donor or acceptor groups, respectively. From
the AIMD and AI-PIMD simulations, we compute the joint
probability for finding the hydrogen bond at length R and the
proton at position ν , P(R,ν). At a given temperature T, the
free energies are calculated as

F =−kBT ln
P(R,ν)

Pmax
, (1)

where kB is the Boltzmann constant. Pmax is the probability of
the corresponding system at the most likely R and ν , and is
included to ensure that the minimal free energy is 0. At ther-
mal equilibrium, the molecules dynamically switch between
different conformations and form an ensemble of hydrogen
bonding geometries. When these interconversions happen
faster than the time scale of the NMR measurements, one
would observe a symmetric hydrogen bond if the free energy
surface is symmetric and the average ν is 0.

As Fig. 2a demonstrates, DMANH forms a relatively sym-
metric N1–H· · ·N2 hydrogen bond in acentonitrile from AIMD
simulations. R of the hydrogen bond fluctuates between 2.4
and 2.9 Å and the energetically most favorable configuration
has R = 2.7 Å and ν = -0.5 Å. A second minimum occurs
symmetrically at R = 2.7 Å and ν = +0.5 Å, which is only
0.2 kcal/mol higher in energy compared to the most stable hy-
drogen bonding conformation. In the AIMD simulations, we
observe frequent hopping of the proton in the SHB, consis-
tent with the observations in previous Car-Parinello molecular
dynamics simulations of DMANH in other environment.85,86

However, there is a barrier of 2.4 kcal/mol connecting the 2
proton transferred configurations and hence the proton spends
more time around the N1 or N2 atoms, rather than the mid-
dle of the SHB. From Fig. 2a, the absolute values of ν de-
crease almost linearly when R shortens from 2.9 Å to 2.4 Å,
regardless of whether the proton is closer to N1 (ν ≤ 0) or N2
(ν > 0). In other words, the hydrogen bond becomes more
symmetric as the separation between N1 and N2 decreases.
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FIG. 2. Free energy profiles for DMANH and HM in organic solvents and aqueous solutions. In the top panels, the free energy surfaces are
calculated from (a) AIMD and (b) AI-PIMD simulations of DMANH in acetonitrile, and from (c) AIMD and (d) AI-PIMD simulations of
DMANH in water. In the bottom panels, the curves are calculated from (e) AIMD and (f) AI-PIMD simulations of HM in acetone, and from
(g) AIMD and (h) AI-PIMD simulations of HM in water.

We have recently shown that electronic quantum effects give
rise to this pronounced proton sharing in the SHBs, and cal-
culations based on a classical force field can only provide a
qualitative trend in lengthening the Donor–H bond.6

From Fig. 2b, inclusion of nuclear quantum effects sig-
nificantly increases the region that the proton can move and
washes out the double-well feature of the free energy profile.
From AI-PIMD simulations, the most stable configuration of
the SHB in DMANH has R of 2.6 Å and ν of 0.1 Å, where the
proton resides nearly in the middle of the SHB. While short-
ening R again facilitates proton sharing in Fig. 2b, nuclear
quantum effects allow the proton to be delocalized between
the N1 and N2 atoms as it takes less than 0.7 kcal/mol to move
the proton between ν of -0.5 and +0.5 Å. In the mean time, nu-
clear quantum effects also make the N1–H–N2 angle vary over
a wide range of 114–180◦ in AI-PIMD simulations, as com-
pared to 131–176◦ in AIMD simulations. This demonstrates
the well-known competition of nuclear quantum effects in fa-
cilitating the N–H stretch motion, which strengthens the hy-
drogen bond, and enhancing the bending and rotational of the
bonds, which weaken the hydrogen bonds.87–91 For DMANH,
the strengthening effect dominates as the average residence
time of the proton on the two N atoms decreases from 0.15 ps
in AIMD simulations to 0.04 ps in AI-PIMD simulations. The
average residence time is inversely related to the proton ex-
change rate in the SHB, and the values from both simulations
are much shorter than the millisecond time scale in a typical
NMR experiment. Considering that the free energy surfaces in
Figs. 2a and b have symmetric features and that the average ν

is -0.05 and 0.01 Å when the nuclei are treated classically and
quantum mechanically, respectively, both simulations predict
that the SHB in DMANH is considerably symmetric in ace-
tonitrile.

The chemical structure of DMANH has reflection symme-
try about a plane that bisects the naphthalene ring (Fig. 1).
Therefore, it is not surprising that in the organic solvent ace-
tonitrile, the donor and acceptor atoms of the N–H· · ·N hy-
drogen bond have identical proton affinities and hence their
pKa mismatch, ∆pKa, is 0. One can possibly perturb this
pKa matching condition by putting DMANH in aqueous so-
lution. As shown in Figs. 2c and d, water molecules induce
slight asymmetry in the distributions of the proton position.
Comparing DMANH in acetonitrile and water, the solvent
molecules do not form direct interactions with the N1 and N2
atoms due to the steric hindrance of the bulky methyl groups
and the Cl− counterions are 6–8 Å away from the N atoms,
leading to minor influence on the proton positions. How-
ever, unlike acetonitrile, water forms slightly different solva-
tion shells around the methyl groups of DMANH. From both
the AIMD and AI-PIMD simulations, we find that the first sol-
vation shells occur at a distance of 4.9 Å between the C atom
in the methyl group and the O atom in water, and there are
on average 15 and 16 water molecules in the first shells of the
methyl groups surrounding the N1 and N2 atoms, respectively,
leading to the slight asymmetry in the free energy surfaces.

Similar to DMANH, HM possesses reflection symmetry in
its structure (Fig. 1) and its O1–H· · ·O2 hydrogen bond is
highly symmetric in the organic solvent acetone. As shown
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in Fig. 2e, accompanying the structural fluctuations in the
AIMD simulations, electronic quantum effects makes the pro-
ton more shared in the SHB when R decreases from 2.8 to
2.2 Å. The free energy surface exhibits two minima at R =
2.5 Å and ν = ±0.2 Å. As the average R in HM is shorter
than that in DMANH, the proton transfer barrier is only 0.4
kcal/mol, and as such, the zero-point energy associated with
the O–H vibrations facilitates the quantum delocalization of
the proton in the hydrogen bond. This is reflected in the free
energy profiles in Fig. 2f, which has a single minimum with
an average ν of 0.

In contrast, we observe prominent transient asymmetry in
the SHB of HM in water, as demonstrated in Figs. 2g and h.
From AIMD simulations of 50 ps, the most favorable hydro-
gen bonding conformation has R = 2.5 Å and ν = 0.4 Å and
the average residence time of the proton on O1 or O2 is 0.09
ps. In the 25-ps AI-PIMD simulations, the interplay of nu-
clear and electronic quantum effects moves the minimum to
ν = 0.2 Å and reduces the average residence time by 56%.
In both cases, the most likely position of the proton is around
the O2 atom, rather than at the center of the hydrogen bond.
Comparing HM in acetone and water (Figs. 2f and h), we ex-
pect the changes in the proton sharing conditions to arise from
the distinct solute-solvent interactions. After examining the
minimal-energy configuration of HM in aqueous solutions, we
find that the O1 and O2 atoms have different solvation envi-
ronment and form an average of 1.1 and 0.7 hydrogen bonds
with the surrounding water molecules, respectively. 26% of
these conformers accept 2 hydrogen bonds from water, 1 for
each O atom, with a representative snapshot shown in Fig.
3a. 20% of them form only 1 hydrogen bond between O1 and
the solvent, as depicted in Fig. 3b. Apart from these com-
monly observed conformations, the SHB in HM can also take
other solvation structures with the O1 and O2 atoms forming
up to 3 hydrogen bonds with the water molecules. Therefore,
although the ∆pKa in the SHB of HM is 0 in a nonpolar en-
vironment, the heterogeneous hydrogen bonding patterns dis-
turb its pKa matching condition and introduce asymmetry in
its free energy surface. In particular, hydrogen bonding with
water effectively reduces the proton affinity of the O atom, as
our results and previous simulations both show that the proton
is more likely to stay closer to the O that is less solvated.92

It is important to note that the asymmetry in Figs. 2g and
h is transient in nature as it reflects the instantaneous solva-
tion environment around the O1 and O2 atoms. Although our
simulations are not sufficiently long to fully sample the rear-
rangements of the water molecules, we expect the free energy
surfaces to become symmetric in the time scale of the NMR
measurements.

Similar to HM, the O1–H· · ·O2 hydrogen bond of DHND
exhibit instantaneous asymmetry in water. From AIMD sim-
ulations, the O1 and O2 atoms form an average of 2.0 and
1.6 hydrogen bonds with the solvent molecules, respectively,
which effectively introduces a nonzero ∆pKa in its SHB. This
is reflected in its free energy surface in Fig. 4a, which has a
global minimum at R = 2.5 Å and ν = 0.5 Å with the proton
closer to the O2 atom. A second minimum that is 0.4 kcal/mol
higher in energy occurs at ν of -0.5 Å. Although the average R

FIG. 3. Representative configurations of HM with the hydrogen
bonded water molecules. The conformations have R of 2.5 Å and
ν of 0.2 Å. Silver, red and white represent C, O and H, respec-
tively. The orange spheres are the ring polymer beads of the hy-
drogen bonded proton in HM.

FIG. 4. Free energy profiles for DHND in water from (a) AIMD and
(b) AI-PIMD simulations, and for CUA in DMSO from (c) AIMD
and (d) AI-PIMD simulations.

of the intramolecular hydrogen bond is only 2.5 Å, DHND has
a large barrier of 3.7 kcal/mol between the two minima and the
average residence time of the proton is 0.56 ps. As shown in
Fig. 4b, nuclear quantum effects enhance the transient asym-
metry of the free energy surface. From AI-PIMD simulations,
the ratio of solute-solvent hydrogen bonds for the O1 and O2
atom become 2:1 and accordingly, the proton spends 82% of
the time closer to the less solvated O2 atom (ν ≥ 0). In the
mean time, nuclear quantum effects also promote proton shar-
ing in the SHB as it takes only 1.2 kcal/mol to move the proton
between -0.5 and +0.5 Å and the average residence time of the
proton decreases to 0.11 ps.

To further evaluate how pKa mismatch influences the prop-
erties of a SHB, we consider CUA, which possesses an in-
trinsic ∆pKa of 3.7 between the imidazole and carboxylic
groups,56,93 and find that it has an asymmetric hydrogen bond.
From AIMD simulations, its minimal-energy configuration
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occurs at R = 2.6 Å and ν = -0.6 Å and electronic quantum
effects give rise to a strong inverse correlation between ν and
R, as demonstrated in Fig. 4c. The proton is almost entirely
attached to the O atom (ν < 0) in the simulations, resulting
in a long residence time of 1.16 ps. As shown in Fig. 4d,
the proton can sample a much broader region in the hydrogen
bond and the free energy minimum shifts to ν = -0.5 Å in AI-
PIMD simulations. Upon addition of nuclear quantum effects,
the proton becomes more shared in the SHB with a 13% prob-
ability of being transferred to the acceptor N atom (ν ≥ 0) and
the average residence time is reduced to 0.09 ps, an order of
magnitude shorter than that from the AIMD simulations.

From the first principles simulations, we now assess the
proposed criteria for the formation of symmetric SHBs. First,
electronic quantum effects facilitate proton sharing in a hy-
drogen bond when the distance between the donor and accep-
tor atoms decreases, as demonstrated by the free energy sur-
faces from the AIMD simulations. In the model molecules,
the SHBs have R ≤ 2.7 Å and hence there are consider-
able probability of finding the proton around ν = 0. Due to
the short R, we observe that the protons frequently hop be-
tween the donor and acceptor groups and their average res-
idence time is less than 1 ps, much shorter than the typical
NMR time scale. As a result, what is measured from the
NMR experiments is the ensemble average of the proton posi-
tions. Second, the pKa matched condition, which depends on
the intrinsic proton affinity of the donor and acceptor groups
and the instantaneous solvation environment, is required for
a symmetric hydrogen bond. For example, as DMANH, HM
and DHND have reflection symmetry in their chemical struc-
tures, their ∆pKa in the SHBs are 0 with no external perturba-
tions. When these molecules are placed in aqueous solutions,
the solute-solvent hydrogen bonds significantly modulate the
∆pKa value of the SHBs and the protons are preferentially at-
tached to the atom that is less solvated instantly, leading to
transient asymmetry in their proton distributions.83–86,92,94 In
comparison, the SHB in CUA has an intrinsic ∆pKa of 3.7 and
a prominently asymmetric SHB, in which the proton spends
87% of the time around the donor O atom. Finally, AI-PIMD
simulations closely mimic the experimental conditions as they
include both electronic and nuclear quantum effects, and the
interplay of these quantum effects plays a fundamental role in
determining the symmetry of a SHB. From Figs. 2 and 4, nu-
clear quantum effects significantly enhance the region that the
protons can move and shorten their average residence time on
the N or O atoms by 60–92%. Notably, the influences of nu-
clear quantum effects are comparable to, if not greater than,
those from R and ∆pKa on the free energy surfaces and the
proton behavior. Instead of experiencing electrostatic attrac-
tion by the donor and acceptor groups, the protons are quan-
tum mechanically delocalized in the SHBs and the symmetry
of the hydrogen bonds are enhanced.

B. 1H NMR chemical shifts of the SHBs

From the AIMD and AI-PIMD simulations, we extract
6012 solute-solvent clusters of the model molecules and cal-

culate their δH values using the B3LYP density functional,81

the D3 dispersion correction73 and the 6-31+G(d,p) basis
set. As shown in Table I, the average chemical shifts, ⟨δH⟩,
from the simulations are in good agreement with the exper-
imental measurements. Considering that AI-PIMD simula-
tions closely resemble the experimental conditions, the excel-
lent comparison between their predicted chemical shifts and
the experimental values validates our approach of combining
these simulations and DFT calculations to obtain δH . From
Table I, we find that the chemical shifts from our calculations
and experiments are all highly downfield (> 16 ppm). In addi-
tion, the ⟨δH⟩ values from the AI-PIMD simulations are sys-
tematically larger than those from the AIMD simulations by
0.3–2.1 ppm.

Pioneering first principles simulations have shown that one
can use ν to effectively represent the electronic state of a hy-
drogen bond and link its structure to the chemical shielding
on the protons.95,96. To uncover the molecular origin of the
observed trends in Table I, we use ν as a collective coordinate
and decompose ⟨δH⟩ into two components,

⟨δH⟩=
∫︂

∞

−∞

δH(ν)P(ν)dν . (2)

For a model molecule, δH(ν) describes how its chemical shift
changes with the proton position ν as its structure fluctuates,
and P(ν) represents the probability distribution of ν in the
SHBs. In the following, we will examine the two properties
individually.

1. Universal relation between the chemical shifts and the
proton position

As a first step, we compute the proton position and chem-
ical shift of each solute-solvent configuration to evaluate
δH(ν) in Eq. 2. As shown in Fig. 5, when the proton moves
from ν of ±1.1 Å to the center of the hydrogen bond (ν=0),
its chemical shift changes from a regular value of 6 ppm to the
downfield 23 ppm, demonstrating the sensitivity of δH to the
fluctuations of the proton positions. Furthermore, while the
model molecules have distinct donor and acceptor groups and
are in different solvents, their chemical shifts follow the same
relation with ν in their SHBs. From a least squares fitting to
the data, we obtain a quadratic function for δH(ν):

δH(ν) = 21.9−16.1ν
2. (3)

This observation of a universal trend is consistent with previ-
ous experimental and computational studies.52,53,95–97 In par-
ticular, Ceriotti and coworkers have used AI-PIMD simula-
tions to show that the 1H NMR chemical shifts of water in
3 distinct thermodynamic state points fall on the same curve
when ν is used to represent the proton position in the hydro-
gen bonds.96 Compared to their findings that δH follows an
almost linear relation with the proton position when ν is be-
tween -1 and 0 Å, here we identify a strong non-linearity for
systems containing SHBs.

The 1H NMR chemical shift describes the electronic shield-
ing effect on a proton by the surrounding atoms, which arises
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TABLE I. ν0 and ⟨δH⟩ from the AIMD and AI-PIMD simulations of the model molecules. The experimental 1H NMR chemical shifts are
included for comparison.

Model molecule DMANH HM DHND CUA
Solvent Acetonitrile Water Acetone Water Water DMSO

ν0,AIMD (Å) 0.42 0.42 0.27 0.34 0.51 -0.54
ν0,AI−PIMD (Å) 0.32 0.32 0.23 0.28 0.42 -0.34
⟨δH⟩AIMD (ppm) 18.9 19.0 20.2 18.9 16.4 17.5

⟨δH⟩AI−PIMD (ppm) 20.1 20.2 20.3 19.6 17.5 19.6
δH,exp (ppm) 18.755 18.554 20.744 20.257 17.745 17.456

FIG. 5. Correlation plot for δH and ν . Each data point is calculated
from a solute-solvent cluster as sampled from the AIMD and AI-
PIMD simulations of the model molecules in different solvents.

from a competition between the covalent bonding and hy-
drogen bonding interactions in a SHB. We will take the N1–
H· · ·N2 hydrogen bond in DMANH as an example to elucidate
how this competition leads to the trend in Fig. 5. For this pur-
pose, we rewrite the chemical shift as δH = ST MS −SH , where
SH is the isotropic magnetic shielding constant for the H atom
and ST MS is the shielding constant in the reference compound
TMS (ST MS = 31.6 ppm from our DFT calculations). There-
fore, a downfield chemical shift corresponds to a small shield-
ing constant and vice versa. We then decompose SH as

SH = SN1H +SN2H −SHB = SCovalent −SHB.

In the SHB of DMANH, SN1H and SN2H are the chemical
shielding from the molecular bond between the proton and
the N1 and N2 atoms, respectively. Their sum gives the over-
all impact from the covalent bonds, SCovalent , which is coun-
teracted by the influence of hydrogen bonding, SHB. To ob-
tain SN1H and SN2H , we use N,N-dimethylaniline to mimic
the donor and acceptor groups in DMANH and scan the N–H
bond length in its protonated form. The value of SHB is then
computed by taking the difference between the total shield-
ing constant and SCovalent . All of the shielding constants vary
with the proton position, and their relations with ν are shown
in Fig. 6.

FIG. 6. Decomposition of the total shielding constants into the con-
tributions from covalent bonding (Covalent) and hydrogen bonding
(HB) for DMANH.

When ν <−0.8 Å, the proton is covalently attached to the
N1 atom in the SHB of DMANH. For example, at ν = -1.0
Å, the N1–H bond length is 0.9 Å and SN1H has a large value
of 32.7 ppm (Fig. 6). To characterize this σNH bond, we fur-
ther carry out the NBO analysis98 to obtain its molecular or-
bital. As Fig. 7a demonstrates, there is significant amount of
electron density between the N1 and H atoms, which shields
the proton from the external magnetic field. Due to the com-
pact structure of this SHB (R = 2.6 Å), the electron density
around the N2 atom also leads to a σN2H of 15.7 ppm, giv-
ing an overall SCovalent of 48.4 ppm. In the mean time, the
presence of the hydrogen bond induces an opposite effect. As
shown in Fig. 7b, while the antibonding σ∗

NH orbital contains
a nodal plane between the N1 and H atoms, it has a lobe that
points towards the N2 atom and overlaps with its p-type lone
pair orbital, np. This leads to a np → σ∗

NH charge transfer in
the hydrogen bonding interaction and weakens the covalent
N1–H bond. From Fig. 6, The hydrogen bonding interaction
deshields the proton by 22.5 ppm and renders a 46% cancel-
lation to the impact of the covalent bonds, giving an overall
δH of 5.7 ppm. We observe similar competition of these elec-
tronic quantum effects in all model molecules, and as a result,
their δH are in the regular range of 5–10 ppm when ν <−0.8
Å in the SHBs (Fig. 5).
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FIG. 7. The natural bond orbitals of DMANH. (a) The σNH orbital
and (b) the overlap of the np and σ⋆

NH orbitals at ν = −1.0 Å. (c)
The np-s∗H orbital overlap diagram at ν = 0. Silver, blue and white
represent C, N and H atoms, respectively. The red and green spheres
are the positive and negative molecular orbitals calculated from the
NBO analysis.

As the proton migrates towards the center of the SHB in
DMANH, the covalent bond to the N1 atom weakens while its
new bond with N2 begins to form. As Fig. 6 shows, this results
in a decrease in SN1H and an increase in SN2H , with the overall
SCovalent reaching a minimum of 39.5 ppm at ν = 0. In this
symmetric position, the charge transfer in the hydrogen bond-
ing interaction occurs from the lone pairs of the N1 and N2
atoms to the valence s∗H orbital of the proton, as represented in
Fig. 7c. Accordingly, SHB reaches a maximal deshielding of
30.7 ppm (Fig. 6) and the amount of cancellation between the
two electronic quantum effects increases to 78%. As shown
in Fig. 5, the chemical shift reaches it maximal value of 22.8
ppm. As the chemical structure of DMANH is symmetric, we
expect to observe a similar np → σ∗

NH charge transfer when-
the proton moves closer to the N2 atom in the SHB (ν > 0).
Therefore, the changes of δH and SH with the proton position
in Figs. 5 and 6 exhibit symmetric features with respect to
ν =0.

Due to the competition of the covalent and hydrogen bond-
ing interactions, ν makes a good coordinate to characterize
δH of a SHB. To further examine this observation, we com-
pute the 1H chemical shifts of a network of SHBs in the active
site of an enzyme ketosteroid isomerase19 and compare the
results with those from the model small molecules in Fig. S1.
In addition, we include the data from previous computational
studies that implement DFT methods to calculate the chemical
shifts of a variety of organic compounds with intra and inter-
molecular hydrogen bonds.99–102 As shown in Fig. S1, the δH
values follow the same quadratic relation with ν for all sys-
tems. While it has been shown that δH is strongly correlated
with the elongation of the Donor–H covalent bond,101,103 we
find that the universal trend in Figs. 5 and S1 does not hold
if we invoke the O–H or N–H bond length, rather than ν , as a
coordinate.

2. Symmetry of the SHBs determines the average chemical
shift

From Eq. 2, the average 1H chemical shift of a SHB de-
pends on δH(ν) and P(ν). Fig. 5 demonstrates that δH(ν)
of the model molecules follow a universal trend, which can
be well described using Eq. 3, despite the differences in their

chemical compositions and solvation conditions. Therefore,
the variations in ⟨δH⟩ observed in Table I arise from the prob-
ability distribution of ν in the molecules.

From the free energy surfaces in Figs. 2 and 4, we assume
that P(ν) can be written as a linear combination of two Gaus-
sian functions. As detailed in the Supplementary Information,
we then insert Eq. 3 in Eq. 2 and obtain the average chemical
shift

⟨δH⟩= 20.5−16.1ν
2
0 . (4)

Here ν0 is the average proton position in a SHB, which can be
calculated from the AIMD and AI-PIMD simulations. Note
that the chemical structures of DMANH, HM and DHND
are symmetric, and hence one cannot distinguish between the
donor and acceptor atoms in their SHBs. In these cases, ν0
should be taken as the average of the absolute values of ν

from the simulations. ν0 from the AIMD and AI-PIMD sim-
ulations of the model molecules are listed in Table I, and we
will use them to assess how the 1H NMR chemical shifts are
influenced by the symmetry and quantum nature of the SHBs.

In the model molecules, R of the SHBs are all below 2.7
Å. As shown in Table I, ν0 of these systems are mostly be-
low 0.5 Å from the AIMD simulations. Explicit inclusion of
nuclear quantum effects allows the proton to move further to-
wards the center of the SHBs and reduces the value of ν0 by
15-37%. As a result, ⟨δH⟩ from the first principles simulations
are all above 16 ppm, and the chemical shifts from AI-PIMD
simulations are larger by 4–12% than those from AIMD sim-
ulations. Therefore, the interplay of electronic and nuclear
quantum effects gives rise to the highly downfield 1H NMR
chemical shift, a spectral signature of SHBs. Note that in Ta-
ble I, in a few cases the ⟨δH⟩ values predicted from AIMD
and AI-PIMD simulations are larger than those from experi-
mental measurements, as it is well-known that GGA function-
als tend to overstructure the hydrogen bonds and overestimate
the amount of proton delocalization.90,104,105 To alleviate the
problem, one can use hybrid functionals such as B3LYP81 in
the first principles simulations to better estimate ν0 and ⟨δH⟩.

In the SHBs of DMANH, HM and DHND, the intrinsic
∆pKa is 0. As Table I shows, when DMANH and HM are
placed in organic solvents, AI-PIMD simulations predict that
ν0 ≤ 0.32 Å and ⟨δH⟩> 20 ppm. In contrast, ⟨δH⟩ of HM and
DHND decrease in aqueous solutions because the heteroge-
neous solvation environment perturbs their pKa matched con-
dition and induces asymmetry in their SHBs. Compared to
the other 3 model molecules, CUA lacks the reflection sym-
metry in its chemical structure (Fig. 1) and possesses a ∆pKa
of 3.7 in the SHB. Its ν0 = -0.34 Å and ⟨δH⟩= 19.6 ppm from
the AI-PIMD simulations. To elucidate how a non-zero ∆pKa
leads to the asymmetry of a SHB, we carry out the NBO anal-
ysis of CUA and evaluate the charge transfer characters when
the proton moves between the donor O atom and the acceptor
N atom. As shown in Fig. 8a, when ν is -0.9 Å, the charge
transfer goes from the np orbital of the N atom to σ∗

OH with
substantial orbital overlap. From second-order perturbation
theory calculations,98 this charge delocalization stabilizes the
SHB by 24.5 kcal/mol. When the proton is transferred to the N
atom, the charge transfer becomes np →σ∗

NH , as demonstrated
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FIG. 8. The n-σ∗ orbital overlap diagrams for CUA at (a) ν=-0.9
Å and (b) ν=1.0 Å. Silver, red and white represent C, O and H atoms,
respectively. The red and green spheres are the positive and negative
molecular orbitals.

in Fig. 8b. However, due to the geometry constraint of the im-
idazole ring, the σ∗

NH orbital points towards the np orbital of
the O atom with an angle, resulting in a smaller amount of
overlap and a reduced stabilization energy of 12.9 kcal/mol.
Therefore, ∆pKa impacts how the electrons are quantum me-
chanically distributed between the donor and acceptor atoms,
which in turn determines the symmetry of the SHB and its 1H
NMR chemical shift.

In Eq. 4, one can take ν0 as the experimentally measured
proton position in a SHB. To evaluate its validity, we use the
experimental data on a series of inorganic and organic com-
pounds with intra or intermolecular O–H· · ·O SHBs, and we
refer to the data sets as S88,48 B0497 and D09.52 For these
small molecule crystals, the proton positions, ν0,exp, are de-
termined from neutron diffraction and the 1H chemical shifts,
δH,exp, are measured from solid-state NMR spectroscopy. As
shown in Fig. 9a, we combine ν0,exp and Eq. 4 to predict
the chemical shifts and find them to be in good agreement
with the experimental measurements. As Eq. 4 is developed
from the AI-PIMD simulations with the electronic surface de-
scribed by the BLYP functional, which tends to overly delo-
calize the protons in the SHBs, it slightly overestimates ⟨δH⟩
for a few cases. However, this equation is capable of quan-
titatively predict the chemical shifts with a root-mean-square
deviation of 1.7 ppm as compared to the experimental values.
In turn, one can invoke Eq. 4 to derive the proton position
in a SHB from the experimental NMR chemical shift. From
the 3 data sets, we calculate the ν0 values and compare them
with ν0,exp in Fig. 9b. The predicted values follow a strong
positive correlation with ν0,exp, giving a root-mean-square de-
viation of 0.1 Å. Therefore, Eq. 4 provides an efficient and
accurate way to obtain the location of a proton based on its
downfield chemical shift.

IV. CONCLUSIONS

In this work, we exploit first principles simulations to ex-
amine the symmetry and 1H NMR chemical shifts of SHBs,
which incorporate the impact of quantum effects and struc-
tural and environmental fluctuations on the proton behavior
in these compact structures. By performing AIMD and AI-
PIMD simulations on a set of model molecules in organic sol-
vents and aqueous solutions, we reveal how the geometrical
and chemical criteria required for the formation of symmetric

FIG. 9. Comparison between the predicted and experimental48,52,97

(a) chemical shifts and (b) proton positions of a series of inorganic
and organic molecules with SHBs. The dashed diagonal lines repre-
sent perfect correlation between the variables.

hydrogen bonds reflect the quantum nature of the SHBs. First,
the interplay of short R and electronic quantum effects pro-
motes the lengthening of the Donor–H bond and the sharing
of the proton in a hydrogen bond. Second, a matched pKa in
a SHB ensures a substantial overlap of the molecular orbitals
whether the proton is closer to the donor group or transferred
to the acceptor atom, leading to a charge delocalization and
stabilization of the hydrogen bonding interaction. Compared
to the less polar organic solvents, water molecules have non-
uniform interactions with the donor and acceptor atoms in the
SHB, which modulates the ∆pKa value in the hydrogen bond
and results in an instantaneous asymmetric distribution of the
proton positions. Finally, nuclear quantum effects can quali-
tatively and quantitatively change the properties of a SHB and
hence must be included when considering its symmetry. In
particular, the zero-point energy associated with a typical O–
H or N–H stretch, which is ∼5 kcal/mol at room temperature,
allows the proton to be quantum mechanically delocalized and
more likely to reside near the center of a hydrogen bond.

While the model molecules have different chemical compo-
sitions and solvation environment, Fig. 5 shows that their 1H
NMR chemical shifts follow a universal trend with the proton
position, which arises from a competition between the cova-
lent bonding and hydrogen bonding interactions. We expect
the universal relation in Eq. 3 to hold in SHBs not only in
small molecules, but also in biological macromolecules. From
the first principles simulations, the proton frequently hops be-
tween the donor and acceptor groups with an average resi-
dence time less than 1 ps. As such, the 1H chemical shift
measured from NMR experiments reflects an ensemble aver-
age from a probability distribution of the proton positions, and
hence it provides a highly sensitive probe to the symmetry of a
SHB. Based on the AI-PIMD simulations and the experimen-
tal δH of the model molecules, we develop Eq. 4 and uncover
why the highly downfield 1H chemical shift is a spectral sig-
nature of SHBs.

SHBs occur extensively in proteins and have been proposed
to play essential roles in biological functions.7–10 However,
the geometric features and energetics of these compact struc-
tures are still not well understood mainly because of the exper-
imental challenge to determine the proton positions in a large
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protein.84,106–108 While neutron diffraction has enabled unam-
biguous assignment of the proton positions,9,12,109 its appli-
cation to macromolecules is limited by the small number of
high-flux neutron sources globally.110 As a result, NMR spec-
troscopy becomes one of the most commonly used technique
in detecting biological SHBs, and the relation between the 1H
chemical shift and the hydrogen bond length has been well
established.31,32,47,101 In this work, we demonstrate in Fig. 9b
that Eq. 4 allows one to accurately and efficiently calculate
the proton position, ν0, from the chemical shift. Our metric,
combined with the previous developed relations, will allow re-
searchers to determine the length and proton position in a SHB
directly from NMR measurements, and hence facilitate the in-
vestigation of the physical properties and biological functions
of these specialized structural elements with unprecedented
detail.
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