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A B S T R A C T

This paper presents a predictive multiscale modeling scheme for Unidirectional (UD) Carbon Fiber Reinforced
Polymers (CFRP). A bottom-up modeling procedure is discussed for predicting the performance of UD
structures. UD material responses are computed from high fidelity Representative Volume Elements (RVEs).
A data-driven Reduced Order Modeling approach compresses RVEs into Reduced Order Models so material
responses can be computed in a concurrent fashion along with the structural level simulation. The approach
presented in this paper is validated against experimental data and is believed to provide design guidance for
future fiber reinforced polymers development.

1. Introduction

In modern engineering applications, composite materials are receiv-
ing growing attention for their extraordinary lightweight and strength.
To understand the mechanical performance of various CFRP designs,
physical tests are necessary. With computational power continually
growing, it is now possible to utilize the Integrated Computational
Material Engineering (ICME) approach to virtually evaluate the perfor-
mance of composite designs and provide design guidance for composite
materials. The ICME approach directly integrates microstructure infor-
mation into property and performance prediction [1,2]. In the ICME
process, the intrinsic relationship between material microstructure and
mechanical performance can be captured by a multiscale model which
links microstructure to macroscale performance. In this manuscript, a
bottom-up ICME modeling framework for UD CFRP is introduced. The
framework incorporates a two-stage Reduced Order Modeling (ROM)
technique that enables rapid computation of UD microstructure non-
linear responses during UD CFRP structures simulation. The bottom-up
multiscale modeling workflow for UD CFRP is explained in Fig. 1.

There has been considerable effort during the past decades in in-
corporating microstructure information to the macroscale model for
performance prediction. For example, one can model all microstruc-
ture details into a single model, but this computation is expensive
due to the fine mesh required [3]. By deploying multiscale model-
ing techniques, the macroscale responses are predicted with physical
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microscale information [4–7]. A hierarchical multiscale modeling ap-
proach as demonstrated in [8,9] by the Multiresolution Continuum
Theory is one of them. In the Multiresolution Continuum Theory,
the microstructure information is implemented into the macroscale
constitutive law to construct a hierarchical multiscale model, which
captures microstructural effects, such as the effect of inclusion size. Al-
though this hierarchical multiscale modeling method preserves certain
microstructure information, it does not provide explicit microstructure
evolution.

To capture microstructure responses, concurrent homogenization
can be deployed. A detailed review of this topic is summarized by
Geers et al. in [10]. One of the concurrent homogenization schemes
is the Finite Element square (FE2) approach. In the FE2 approach, the
macroscale geometry is discretized with a Finite Element (FE) mesh.
Material responses at all integration points are computed by solving
RVEs that are discretized with FE meshes. The FE2 approach solves
two sets of FE meshes in a concurrent fashion, which results in high
computational cost.

To improve computational efficiency, various ROM approaches
were developed, such as Transformation Field Analysis [11], Nonuni-
form Transformation Field Analysis [12,13] and Proper Orthogonal
Decomposition [14,15]. A newly proposed data-driven two-stage ROM
approach, namely Self-consistent Clustering Analysis (SCA) [16], cre-
ates ROMs from high fidelity voxel mesh RVEs and simulates RVEs’
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Fig. 1. ICME framework illustration. This figure illustrates the length scale span in the modeling process. The UD CFRP microstructure at micron scale, characterization by UD RVE,
provides microstructure information for UD lamina and UD coupon at millimeter scale. Accurate UD structure responses are predicted using physical RVEs. From the microscale
(the UD microstructure) to the macroscale (the UD Coupon FE mesh), the UD Coupon is modeled in a bottom up fashion. This framework can be extended to 3-scale composites,
including UD, woven and woven laminate structures.

elasto-plastic behaviors with an effective RVE damage and failure [17].
In the offline stage, a three-step approach is introduced: (1) data collec-
tion, such as collecting strain concentration tensor for each voxel in the
RVE; (2) Unsupervised learning, which classifies all voxel elements into
different clusters; (3) Generating cluster-wise interaction tensors. In
the online prediction stage, cluster-wise strain responses are identified
by solving a discretized Lippmann–Schwinger equation. A previous
publication [16] shows that the SCA drastically reduces computational
expenses, and the accuracy is verified against a high fidelity Direct
Numerical Simulation (DNS). Therefore, the three-step two-stage data-
driven SCA method is a valuable tool in the ICME process for modeling
UD CFRP composites.

In this paper, the ICME modeling framework for UD CFRP struc-
ture performance prediction is presented. Under the framework, the
macroscale UD model is discretized with an FE mesh. The UD mi-
crostructures are characterized by RVEs. RVEs are compressed into
UD Reduced Order Models (ROMs) and provide mechanical responses
for all integration points on-the-fly. The constitutive response of each
constituent, e.g., fiber and matrix, is obtained from physical tests.
The UD ROMs capture elastic and elasto-plastic responses of the UD
CFRP through computing the RVE responses [18–20]. Moreover, the
UD non-linearity due to matrix plasticity differentiates this work from
previous efforts in CFRP ICME modeling, such as [21–23] and [24,25].
In those previous works, structural analysis is made by assuming linear
elastic material responses. The UD ROMs compute RVE responses ef-
ficiently enough to replace the phenomenological anisotropic material
model [26] and minimized material constants calibration effort.

In this manuscript, a predictive ICME framework, enabled by the
data-driven ROM approach, is introduced for modeling UD CFRP lam-
inate structure performance. Experimental validations are provided
for all test cases. The methodology developed can be popularized for
predicting performance of fiber reinforced polymer in general. The
rest of the paper is organized as: Section 2 provides basic materials
information. Section 3 discusses the experimental procedures of the UD
CFRP coupon off-axial tensile test and the UD CFRP 3-pt bending test.

Table 1
Carbon fiber elastic material constants.
𝐸11 𝐸22 = 𝐸33 𝐺12 = 𝐺13

245 GPa 19.8 GPa 29.2 GPa

𝐺23 𝜈12 = 𝜈13 𝜈23
7.5 GPa 0.28 0.32

Section 4 presents ICME modeling process for the UD CFRP in details.
Section 5 will present results and experimental validation. Section 6
concludes the paper with several future directions.

2. Materials information

In this section, the material properties obtained for A42 carbon
fiber from DowAksa and thermoset epoxy resin from Dow chemical are
provided. Material properties provided in this section are used through
out the modeling work in this manuscript.

The fibers elastic constants are given in Table 1. Fibers are as-
sumed to behave elastically. The fiber direction compressive strength
is assumed to be one-fourth of the tensile strength, where the tensile
strength (TS), according to the DowAksa official website, and com-
pressive strength (CS) are assumed to be 4200 MPa and 1050 MPa,
respectively. The choice of compressive strength is based on [27,28],
which suggest the fiber compressive strength should be 10–60% of
the fiber tensile strength. Ductile damage model for carbon fibers is
assumed, as shown in Eq. (1), where d𝑓𝑖𝑏𝑒𝑟 = 0 means no damage and
d𝑓𝑖𝑏𝑒𝑟 = 1 means fiber is damaged.

𝑑𝑓𝑖𝑏𝑒𝑟 =

{

0, |𝜎11| ≤ 𝑇𝑆∕𝐶𝑆
1, |𝜎11| > 𝑇𝑆∕𝐶𝑆

(1)

The epoxy resin elastic constants and tensile and compressive
strengths are given in Table 2. The tensile and compressive yielding
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Fig. 2. Epoxy matrix (a) Tension stress versus strain curve and (b) Compression stress versus strain curve.

Fig. 3. Cross-section of UD CFRP under microscope, with magnified view shown on the right.

Table 2
Material constants of epoxy matrix.
𝐸 𝜈 𝜎𝑇 𝜎𝐶
3803 MPa 0.39 68 MPa 330 MPa

curves are given in Fig. 2(a) and Fig. 2(b), respectively. The matrix
compression test is performed according to the ASTM D695 standard.
The compression test specimen exhibits a barreling effect during the
test, causing excessive shear in the matrix, leading to final failure.
Different tensile and compressive behavior suggest that a paraboloid
yielding criterion can be implemented to capture such behavior. Read-
ers are referred to [20] for details of the plasticity return mapping and
epoxy damage algorithm.

3. Experiments for the UD CFRP

Material characterizations provide a good understanding of the
material of interest. Various testing methods deliver the CFRP prop-
erties [29,30] and provide validation data for the prediction made
by the ICME framework. In this work, two types of experiments are
identified for examining the predictivity of the proposed UD CFRP
ICME framework: (1) UD coupon 10◦ off-axial tensile test and (2) UD
3-pt bending test. This section gives experimental procedures for both
tests listed above.

The cured UD CFRP lamina plaque is manufactured by Dow Chem-
ical and the cross-section of the UD CFRP under microscope is shown
in Fig. 3. Fibers are shown in lighter color and epoxy is shown in dark
color. The fibers are randomly dispersed in the epoxy resin matrix, with
overall volume fraction of 50%.

3.1. UD CFRP coupon 10◦ off-axial tensile test

The UD CFRP coupon specimen is prepared through the following
steps. The edge of the UD plaque (with nominal fiber volume fraction of
50%) served as reference for the determination of the angle for cutting
the 10◦ off-axis orientation. The specimen head areas and the tab (wo-
ven fiberglass in an epoxy resin) surfaces (with a length of 50 mm) were
prepared with grinding paper before applying a commercially available
acrylic adhesive. Metallic wires with a diameter of approximately 220
μm were used as spacers between specimen and the tab surfaces. The
tabbing angle of about 16◦ was formed by grinding. The specimens were
cut with a waterjet system to a nominal width (w) of 12.7 mm with a
length of 210 mm for a resulting aspect ratio of 9 in the gauge section
of length l = 120 mm, see Fig. 4 (specimens 001-005). An abrasive grit
size of 220 μm and the lowest translation speed was chosen for minimal
fabrication damage, based on preliminary studies for optimization of
the waterjet cutting parameters (i.e., nozzle diameter, pressure, speed,
abrasive grit size, etc.).

The displacement-controlled tensile tests have been conducted on
a servo hydraulic testing machines at a quasi-static loading rate of
0.0167 mm/s (1 mm/min). The loading has been induced by the
actuator located at the bottom of the test frames. Before each test,
a precision steel block had been used for rotational alignment of the
actuator to reduce out-of-plane misorientation. The specimens were
rigidly hydraulically gripped with anti-rotation collars installed using
diamond jaw surfaces and a pressure of 4 MPa. The gripping length on
each side ranged between 30 mm to 40 mm. The specimens have been
aligned with specimen stops in the grip.

All specimens were prepared for Digital Image Correlation (DIC)
measurement with commercially available matte white spray paint,
followed by applying matte black spray paint to create a random
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Fig. 4. UD CFRP plaque (approximately 300 mm x 300 mm) with fibers oriented in
the vertical direction, and the tabbed specimens after waterjet cutting.

pattern by the overspray method, see Fig. 5(a). The region of interest
for strain measurement is shown in Fig. 5(b).

For stereo-DIC measurement, two 4.1 Mpx (2048 px x 2048 px)
cameras and 35 mm fixed focal length lenses were used. The image
acquisition rate was 2 Hertz. The resolution was 60 μm to 70 μm
per pixel and the size of the dark speckles was about 232 μm (∼3.4
px), measured via the line intersection method. The dark/bright ratio
of the sample was nearly one (54:46). According to [31], the subset
size should be at least three times the average speckle size. For data
analysis, the chosen subset size was 15 px and the step size was 6
px. The reference image has been taken at a force F = 0 kN while
the specimen has only been clamped by the top grip. For analysis,
engineering strain has been calculated using a commercially available
DIC software package. A more detailed investigation on 10◦ off-axis
testing can be found in [32].

3.2. UD CFRP hat-section dynamic 3-pt bending test

The UD CFRP hat-section studied in the current work was molded
with A42 fibers, provided by DowAksa, and thermoset epoxy resin
with fiber volume fraction of 50%. The geometry of the dynamic 3
point bending test sample was shown in Fig. 6(a). The nominal thick-
ness of the hatsection was 2.4 mm with about 0.2 mm thickness of
each layer. The hatsection sample was deformed in a hot compress
and held for about 5 min for curing. The hatsection was made with
[0/60/−60/0/60/−60]s layup (noted as 0–60). In order to perform the
test successfully, a back plate of the same layup and thickness was glued
to the bottom of the hatsection sample with Betamate 4601 glue (Dow),
as shown in Fig. 6(b).

The setup of the dynamic 3 point bending test was shown in
Fig. 6(c). The sample was slightly fixed to the lower roller (diameter
25 mm) with tape in order to allow the rotation at the bottom. An
impactor with 25 kg mass and 100 mm outer diameter impacted the
hatsection with initial impact velocity of 4.66 m/s. The peak impactor
acceleration and the impactor force were recorded for comparison to
the numerical predictions.

4. UD CFRP ICME modeling process

In the ICME framework, the CFRP structure is modeled in a bottom-
up fashion, as introduced in Fig. 1. At the microscale, UD CFRP mi-
crostructure is modeled as RVEs. RVEs are compressed into the mi-
crostructure database, which contains ROMs for all RVEs. ROMs can
be fed into an arbitrary macroscale FE model composed of 3D stress
state elements, such as the brick element or the thick-shell element.
The ROMs interact with the macroscale model and enables a multiscale
model with information exchange between the microscale and the
macroscale. In this section, the multiscale modeling workflow for the
ICME process is provided step by step.

Fig. 5. (a) Field of view with speckle pattern on specimen with l = 120 mm, w =
12.7 mm; (b) Region of Interest (colored area) for data analysis. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)

Fig. 6. UD CFRP hat-section sample: (a) geometry; (b) sample with back plate; (c)
dynamic 3 point bending test setup. Experimental results are provided in Section 5.

4.1. ICME multiscale modeling work flow

For the illustration of ICME multiscale model setup, the UD CFRP
coupon specimen geometry described in Section 2 is used. The UD CFRP
coupon FE model mirrors the real UD CFRP coupon made in Section 2.
It replicates the off-axial tensile experiment performed as a one-to-one
replica. The FE model contains all 12 UD CFRP laminae. Each of these
laminae is modeled as a singular layer of thick shell elements with 2
integration points in the thickness direction (Z direction), as shown in
Fig. 7. For clarity, the FE model has been magnified by a factor of 2
in the thickness direction. The FE model contains 49,420 elements and
99,480 integration points. The magnified region in Fig. 7 shows four
selected thickshell elements and integration points in each element. The
UD CFRP microstructure, modeled by the UD CFRP RVE, is assigned to
each integration point in order to compute material responses under
external loadings.

To illustrate the diversity of the microstructure database, two se-
lected integration points, marked by the red box in Fig. 7, are further
magnified for the underneath microstructure. Fig. 8 depicts how two
UD RVEs from two neighboring integration points (as indicated by
the solid red box) are modeled using the microstructure database. The
database contains four different RVE setups that could potentially be
used for the multiscale modeling process. On the right side of Fig. 8,
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Fig. 7. UD CFRP coupon FE model setup. In this setup, the material responses at each integration point (marked as black cross) is computed using a UD RVE.

Fig. 8. Four candidate microstructure setups in the database for the UD coupon specimen: (1) UD with perfectly bounded fiber and matrix (2) Assuming a cohesive layer between
UD laminae (3) UD with interphase between fiber and matrix (4) UD with interphase between fiber and matrix, as well as a cohesive layer between UD laminae. The database
is designed so that users can assign various microstructures to the macroscale model based on their needs. ’els’ in this figure stands for voxel elements in the RVE. The UD
microstructure Setup (1) is used in the present work.

the ellipses around each RVE are used to indicate that there are hidden
neighboring RVEs on each side of the RVE due to the assumption of
periodic boundary condition (PBC). The first setup assumes perfect
bonding between the fiber and matrix, as well as for all laminae.
The second setup assumes a weak bond between laminae that can
be modeled as a cohesive layer. The third setup assumes an interface
region between fiber and matrix, which is modeled as non-zero thick-
ness interphase. The fourth setup assumes there is an interface region

between fiber and matrix and that there is weak bond between the
laminae. In this work, only the first setup is incorporated due to the
assumption of perfect bonding.

The RVEs illustrated in Fig. 8 are compressed into UD CFRP ROMs
through the three-step offline data compression stage. Details on the
offline stage will be provided in later subsections.
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Fig. 9. Algorithm flow chart for generating UD RVE using Monte Carlo method.

4.2. UD RVE modeling

The UD RVE used to characterize the UD CFRP microstructure is
simplified compared to the real material, which is shown in Fig. 3.
First, as shown in Fig. 3, the fibers do not have a perfect circular cross-
section, but rather a bean-shaped cross-section. As shown in the right
side of the same figure, this bean shape can fit in an ellipse of major axis
of 7 μm. To generate the UD RVE, the fiber cross-section is simplified
as a circular shape with a diameter of 7 μm, and the fiber is assumed to
be perfectly straight. The fiber geometry does not affect the predicted
properties when comparison with test data is made, as can seen in
[22]. Second, when the RVE is large enough, typically ten times the
fiber diameter, the random distribution of fiber does not affect the RVE
responses significantly [33]. Therefore, an RVE size of 84 μm is chosen.

The cross-section of the UD RVE can be modeled in a 2D fashion,
where the Monte Carlo method is used to pack circles randomly in a
2D domain until the target fiber fraction is met. If part of any fiber
lies outside four edges of the RVE, that part will reappear in the
opposite directions to ensure periodic distribution of all fibers so the
RVE complies with the PBC assumption. The generated 2D mesh is then
discretized by square pixels. The algorithm flow chart for generating a
2D mesh of the UD RVE is given in Fig. 9. The RVE algorithm discussed
above is suitable for UD RVEs with fiber volume fraction around 50%.
For higher volume fractions, specialized algorithms are needed. This is
beyond the scope of current work and is not discussed in detail. Finally,
the 2D mesh is extruded by assigning thickness to all pixels to generate
a 3D voxel mesh.

The generated UD RVE is given in Fig. 10. The RVE has a resolution
of 600 by 100 cubic voxels with voxel edge length of 0.14 μm. 93 fibers
are generated in the RVE.

To utilize UD RVE for compute stress responses on-the-fly in a
macroscale FE model, the ROM technique is used to compress RVEs
into a microstructure database. The ROM process is given in following
sections.

A DNS of RVE transverse tensile loading is also performed. The
DNS is used to verify the efficacy of the ROM, which is supposed to
produce accurate results compared with DNS solution. Fiber and matrix
properties are following data given in Section 2

4.3. Reduced order modeling of UD RVE

The aforementioned UD RVE contains significant DOFs for a single
RVE run due to the fine mesh resolution. To model the UD CFRP
structure with UD RVEs, the computational cost is not affordable due to
the costly RVE computation. Instead, the ROM technique is applied to

Fig. 10. The UD RVE Generated by Monte Carlo method.

the UD RVEs to generate their ROMs. The ROM, in theory, will reduce
the computational cost significantly compared to RVE computation.
The SCA approach is used to generate the ROMs for the UD RVEs.
All necessary derivations for SCA are provided in Appendix A. In
this subsection, we will focus on illustrating the 3-step offline stage
computation and the online prediction stage.

4.3.1. Offline
The offline stage starts with a high fidelity RVE discretized by a

voxel mesh. The strain concentration tensor 𝑨(𝒙) links macroscopic
strain applied on the RVE to each voxel through the following rela-
tionship:

𝜺𝒎(𝒙) = 𝑨(𝒙) ∶ 𝜺𝑴 (2)

where 𝜺𝒎 is the microscopic strain at any voxel in the RVE and 𝜺𝑴
is the applied macroscopic strain of the RVE. 𝑨(𝒙) is the well-known
strain concentration tensor. Under the Voigt notation, 𝜺𝒎 and 𝜺𝑴 are
both 1 by 6 vectors. This means 𝑨(𝒙) is a 6 by 6 matrix. 𝑨(𝒙) can be
computed by applying six orthogonal loading conditions where 𝜺𝑴 has
only one non-zero component at a time. This would allow 𝑨(𝒙) to be
computed one column at a time, and six loading conditions can provide
all 36 components of 𝑨(𝒙).

Once 𝑨(𝒙)s for each voxel are computed, unsupervised learning can
be applied to all 𝑨(𝒙)s within the RVE to perform clustering. This
process will compress the original RVE made of many voxel elements
into several clusters. For UD RVE with fiber and matrix phases, fiber
and matrix phases are decomposed separately. Number of clusters in
fiber and matrix phases are denoted as 𝐾𝑓 and 𝐾𝑚, respectively. It
is convenient to define 𝐾𝑓 + 𝐾𝑚 = 𝐾. The clustering process for UD
RVE setup one and two, as depicted in Fig. 8, is given in Fig. 11. The
data compression process is performed using an unsupervised learning
method, such as K-means clustering.

Interaction tensors 𝑫𝐼𝐽 must be computed between all cluster pairs.
For the sake of simplicity, readers are referred to previous publica-
tions: [5,16]. Once interaction tensors are computed, it is possible
to solve for cluster-wise strain increments by solving the discretized
Lippmann–Schwinger equation.

4.3.2. Online
The online stage involves solving the following residual form in

Eq. (3). Details of the SCA online stage is given in Appendix A.

𝑟𝐼 = −𝛥𝜺𝑀 + 𝛥𝜺𝐼 +
𝐾
∑

𝐽=1

[

𝑫𝐼𝐽 ∶ (𝛥𝝈𝐽 − 𝑪0 ∶ 𝛥𝜺𝐽 )
]

, 𝐼 = 1, 2, 3,… , 𝐾 (3)

where 𝑟𝐼 is the residual of strain increment on each cluster. The residual
can be minimized by first linearizing the Eq. (3) with respect to 𝛥𝜺𝐼



Composites Science and Technology 186 (2020) 107922

7

J. Gao et al.

Fig. 11. UD RVE clustering process for setup 1 and 2 from Fig. 8.

and solve for 𝛥𝜺𝐼 that minimizes 𝑟𝐼 . Details of the derivation process
of Eq. (3) and linearization are given in Appendix A.

Note that in the present multiscale modeling scheme, ROMs are
deployed on all integration points in the FE mesh of the composite
laminate structure. At each integration point, the macroscopic strain
increment 𝛥𝜺𝑀 is provided by the FE solver and the cluster-wise stress
and strain responses are solved with Eq. (3). The homogenized RVE
stress increment, denoted as 𝛥𝝈𝑀 , is returned back to the FE solver.

4.3.3. DNS vs. reduced order model
Three sets of ROMs of the UD RVE are generated with a different

number of clusters: (1) 1 clusters in the fiber phase (𝐾𝑓 =1) and 4
clusters in the matrix phase (𝐾𝑚 = 4) (2) 2 clusters in the fiber phase
(𝐾𝑓 = 2) and 8 clusters in the matrix phase (𝐾𝑚 = 8); (3) 16 clusters
in the fiber phase (𝐾𝑓 = 16) and 16 clusters in the matrix phase (𝐾𝑚
= 16).

To verify that the ROM will produce satisfactory results, a transverse
tensile test with maximum 0.02 strain magnitude is performed. The
same loading is applied to three ROMs as well. Stress and strain curves
for all three cases are plotted in Fig. 12. The DNS result is plotted
with a 95% confidence interval. The results of three ROMs mentioned
earlier are denoted as, ‘‘SCA, 4 clusters’’, ‘‘SCA, 8 clusters’’ and ‘‘SCA,
16 clusters’’ respectively. From the results shown in Fig. 12, it is clear
that ROMs with 8 and 16 clusters converge to the DNS solution, but
the ROM with 4 clusters deviates from the DNS solution when the
strain is larger then 0.015. To save computational cost in the concurrent
multiscale modeling of the UD CFRP and preserve adequately the RVE
local evolution, the ROM with 8 clusters is used in the following
structural level models.

As mentioned in Section 2, a paraboloid yielding function is imple-
mented to consider different tensile and compressive behavior of the
epoxy matrix. The matrix damage is modeled using a paraboloid epoxy
damage model.

The UD ROM utilizes fiber and matrix to compute UD CFRP’s mate-
rial responses efficiently. In the UD structure modeling, an equivalent
damage model is applied to all ROMs to simulate the damage of RVEs.
The damage of the RVE at each integration point will reduce load
carrying capacity of each element in the macroscale model. When
the damage exceeds 0.5, the integration point will lose load carrying
capacity. The macroscale element will fail when all integration points
in the element have lost load carrying capacity.

Fig. 12. Transverse tension results of DNS and ROMs. The DNS result (computed
from FEM) has an error bar representing a +∕ − 5% interval from the DNS result. The
results of ROMs computed from SCA are close the interval, suggesting good accuracy
demonstrated by the ROMs..

4.4. UD CFRP coupon off-axial tensile simulation model setup

With all aforementioned information available, the UD CFRP
Coupon specimen multiscale model is illustrated in Fig. 13. The applied
boundary condition is shown in Fig. 13. In the experiments, both
tab sections are tightly clamped with a pressure of 4 MPa. The same
clamping pressure is applied to both tab sections of the FE model.
Moreover, the two surfaces of the upper tab section are fixed in the
y direction, but the two surfaces of the bottom tab section are allowed
to move in the y direction. A displacement towards the negative y
direction is applied to the bottom tab section so the coupon is extended,
allowing the tensile test to be repeated. One can see the FE coupon
specimen model preserves most of the experimental conditions. This
aligns with the purpose of ICME modeling, where a real-world part is
modeled a nd analyzed with as many details as possible.

4.5. UD CFRP dynamic 3-point bending model setup

The 3-point bending model [34] is the second test case for validating
the efficacy of the proposed framework of UD CFRP. A similar approach
to the UD CFRP coupon model is adopted. The model of the UD CFRP
hat-section is shown in Fig. 14, where a [0∕60∕−60∕0∕60∕−60]𝑠 layup is
used. As shown in the Figure, the 12 layers of the UD laminate structure
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Fig. 13. UD CFRP coupon off-axial tensile simulation setup.

Fig. 14. UD CFRP dynamic 3-point bending model setup.

are modeled explicitly with thick shell elements. Such a setup allows
for the capturing failure of individual lamina under the effect of the
impactor.

Up to this point, all necessary modeling steps of the UD CFRP
structure are finished. The concurrent multiscale modeling framework
is applied to test problems mentioned in Section 3. All test problems
are modeled with realistic geometries, hence the FE model utilizes the
same boundary conditions given in both tests. The experimental test
data is used for validating the proposed UD CFRP concurrent multiscale
modeling framework. The prediction capability of the framework is
examined against experiments conducted delicately. The results of both
test problems and associated discussion are given in the next section.

5. Results and discussion

Concurrent simulation results of the off-axial coupon tensile test and
the 3-point bending test are discussed in this section. The same UD
RVE shown in Section 3 is used in both cases due to same fiber volume
fraction.

5.1. UD CFRP coupon off-axial tensile simulation

In this section, the concurrent multiscale 10◦ UD off-axial coupon
specimen tensile simulation results are presented and compared against
experimental results. The coupon model geometry is given in Section 3
Figure. A loading rate of 0.0167 mm/s gradually extends the coupon
sample in the downwards direction. During the deformation process,
a 10◦ stress band is formed as one can see in Fig. 15. The UD CFRP
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Fig. 15. UD coupon normal stress vs. normal strain. The comparison shows the
prediction is in a good match with the test data. The difference between prediction and
experimental result is potentially caused by the microstructure variation in the real UD
material.

Table 3
Predicted maximum normal stress and strain of the off-axial UD coupon sample.

Maximum normal
stress (MPa)

Maximum normal
strain

Experiment 395.64 0.012
Prediction 404.81 0.011
Difference 𝟐.𝟑𝟐% 𝟖.𝟑𝟑%

coupon off-axial tensile simulation is used to validate that the proposed
multiscale modeling framework for UD CFRP material predicts the
system behavior with good accuracy.

The comparisons between multiscale coupon simulation and the test
data are made for: (1) normal stress vs. normal strain; (2) y direction
displacement; (3) y direction strain. Based on the comparisons, two pur-
poses are addressed: (1) To validate the multiscale modeling framework
for the UD CFRP material; (2) To demonstrate that the present UD CFRP
multiscale model has considerable prediction capability.

For the FE model, the normal stress is computed using the reaction
force computed at the gauge cross-section area divided by the area
of the original coupon cross-section. The reaction force of the cross-
section near the top tab region of the coupon was recorded during the
simulation. The reaction force is then used to compute the normal stress
of the multiscale model. The change of the gauge length was used to
compute normal strain. Normal stress versus strain of the multiscale
model is plotted as blue dots in Fig. 15.

Comparing the stress and strain curves from the multiscale model
and the experimental data, a good match is observed. The prediction
has same trend as the experimental data, as shown in Table 3. The
predicted maximum stress is 404.81 MPa, which is close to 395.64
MPa reported from the experimental data. In addition, the maximum
strain predicted by model is 0.011, which again is in a good match
with experimental measured value of 0.012. Both predicted quantities
of interest are within 10% deviation from experimental measurements,
meaning the UD CFRP concurrent multiscale model is validated against
the experimental data.

The y direction displacement and strain fields are validated with
experimental results, as shown in Fig. 16(a) and (b), respectively. The
black arrows in Fig. 16(a) represent the vertical distance between
fringes from −0.250mm and −0.700 mm. The prediction made by the
multiscale model is 80.26 mm, with a 3.95% difference to the DIC mea-
surement of 83.57 mm. As shown in Fig. 16(b), the y direction strain
yield contour predicted is quite similar with the DIC measurement.
Both strain field contours show a clear band across the middle of the
coupon. The DIC strain field is highly non-uniform due to unavoidable
microstructure variation during manufacturing process. Still, the results

are encouraging since the predicted displacement and strain fields
agree with experimental results. Due to the coupon has all fiber align in
the 10◦ orientation, the coupon is primarily under shear deformation as
a result of the given fiber orientation. A good match of the UD coupon
stress and strain curve suggests that the UD RVEs embedded at the
lower scale capture the combined tension and compression responses
of the UD material. Therefore, the 10◦ coupon simulation serves as a
proper test-bed for validation purpose as it creates complicated loading
conditions upon UD materials, whose responses are accurate predicted
using the present method.

Moreover, the predicted crack formation and the actual coupon
crack formation are depicted in Fig. 17(a) and (b), respectively. In
both Fig. 17(a) and (b), the crack propagates all the way across the
coupon gauge section. The pattern of predicted crack is not an exact
replica of the experimental results because the numerical model has
yet to take local microstructure variation into account, as depicted in
Fig. 3. In the future work, the local microstructure variation will be
considered in the modeling process to address the uncertainty effect on
the macroscopic performance. Nonetheless, the ICME model is able to
provide an accurate prediction of the maximum stress and strain of the
coupon sample, as reported in Table 3, as well as a prediction of the
failure pattern. The prediction made by the ICME model is consistent
with the experimental observation, which provides confidence for the
predictivity of the proposed multiscale modeling scheme for the ICME
process.

The ICME multiscale modeling scheme has been validated by the ex-
perimental data discuss above. However, the capability of the proposed
multiscale modeling scheme is beyond providing accurate prediction
of the macroscale quantities. It also provides detailed microstructure
evolution of UD CFRP structure for studying the root cause of the failure
in the UD coupon.

Fig. 18 is used to illustrate the local UD CFRP damage process
using three snapshots. The magnified views of the region marked in
red are shown in Fig. 18(a), (b), and (c) at y displacement of 1.40 mm,
1.41 mm, and 1.42 mm. The UD RVEs representing elements marked
in black are shown in Fig. 18 (d), (e), and (f). In Fig. 18 (e), all three
RVEs are experiencing matrix damage, suggesting the potential cause of
coupon failure. In Fig. 18 (b), the bottom element has a stress contour
turning to blue–green from green, suggesting reduced load carrying
capacity. This is due to aggravated matrix failure of the middle and
bottom RVEs as shown in Fig. 18(e). In Fig. 18(c), the middle and
bottom elements have been marked as failed due to the loss of load
carrying capacity, whereas the top one is still capable of carrying load.
However, as shown in Fig. 18(f), the top RVE is also experiencing severe
matrix damage, which means this RVE will fail shortly. The UD RVE
microstructure evolution in Fig. 18 provides valuable information in
the understanding of microscale damage process. Moreover, the UD
RVE stress and damage evolution are captured simultaneously as the
macroscopic UD coupon simulation. In the future, in-situ monitoring
techniques can be combined with the existing modeling capability to
further validate microstructure failure process of the UD.

The computational efficiency of the present ICME scheme compared
with traditional multiscale modeling method, FE2, is given in Table 4.
The simulation time of FE2 is estimated based on DNS calculation time
of the UD RVE. It can be seen that a 5272 speed-up is achieved using
the present scheme. Note that FE2 would necessarily require storage of
lower scale UD RVE DNS mesh, resulting in extra storage/RAM cost.
Under the ICME scheme, the UD RVE evolution is reconstructed from
the reduced order model, which drastically eliminates such need.

Using detailed microstructure evolution information illustrated in
Fig. 18, a path towards UD CFRP design is discovered. For example,
one can design matrix strength to avoid matrix damage at small loading
magnitude. Or, one can design interphase properties and incorporate
the interphase region into the model to examine the interphase effect
and the delamination behavior of the UD CFRP.
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Fig. 16. Contour of (a) Y displacement and (b) Y strain field. The applied displacement on prediction and DIC is 0.9031 mm. In the displacement plots (a), two black arrows
measure the vertical distance between fringes from −0.250 mm and −0.700 mm and the difference is 3.95%. In the gray scale strain contour (b), the predicted strain field is
comparable to the DIC one. The difference the predictions and the DIC images is caused by microstructure variations in the real UD CFRP material, which can cause strain
concentration in the real sample.

Fig. 17. The coupon crack formation of (a) numerical prediction and (b) experimental result. Since the numerical model assumes perfect materials without microstructure variations,
the predicted pattern deviates from the test result.

Fig. 18. Magnified view of coupon local microstructure for marked macroscale elements at (a) 𝑑𝑦=1.40 mm; (b) 𝑑𝑦=1.41 mm; (c) 𝑑𝑦=1.42 mm and local UD RVEs at (d)
𝑑𝑦=1.40 mm; (e) 𝑑𝑦=1.41 mm; (f) 𝑑𝑦=1.42 mm. All RVEs are shown in undeformed configuration.
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Fig. 19. UD hat-section after the impact from (a) Prediction (b) Experiment. The damaged zones on the sidewalls are marked by yellow ellipses. It can be observed that the
hat-section is being pushed inwards upon the impact, and the impactor will cause a dent on the hat-section.

Table 4
Comparison of total simulation time in CPU hr. for the concurrent simulation.

FE2 (estimated) ICME approach

Simulation time (hr.) 3,093,055 540
Speed-up – 5527

5.2. UD 3-point bending model

To further illustrate the efficacy of the concurrent scheme, the UD
3-point bending model concurrent simulation is also performed. The
fractured hat-section of the simulation and experiment is shown in
Fig. 22. The UD 3-point bending simulation is used to examine the
applicability of the proposed scheme to an arbitrary UD CFRP structure.
Two quantities are chosen to make the comparison: peak load on the
impactor and the peak impactor acceleration. Due to severe vibration of
the hat-section in the 3-point bending simulation, the matrix has been
simplified as an elastic material with brittle failure, where the failure
strength is set to compression strength as defined in Table 2.

After the impact, the hat-section from the numerical prediction and
experimental result are plotted in Fig. 19(a) and (b), respectively. The
yellow ellipse marked damaged zones on the hat-section. It can be
observed that the impact push material inwards, cause delamination
of the hat-section on both side-walls. The similar trend observed in
the numerical model and the experimental result further suggests the
multiscale model can provide a good prediction of the failure pattern
on the UD structure. The ICME process can be applied to predict the
responses of a UD structure under complex loading conditions.

In addition to the good match of the UD structure deformation
and failure, quantitative comparisons for peak load on the impactor
and peak acceleration of the impactor are reported in Table 5 with
comparison with the experimental data. A reasonable match between
prediction and experimental data can be seen. Specifically, the relative
differences of peak load and peak impactor acceleration are 8.21%
and 2.82%, respectively. Both predictions are within 10% deviation
from the experimental data, providing confidence that the macroscopic
performance indices can be predicted with the ICME framework.

In Fig. 20, the impactor force evolution vs. loading time is pre-
sented. The prediction is consistent with the experimental data pro-
vided by the Ford Motor company. This suggests that the current ICME
framework is suitable for predicting UD CFRP structure performance.

Table 5
Impactor peak load and acceleration.

Peak load (N) Peak impactor
acceleration (m/s2)

Experiment 10,328 0.39
Prediction 9480 0.379
Difference 𝟖.𝟐𝟏% 𝟐.𝟖𝟐%

In Fig. 19(a), the failure of the hat-section is depicted at the
macroscale. Underneath the complex macroscopic structure evolution,
local RVE responses are captured in a concurrent fashion and provide
extra information for the microscale evolution in the hat-section. To
illustrate the von Mises stress evolution in the UD microstructure, RVEs
representing three columns of elements shown in Fig. 21 are visualized.
The three columns of elements are shown in the magnified view on the
right of Fig. 21. Each column contains 12 layers of UD laminae, where
each lamina is visualized with 1 UD RVE. The fiber orientation on each
UD laminate is color coded as shown in Fig. 21. All UD RVEs are aligned
with the fiber orientation as suggested by the color code, following the
lamina orientation explained in Section 3.6. All UD layers are counting
from layer 1 to layer 12 in the top-down fashion.

The hat-section deformation and von Mises stress contour under
the impactor are shown in the upper half of Fig. 22. Three different
snapshots were taken with the impactor and supports hidden at: upon
impact; Impactor displacement of 4.85 mm; Impactor displacement of
6.85 mm. In the upper half of Fig. 22(a), the impactor contacts the
hat-section and caused immediate stress concentration at the contact
region. In Fig. 22(b) and (c), it can be observed that the top and two
sidewalls of the hat-section bend inwards after the hat-section contacts
the impactor. The impactor pushes the middle of the UD CFRP hat-
section inwards, simulating the scenario where the composite structure
is under the external loading condition.

Corresponding RVE von Mises stress contours are shown in the
lower half of Fig. 22(a), (b), and (c). It can be seen that UD RVEs can
be used to investigate the inter-laminate stress distribution of the UD
microstructure. Due to different fiber orientations in the hat-section
laminate structure, the von Mises stress magnitude varies from layer
to layer across the thickness direction, which might lead to earlier
failure for those layers with larger stress magnitude. The RVE plots
shown in Fig. 22(b) suggested that the second and third in location
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Fig. 20. UD hat-section impactor reaction force evolution vs. loading time. The simulation results shows good consistency compared to the experimental data. High-frequency
data in the test data is filtered using the SAE filter with a sampling frequency of 180 Hz for the test data. A Similar procedure is applied to the prediction data. The oscillation
observed is due to the high loading rate of the three-point bending problem. Note that during the experiment, the impactor is not in contact with the hat-section until 5.6 s later
after release. This results in zero reaction force in the blue curve as shown in the figure.

Fig. 21. UD hat-section mesh with magnified view of three columns of elements in the through-thickness direction. The impactor is hidden for clarity. This setup shows the
location of three columns of elements (12 elements per column, representing all 12 layers of UD laminae) across the thickness direction in the UD hat-section mesh. Each element
is represented by one UD RVE, whose fiber orientation matches with the UD layup given. All UD RVEs are color-coded according to the fiber orientation.

1 has much higher stress magnitude comparing with those in other
layers. In Fig. 22(c), those two layers have reached failure as the stress
magnitude are zero. This suggested that the multiscale modeling has
great potential in predicting microstructural evolution in a complex UD
CFRP laminate structure. Such information can be used to examine var-
ious UD CFRP laminate designs using the virtual verification capability
to examine macro and micro material performance. This can assist
the CFRP design process by eliminating designs that under-perform
certain performance indices, or designs with undesired microstructural
evolution pattern.

For UD CFRP materials, understanding the microstructure failure
mechanism provides valuable information in improving CFRP design.
Similar to the UD CFRP coupon model, the microstructure evolution of
the hat-section is captured and illustrated in the three-snapshot view
in Fig. 23 with different impactor displacement. In Fig. 23, two UD
CFRP RVEs representing two marked regions are visualized. It can
be seen that the RVE in the upper layer begins to damage while the
RVE in the lower layer stays intact when d𝑦=5.91 mm, as shown in
Fig. 23(a). When the upper layer fails, the neighboring region will

collapse towards the newly formed empty region and the neighbor
elements will compress the lower layer. Soon, the lower layer fails
as well when d𝑦=6.13 mm, as shown in Fig. 23(b). Eventually, both
layers fails as shown in Fig. 23(c). This three snapshots illustrate the
ability of investing detailed microstructure evolution of UD CFRP for a
structural level simulation. Such information can provide guidance for
design of CFRP structure against local damage to improve the structural
performance.

In this subsection, a one-to-one replica of the UD CFRP Coupon 10◦

off-axial tensile test multiscale simulation and the UD CFRP hat-section
3-pt bending test are resolved using the proposed multiscale model-
ing framework. Both models are validated against experimental data
for validation of the framework. Predictions made by the numerical
counterparts are all within 10% difference compared with experimental
data. The agreement shows the current work can be used for prediction
of other UD CFRP laminate structure. Moreover, the concurrent capture
of microstructure evolution provides microstructure evolution history
for any location in the FE model of the UD laminate. This allows
researchers to look at the detailed microstructure evolution, which is
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Fig. 22. Isometric view of the hat-section von Mises stress contour at (a) Upon impact; (b) 𝑑𝑧 = 4.85 mm; (c) 𝑑𝑧=6.85 mm. The impactor is hidden for clarity. The present ICME
framework is capable of visualizing structural level responses and the microstructure responses. In this case, only those elements mentioned in Fig. 21 are visualized.

hard to capture experimentally, for the cause of failure at the structural
level. New microstructure can be then designed to sustain the loading
and improve the overall structural performance.

6. Conclusion

The present work introduced a predictive and efficient ICME multi-
scale modeling framework for UD CFRP materials. The main workflow
of the framework is explained in detail, and experimental validations
are provided. The predictive framework links UD CFRP microstructures
to structural level models for accurate prediction of the structural
performance. Two sample cases studies, the UD off-axial tensile test
and the UD hat-section dynamic three-point bending test, are presented
using the proposed ICME modeling framework. The predicted per-
formance indices are validated against experimental data confirming
a good agreement. Microstructure evolution in the UD structure is
captured by UD CFRP RVEs, which reveal microstructural evolution,
including stress contour and matrix damage. The ICME framework is
general and can be applied to other Fiber Reinforced Polymer (FRP) sys-
tems, such as glass fiber reinforced polymer, for structure performance
prediction. Along with the microstructure information, the work pre-
sented in this paper should provide guidance to existing experimental
based composites design workflows to accelerate the design process.

Future work of the present multiscale modeling framework for
UD CFRP includes: (1) Incorporation of the interphase in the UD
RVE for fiber-matrix debonding; (2) Consideration of microstructure
uncertainties, such as fiber misalignment and fiber volume fraction, for
quantitative measurement of the microstructure effect. (3) Extension to
other composite material systems.
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Fig. 23. Magnified view of the hat-section with UD CFRP microstructure evolution at
(a) d𝑧=5.91 mm; (b) d𝑧=6.13 mm; (c) d𝑧=6.78 mm. The UD microstructure damage
processes in two marked elements are visualized.
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Appendix A. Self-consistent clustering analysis — solution proce-
dure

The present formulation is based on the evaluation of DNS solution
of a high fidelity voxel mesh using Fast Fourier Transformation (FFT)
method, initially proposed by Moulinec et al. The discretized form
of Lippmann–Schwinger equation, originally used to solve for local
responses in the FFT method, is presented. Offline and online stages
of SCA are then presented, completing the fast DNS evaluation part of
the concurrent framework for UD CFRP.

The DNS of RVE can be conveniently solved by FFT based homoge-
nization approach, where the local strain of each voxel is computed by
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Fig. A.1. SCA flow chart for the solving the Lippmann–Schwinger equation.

resolving Eq. (A.1)

𝜺(𝒙) = 𝜺𝑀 − 𝜞 𝟎(𝒙) ∗ (𝝈(𝒙) − 𝑪0 ∶ 𝜺(𝒙)) (A.1)

By re-writting the convolution term and stress and strain in incre-
mental form, we have Eq. (A.2) as shown:

𝛥𝜺(𝒙) = 𝛥𝜺𝑀 − ∫𝛺
𝜞 𝟎(𝒙,𝒙′) ∶ (𝛥𝝈(𝒙′) − 𝑪0 ∶ 𝛥𝜺(𝒙′))𝑑𝒙′ (A.2)

where 𝛥𝜺(𝒙) is the local strain increment and 𝛥𝜺𝑀 is the applied
macroscopic strain increment upon the RVE. 𝑪0 is the reference ma-
terial and 𝛥𝝈(𝒙′) and 𝛥𝜺(𝒙′) are the stress and strain increments in
the reference domain. 𝜞 0 is the isotropic Green’s function based on
reference material 𝑪0.

SCA utilizes an incremental form of the discretized Lippmann–
Schwinger Equation that greatly reduces the total number of degrees
of freedom of the RVE. The idea is to assume that in a RVE composed
of N voxel elements and that those that behave the same in elastic
region will always behave similarly. Provided that N voxel elements can
be grouped into K clusters, the original RVE domain 𝛺 is decomposed
into 𝛺1, 𝛺2,… , 𝛺𝐾 . Here, it is important to introduce a characteristic
function that converts the cluster-wise average in 𝛺𝐼 to the whole
domain 𝛺, as shown in Eq. (A.3):

1
|𝛺|

𝐼 ∫𝛺𝑖
[𝑄𝑂𝐼]𝑑𝒙 = 1

𝑐𝐼 |𝛺|
∫𝛺

𝜒𝐼 (𝒙)[𝑄𝑂𝐼]𝑑𝒙, 𝜒𝐼 (𝒙) =

{

1, 𝑖𝑓𝒙 ∈ 𝛺𝐼

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(A.3)

where |𝛺|

𝐼 is the domain volume of cluster i, 𝑐𝐼 is the volume fraction
of cluster i in the whole domain, and |𝛺| is the whole domain volume.
Now it is possible to formulate the discretized form of incremental
Lippmann–Schwinger equation, which is given in Eq. (A.4) below for
each cluster.

1
𝑐𝐼 |𝛺|

∫𝛺
𝜒𝐼 (𝒙)𝛥𝜺(𝒙)𝑑𝒙 = 𝛥𝜺𝑀 − 1

𝑐𝐼 |𝛺|
∫𝛺 ∫𝛺

𝜒𝐼 (𝒙)𝜞 𝟎(𝒙,𝒙′) ∶

(𝛥𝝈(𝒙′) − 𝑪0 ∶ 𝛥𝜺(𝒙′))𝑑𝒙′𝑑𝒙 (A.4)

Due to the definition of 𝜒 function, it is possible to have following
relationship for 𝝈(𝒙′) and 𝝐(𝒙′) in Eq. (A.5)

𝛥𝝈(𝒙′) =
𝐾
∑

𝐽=1
𝜒𝐽 (𝒙′)𝛥𝝈𝐽 , 𝛥𝜺(𝒙′) =

𝐾
∑

𝐽=1
𝜒𝐽 (𝒙′)𝛥𝜺𝐽 (A.5)

Now, it is possible to plug in Eq. (A.5) into Eq. (A.4) to have
final form of discretized Lippmann–Schwinger equation, as shown in
Eq. (A.6):

𝛥𝜺𝐼 = 𝛥𝜺𝑀

−
𝐾
∑

𝐽=1

[

1
𝑐𝐼 |𝛺|

∫𝛺 ∫𝛺
𝜒𝐼 (𝒙)𝜒𝐽 (𝒙′)𝜞 𝟎(𝒙,𝒙′)𝑑𝒙′𝑑𝒙 ∶ (𝛥𝝈𝐽 − 𝑪0 ∶ 𝛥𝜺𝐽 )

]

(A.6)

Note that in Eq. (A.6), the polarization stress is separated out from
the convolution part of the Lippmann–Schwinger equation. This allows
one to define an interaction tensor 𝐷𝐼𝐽 as shown in Eq. (A.7):

𝑫𝐼𝐽 = 1
𝑐𝐼 |𝛺|

∫𝛺 ∫𝛺
𝜒𝐼 (𝒙)𝜒𝐽 (𝒙′)𝜞 𝟎(𝒙,𝒙′)𝑑𝒙′𝑑𝒙 (A.7)

So Eq. (A.6) is simplified as Eq. (A.8):

𝛥𝜺𝐼 = 𝛥𝜺𝑀 −
𝐾
∑

𝐽=1

[

𝑫𝐼𝐽 ∶ (𝛥𝝈𝐽 − 𝑪0 ∶ 𝛥𝜺𝐽 )
]

(A.8)

For any given RVE with N voxel elements, it is necessary to first
decompose the whole domain into K clusters so one can actually use
Eq. (A.4) to perform reduced order modeling of an RVE. Therefore, as
mentioned, SCA is a two-stage homogenization method: Stage 1. Offline
system reduced order modeling, including domain decomposition and
calculation of interaction tensor 𝐷𝐼𝐽 between all cluster pairs; Stage 2.
online prediction of elasto-plastic material responses of the RVE. Details
of each stage is provided as below.

The solution procedure of the online stage requires minimization of
the residual, given in Eq. (A.9):

𝑟𝐼 = −𝛥𝜺𝑀 +𝛥𝜺𝐼 +
𝐾
∑

𝐽=1

[

𝑫𝐼𝐽 ∶ (𝛥𝝈𝐽 − 𝑪0 ∶ 𝛥𝜺𝐽 )
]

, 𝐼 = 1, 2, 3,… , 𝐾 (A.9)

Newton–Raphson (NR) method is applied to find strain increment
𝛥𝜺𝐽 at each loading step. Linearizing Eq. (A.10) with respect to 𝛥𝜀𝐽

gives:

𝒓𝐼 + 𝜕𝒓𝐼

𝜕𝛥𝜺𝐽
𝛿𝜺𝐼 = 0, 𝐼 = 1, 2, 3,… , 𝐾 (A.10)
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where the Jacobian 𝜕𝒓𝐼
𝜕𝛥𝜺𝐽 , denoted as 𝑴𝐼𝐽 , is given in Eq. (A.11):

𝑴𝐼𝐽 = 𝛿𝐼𝐽 𝑰 +
𝐾
∑

𝐽=1
𝑫𝐼𝐽 ∶

[

𝑪𝐽
𝑎𝑙𝑔 − 𝑪0

]

, 𝐼 = 𝐽 = 1, 2, 3,… , 𝐾 (A.11)

Note here the reference material needs to be as close to the effective
macroscopic tangent modulus 𝐶𝑒𝑓𝑓 of the RVE as possible. This would
require one to update 𝐶0 based on 𝐶𝑒𝑓𝑓 when the residual is minimized.
Here, the self-consistent scheme for updating the reference material 𝐶0

can be found in [17,35].
A algorithm flow chart for SCA online stage is provided in Fig. A.1

for readers’ reference.

Appendix B. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.compscitech.2019.107922.
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